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 ABSTRACT

This note describes a general programming System - 'RACSRS'
Jor stepwise regression analysis, which has been developed in
FORTRAN IV. The system has been thoroughly tested using IBi 360/44.
The package can also handle any nonlinear model that can be

transformed to linear.
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Ie Introductions—

In Ordin arJ Wultiple Regression Analysis (O[ZA) all
variables under'conszder@ ion will be in the model. Situations
often arise where a nﬁmber of predictor (independent) variables
are available (sohetihéé morée than the number of observations)
and the médel builder wishes to select a few of the best predictors

(statistically significant or otherwise) to be in the model.

Théem note describes the Stepwise lLultiple Regression
Analysis (Sk A) whzch is a very useful statistical tool for
this purpose. ”he Drznczple underlying it is thai off least
squares. This azf/er“s Sfrom OHRA in that only statzotzca]Jy

significant vaeriables are introducéd “in the model.

The technicue introduces one variable at a time into the
model provided it is statistically signifigant. After entering
¢ variable, all variehles which are in the”model are tésted
statisticaelly for possible removal and removed if not found
significant. Tﬁe mathematical description of the_prbcedure 18
presented in Section II, while Section III contains the algorithm.
Section IV contains details of the phogra%@ing system. Coﬁtrol
card information is provided in Section V, while section‘VI

contains ¢ sample problem alongwith- its input and- outpul.
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IT. mﬁ(f@ithgmat_zcaz descript‘zﬁ@_:,

Tme SLGPWZSC multiple regression analysis i8 used to
obtazn a Jznccr re]ataonsth between a dependenc variable ¥ and
@ set of L (unknown, l}é;cﬂ indepandent variables which are .
significaﬁf'étaﬁistically Jrom a set of K vzven vaﬁzables X7,

Xé..... Zﬁ, when o sample of ttpt observations On them are provided.

Letuyi = 1th observation on thedependent varzable for
1 =7 to 7

X, = 1th observation on_éhe Jth iﬁdependent variable Jor
7"] : -L 7;-.‘/2 Oﬂ'd J—'79!!’fj
wi = Heighting factor Jor the ith obseruatzon Jor
T =17 oO n

Yow define

ly (7) C— e : / '
/77: ‘.- ﬂ'wi/*‘;-:'ui

y; = ?i ~ T
= el ¢ i ? [ = ...I ~"g j : . ncﬁ[
xij = Xij vaJo7 i Ts eean a@~ J 7,._.M
Where
s n / "’
‘1:7 1:7
. n : n
AT'r-’:: Z J ;’ 17
i:f z=7 _ ‘
7) The Veighting factorarwi are usuelly converted into: weights
Wi.so Zhaz EfJ = n, the number of observations. Fhere this

18 not done, Ahen the stondord error of the reoression
coefficients and the criterion of significance will be

distorted,
' end
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The pnrameters d zn thc ﬂegrcsszon model,

":vy:a1+m+c e (1)
are given by o
A . ot My ; N
i = (x ijé’ xnﬁy...a...... . (2)
and N i . _ _
) a.X. v e ® A @ 3
where _

Y is a n x 1 vector of deviations yi
is n x 1 vector of 1's

is o n z Omatrix of deviations Z;
18 a M;x 7 vector of coeffic?gnts

S YR

is a i x1 necﬁor of estimates of coeffzczents

C isan x 7 uector of dlsturbances
and.- ¥ is a n 2 n diegonal matrix of weights
The procedure of stepwise regression analysis starts

with the caelculation of correlaetion mairix R whose elements

_rjk are given by ) | | :
rjk = Sjk/m ’Skk Jor J.= Tsoueoli ancZ ;::7,.‘.‘..1%

Sjk = E{: i ijxik'for J =.Z, eewddl and k=7,....M

mwhere.

and the vector 5 of correlation:coefficients of the dependent,
varieble with the i independent variables whose élements tI,J

are given by ..

tr 7 8,57 J:l JEJ—J

1) = n . 7
where S77,J Z W}fxljyifor Jd = 7,.-..1.’1
: =1
7
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dfter the COMplClZ@n of caZculafton oj coprelatzon matrzx

the stepwzse procedure descrzbed in the followsz Jour steps zs

carrzed out

7.

Y

Fe

4.

Select the variabjé whose absol¢te value of the correlatién
with the debendent varzab]e (d.v) is. naximum. If this
correlation is- szgnlfzcant then zntroduce the varzau]e
into the model, If not significant Lhen the variation in the
d,v sednpot be e¢pJazned by any ofAthe given set of W

independent variables and hence stop”%he procedure.

Calculate the partzal correJatzons cantro]lzng all the
varzableu' in the model atit that Soage.
Remove the variadle, whose dbéo]ute’value of the partial

cprrelation with the d.u. is least from the model if found

not significant and tﬁen go to step 2, Fr found significant

"t proéeed to step 4 without removing the variable.,

Introduce the.vafiable,vwhose absolute value of the
partial correlation with the deve 1is hiighest into the
model if found significant statisticaily and then go to

step 2, If found not sitgnificant stopxthe Dbrocedure -

without introducing the variable,

ve 6




IIIl. A gorzthmc

The algorzbhm siven bJ Ejroymsdn (7060) has been used for the
'development of this uUStGM. Hzo proceduwe~zo hased on the gaussian
elimination us described by Orden (1960) to solve a system of |
simultaﬁeous equations (which are referred to in statistical téfﬁi_

nology s normal equations).

The regression coefficients are obteined by opplying linear

transformations to ihie following partitioned matriZs

B = (bjk) = B 7
7 Z

where B iz ¥ = N correlation motriz of independent veriahbles

e

(i.v'8), T is a 1 x ¥ correlation vector of i.v's with dev, 5 T

and % o scelar, is the correlation of dev with itself. Thus

Do o= for = 1,ec i and k= Tya.aki

Jk Jk
b

= f7sk For k = Tseeddi

bk&[f[/ L7 ok

P

%{7[’ f[r/ = Zn l’)he?"e j!["?_ e ‘.27 e 7

The following four steps depict the algorithm completely.

Step 1:
A ) 4 ofm Lo o - ___ re - L ~. /'1(7)
Calculate the statistic V, for j = Tseceis 1J b ..
J Jd J
where Vj is given by
(1) T is the uolcr&nce limit muzch is o small positive quantity.
The tolérance on b ., is meant jor reducing the poss 1»111&J

of degeneracy when dn zndependent variaple .is approximately
equal to @ linear combinction of the 1ndepcndent var zauleu.

ool



Vo="b_,. b, 4 b..
J T kT U‘-',-»-z7,J JdJ

Calculate standerd error of ¥ = 8t = ' S2.b .

7)‘: .
where D( ’ stands Jor degrees of frecdom.

Step 2

! . .
For-all those Vjs whick ore positive make ajs the regression

coefficients gero, as the corresponding xj’s are not in the model,

e, ’ 4 Lps J — % f"‘"“"""ﬁ -
and for ?hnue Vj 0, calculate the coefficients aq . = bJ’ﬁ7jG§8/Djj)

L since they are in the model. Also calculate

L~ 0‘5
/S .
7/ JJ)

’

Std.error of a. = 5%t (¢
J J 'Utaa ( J.

< .
1

qi

and a, = T - S e X,
: =7 J J

N

Let }VDI be the mininum arnong aZl'Vj{(AO. Remove the

. i
A

JOD/D .. . rd where
/bt ST o (where

e value for removing ¢ varieble) and then 70 to

variable Xb Jrom the model provided lfp

.F (2) is t

2

<
-

step 4 after increasing D by 1, otherwise go to step J. -

o ' . no. .
(1) Initially D takes ‘the velve S 7, - 1.0
i=1 |
(2) The sequential partiael Fe-value which is F(1, N=I-1, 0.95)
- or F(7,n=L~7, 0.90) wherc I recresents ithe number of
verieobles in the model at that staqe. ' :

sse8




ITI. ﬁlgortthm

The algorzthm aiven bJ EJroJmsdn (1960) has been used Sfor the

¢

development of this system. His procedure is based on the gaLsszan
elimination as described by Grden (1960) to solve a system of
simultaneous equabions'(vhzcn are refcfred to in statistical termz—

nology as normal equciions).

The regression coefficients are obtained by applying linear

transformations to <he following partztzonﬂa MmetriLa

B=<(b,)= [B I

gk , o
Ve z ’

where R is ¥ o W co/relutzoz motriz of independent variobles

(iev's), T' is a 1 x I correlction vector of 1.v's wWith de«v,

)

“and £ a scaelar, is'the correlation of d.v with itself. Thus

b for j = 75.0u1€27 CY:]?:CZ ]l’: = 79...-[!’1"

Jjk - rjk

};Hi 1k t7,k Sor ko= 1,6l

-

Q%ﬂ’ ﬁf :fZB where g = H + 1

The following four steps depict the elgorithm completely.

| 7
Calculate the statistic Vﬁ For J = T,ee4dis 1f bjj:> T( /

J
- Where V. is given by
. J

. -
-..-.——._—-—n—..-—q—.——.—.,..—_———.—.—._..-.——-.—-—-—-—-—-w'

(1) T is the tolerapce 1limit w ich is o small positive quantitys.
The tolerance on b .. is meant for reducing the possinility
of degeneracy when Jdn 1ndependent variable is cpproximately
equal to @ Ilinear combination of the 1ndepcndent var zauleu.

e 7/
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=D, b, A
77 Pt Pur, af Pys

Oalculdte_standard error of ¥ = Sty = /82.p W7\ 0.5

7
Uhcr D( ) stands fFor degrees of Ffreedom,

Step 2

! !
For all those Vjs whick are positipe make ajs the regression
coefficients Zero, as the corre esponding xj’s are not in the nodel,

and for“%hobe.Vj

7 ) RN ) s ol o — T —
O, calculate the coefficients aj J,A7!C$2/D~j
L since they are in the model. 41so calculate
Ol .
Ou5
stdaerror of a. = ,54. a../S8,.) "
J J /Sisz ( JJ/ .) .
. & . .

nd a, = 7 - > a k.
e g = = 7

Let f?p, be the ninimum among all Vi<( 0.

Remove the

variadble ZD JSrom the model pﬂovzded V I Q/%-7 57 <5F2 (where
7 (2)

P s the value for removln! ¢ variable) cnd then 70 to
step 4 after increasing D oy 7, otherwise go to step 3,

. .
(1) Initially D takes the value j{_v

’ =7 o
(2) The sequen*zal porizal ﬁwvn7u which is F(7, NeL-1

or F(1,n-I. -7, 0.90) where [ ’“rcscmts the number of
variaebles in hc mod@] at that stay

= 7:0

0.95)

-'-

.l.8
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Step 3
Let Vp be the maximumvamonj all ij7‘0. Introduce the
i L'« 4 .-.‘Jl. / n \’.—Z q Z ] L' , L opTa ™ = 7 =
.?q/zculc‘ip into the model prou?oed Vp e/(bﬂ7,h7 Vp)jFf (There
F§7) is the value for allowing a variable to enter into the model)
“and then go to step 4 after decreasing D by 7, otherwisevstop the

procedure.

Step 4:
Le

(S

b be the diagonal elenent where p corresponds to Lhe
, pp : A
veriable entered or removed from the model, Update the matrix

L s U U
to get the new malrix elenents bjp where b
. . 13

J]f are

elements bjk
given by
"= D — b . b, for J 7 Kk #£D
(= b = Dyplpg 7T # b, K #D
u U

big ) = boi? pp for j = ps K = D

= b, bY For J k=
b inP oo Jor J # D P

= 1/ ] j = o=
7/opp Jfor J = Ds p

where superfiz 'u' indicates updated. Ajfter this step go to step 1.

Fnen once the model 1s fitted the other calculations 1ike
2 =2 o R o o B

E-value, B~ , R™, RESS, 758, ESS, Durbin=fatson statistic 'd', first
order auto correlation, expected valucs of d.v are performed as

in the case of OEzA.

PP s —estcz.

— B SR Rp——

(1) The sequential particl 7 palue which i8 F(1,n=b~1,0.95)
where L represents the number of variables in the model
ot that stage. :

_ou9
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17, Lrograzming Systenms .

The systen contains ¢ main program which calls the 'STCSR !
subroutine, The main pbrogram aims at supplying object tine JInC -

Stens to tihe ‘subroutine "STCSE *,

The program is quite versatile and one can fit any model7
Which is linear in baraneters to a -given data. 27 trensformations
are prouzdea to make the non~lznear models (in variables) linear.
ﬂaczlztzes Jor addition, subtraction, multiplication and division
of variableo @re provided to generate new veriablcs whzch are

fznallJ Used in the rerresszon model.

The system~performs Weighted or unweighted [i.e. w, =7

12
for i.=17 to n) Stepwise regre-sion analysis and it can also. be
used to do frequency analysis (n
2
models .with or without constantdT One can do OERA using this

wi'% n). Tﬁis'package hendles..

package by simply Supplying F-values as O. However it is advisable

not to use this beckage for OWEA as zt involve s additional compuzer
time,

The system'requires F-values to be prouzaoa for introducing
ia variable‘into and for re novzng a vaeriaeble from ihe model They
should actual]v be calculaaed as denrces of freedom varJ dependzng
on Lhe number of uarlabZes in éhe model but F—values are supplied”
at fized degrees of freedom (71, n-2), where n stands Jor number

of.ouseru@tions.

The SJSme performs all computations in double prcuzszon.

The znpui date 1ig howeven accepted in szngle precision.

P e - o s 2eee i e aa s, . = - R e SOPR -

7. The modey can e Ilinear or nonlinecr in variables *

70



Ve g@ntrozgGwrd.InformatZQQ:

This section has to be read alongwith the dOnfrol Card
Informdtioﬁ-prouided in Section IV of o FRL Technical Note on
14 Progroamming System on Lultiple Regression Analysis,' (PRL

rechnical Noie, [N-=83-33).

Iﬁ'order‘%o maintaein o close.proximity with the prograﬁmiﬁgr
system 'RACSR' (PRL TN-83-33), the control cards of fhis system
are kept similar to thatl of 'RACSR's Thus control card Hos 1, 3,{5
6, 7, 8 and 9 of bOfﬂ.bﬂe ﬂ/ozums are 1oentzcal. Oontrol card

‘Nos 10 and 11 of 'RAC R’ sysbe7 are not present in tThis sysfﬁm,
%ence control card NO.ZO of this system is éi#ilar to thet éf 12th
control card of 'RACSR', HobeverISOme conffoi éarm ble iﬁ;éontﬁdl
card 2, 4 and 10 (12¢h in '314:0,5'3'“) are different. The first

a coMz“ol varichbles of control card 4 are same but the next 4 <. .

e

control vaerianles a ’1chr ULdle. Though thc control cerds and the
.conirol variables of them are kept similcr to that off ’ﬂACSR' but
Sfor a few cnangeo"vozbhat one can -run both the pron,ams uztn_bme

same control cards, the jo7lowzn3 points are worih to oe noted.

7) The method of calculation differ in both the systemse
2) Certain control variables which are dummy in one may not be

so in other.

3)  Certain features(lihe providing confidence limits on the
regression coefjicients Jwhich are present in one may he
abscnt in another.

0077



Hoving seen broadly the Similarities amg differences of this

system with * A’SR’_Programming system, let yg 70 into the details

of those control cards which differ.from 'RACSR ! prograem, Fop

control cards siinilar to 'RiCSH* program see FERJ Technical Vote

TN~83-33, . ' ¢

Conirod card 2:-

This controj card is most essentigl in the sense that 1 to 7
additiongl control cards have to pe supplied bpased on the values
taken by some control variadles of this card. It has 25 control

variables which are read in 25]2,format, 411 conérol.variables

are“ideniidaluwith,’BAOSH’ program but for 22nd and 23rd . Howeypep

some of these conitrol variables ere dummy in the present-system,

ee they won't serpe the-pqrpqse Jor which they are ysed in 'RACSR '

. .

'program.-The,details of all control veriables are deséribéd‘below.

Deﬁbult‘optiOnSafbr'thase conirol variables gre generally zero

and they @re mentioned otherwise,

Control vqfiqb]gg ﬁgigg_tqken Equﬁipn/rgmqtks'
7 o : o : ~
7 To read control card

b Nou8 To forn new
T vbariables involving
nultiplication and/or
division of variagblecs

2 . 0 Fhen variapies take
(used'alongwith contirol Positive valies, op

veriable 1 of this card) : ‘Wwhen the power to whuich
: : ‘ @ variable raised is5.a
Jraction

7 - ¥hen all op Jew
variables taje
negaetive velues

o2




- 12 -

control variables

~

—gyT

10

i1

70%%
73%
14

16%

» Value taken

.
Others

Adny itnteger
valueL 50

Any tnteger
value & 45

dny integer
value € 50

Alwdys.o

Adlways O

Always O
0
1

Alwaye O

dlways 0

Function/remarks

Input is card reader

Input unit from which

data.is read .

Number of independent
variables

Number of dependent:
variables

Number of coefficients
to be estimated
(excluding constant)

+ No. of depsvariables

- |

{

To read control card |
Noug ;
|

— . i

To read control card

.N—OQ%

To read control card
NO-? : .

To read conirol card
No.8 '

Dummy variable

Dummy vaeriable (other
than O Control card 3
to be provided which
is also dummy) :

Dummy. variable

Inpdt datauﬁot printed

‘Input data printed

Dummy variable (other
than zero, Control card
3 to be supplied which

is dummy)

Pummy verieble . .
y .."7_;3



Gontrol'vaﬁiablas: : Value token .. : -

77 . Always 0
18 o 0
i. 7
79**_,A o diways 0
ook 4dlways o
21 7
[ O »
22 h -0
UsedHQJOngwéfh
consvar 23%Wecon, par ' 7

7 of con card 4

Purpose/remarks

Dummy veriable (3rd
control card to be.

- provided which is dummy
- when valuc is other

than Zero)

Observed and calculated
values of the~dependent§
variables are provided |
in their originel fornm
even if traensformations
arc used on dependent
variablies _

They are given 1in
transformed Jorm of the
dependent variables

Dummy variabie. (Other
than 0 third control
card which is dummy
Jor this pbrogram to pe
supplied) _

Dummy variabie

Control card'information
Printed - :

. Control card informaqe—

tion not printed

dnverse of the matrix

of significant o
variables written on
unit specified by
con.var 23 of con.card
No.2jcon,var 7 of , §
Cone.card 4 should also

be difjerent Srom .zero

Sor this. to heppen.

® Dumny variable for tpis program

e Dummy . varigpie Jor this program but control cerd 3 skgyl&

be supplied.

oo 14
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aontrolfvariables_ Valuetaken % -  Purpose/remahks
27 0 ‘ , T 4
ed alongwith. Co A
ggn.var 22 = " oot thON\O Output unit to write the

inverse of the matriz

of significant voeriables..
Control card 3 to be
supplied.

24 14 -
Used alongwith
consvar 25 Other than O Total number of
' ” ' pariables read. Control
Card No.5 will be read.

25 . ' 0 -

obles %‘LGM 0 Number of new variables

- : to be generateds
Generates by combining
pariagbles given Dy
con.var 24.

Gonfroj card No;4:~

Ir the value taken DY control variable. No.7 of control card
No.2 zé 1, then this card will Dbe prcsent and hence to be supplied,.
If one 1is running'either (1) stepwise regression or (2) weighted
regression or (3) ?egféssion using frequencies as weights, then one
must supply this card. If one is running OMBA using this system
then this control card is dptional. From this control card 13
control variablcs are read in 1112, 2F10.4 format. Unless specified,
they take Bero ualucs by default. The details of the control
varzab]cs are. furnzshcd belou in tabulor form. The first cight

control varzablcs of- thzs card arc same as those of tRACSR ' packagc.

15



- fontrol wariapres Yalue token o furpose/remarks :
AN 0; 2 o Oonstdnt'inclydﬁd in th
4 regression model - ..

7 : Xo constant term in the, -
' model]

3 Constant is Dbresent
@S @ variaple

20 e o ’ MOment-matrix not
SRE e printed

/ Homen ¢ i@fﬁix.prﬁ@ied
‘ ’<wﬁﬁ?i - dIways o | Dummy variapze =
g E - 0 _ , -

7 To calculate expected
values of dependent
variables

5. o -

7 “”f.wDurbin~Watson'rd:

L Printed,  provided
conluap 4 of this
Conecard takes 7

7 Correlation matrig
- printed.

7 ‘ ieans & Standard
. _deviatiOWS‘are Printed

.. 8 ‘ IR 0,2 T Observed;'expected of
‘Used alongwity : - dependent variables,
dth cont,par of . S o theip differences,
his carg s ‘ ' percentage differcence
BN Printeq .

4bove w111 not pe
Drinted

\eY,

co 6




) Gonfrol'vafiablcs

9

70

77

12

73; 

CQontrol cord Noal0: -

- 16 -

Value’tqken
0
!

0,2

réal velue

real wdlue

Purpose/remark

Stepwise intermediate
output will be given.
Generally edvised not
to take

Least square cnalysis
without weights carried
out :

Performs weighted least
square analysis(Feight
to be recd elongwith
cach observation)

seights are treated as

" frequencies

Frvalue-io allow ¢
varichle to enter the
model ' '

F-value to remove «
variable from the model

6 control veriebles are read from this control card in I5,

12, 11, 15, I3, 464 format, and thcy are described below in

tabuler form. 411 control varieblcs are same. as those in 12th

control card of 'RACSR' program:ecxcept some change in second.

control variable. . .

017'7"

.
3



C'ontr'O.Z variable ..

7

For processing first

‘Have to pe s&pplied. Th

e

J to 9 depends on the v

-7 -

Value taken

0

) SRSt !

Any integer

0,7

A

drny integer

0

dny integer

dny elpha-numeric
data

data set control cards 1, 2;

Lurpose/remarks

Provide eng of file

card. Reods as many daty

pPoints, gs supplied

Reads actyay
observations

Brawern t0 7'st ‘conbror §

card -

Branch to-ith control
card '
Branch to 70th control
card o .

'Direct_data

Rewounds input unit

Numbe r of recordé
to be bypassed

No. of sets brocessed=7
if con.var 2 of
con.card 10 is 73, Ir. -
Consvar 2 of con.card -
70 is between 1 to 72
then any number of sets

Number of sets to be
pbrocessed -

Title of the problem

70,

-3

¢ rnecessasity of other control cards namely

alueé taken by the control wvariables of

control card 2, Fopr pProcessing subsequent sets (in the same run,)

£

number of

|
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Afﬁer”the contrO17cadeVdafd is provided in the'format

specified by fhé‘first control card, Each obsérvation (data point)

accompantied by weighting factor has to be punched on separate

card(s). Iru i

not be punched.

VI Erample: ~

7 for all i

7 ton then weighting factor need

‘it e linear mathematicel model to the following data

(4.

X

7
7

7

71
717

7
717

70

Xy
26
29

56

Hold-1952)

® 0 N AN N N o~ Y & o
[0 [e3) NN N

X
60
52
20
47
33
22

44
22

26

12
12

7845
7443
104.3
87.6
95.9
7108.2
702.,7

72.5 -

93.1
115.9
83.8
77343
10944
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Suppose the data is punched zn 5F7O 7 fo/mat The number of
gzuen deta points are 713, PeQUchd output is Laerajes, standard_
devzatzons correlatzon matrzx; calculatead value of the d, U;
dzjyerence and percentage difference beéween observed and calculg-
ted values, Durin gatgon rqr statistic and an estzmaze ‘of the
auto~correlation. Here wezghés @re not used, nenceza will pe
taken as 7 for i= 7 to 73, The F-palues for entcrzng and renoving
a vaﬂzable are to be taken as 4.0 and 3.8 respectzvelJ. Given the

above detgils the input to the prooram is prepared as fo]lows

Input:

First control carg:

7..... ) Column number
(5?70 7) | ?azue

fo]lowed by a blank card
Second Control Carde

000000000777 77 Column number
n b4

72545678907934
bbbbbe4070)07 Values

Fourth Controz Card. .
0000000000717117171722025 333333 Column numper
£ 14

123456789012545678901234 012345
bbBBEBOT0T 0707 &9@0 3.8 Values
Tenth Control Carq:

0000000 Column numberp
1234567 | : ”

bbb 3bh | Values

...'20
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A ‘Aftef-%héée cbnﬁroI cardé,.theigiuen‘data set 18 supplied
in the. format specified by fiﬁst control card, Each card contains
_qn‘pbfervat?on’having the velues of.X7, XZ, X3, XZ, K‘punéh§d 
?_}ﬂffha? order. ds weighting factors are not used Wi are»not

fneéessary té punch alongwith each observation.

Output

The mznlnum oubput ihat zhc package prouzdes 18 the
;gfollowzng. The coeffzczents correspondzng to the variables in "the
model, their standard error and T-test. Begresg;ob sum Of squares
liean or;or sum of squo/es, Standard error of ¥, Hultiple

correlation square (R ), corrected R-sguare ﬁﬁéi‘ and F-test.

The output for the- sample probiem is giver below:

QUTPUT -OF SET 1

- OUTFPUT CODE
WUKBER OF INUEPENDENT VMLI7 BLES 4 ' LT sl
NUNBER OF - DEPENDENT VARIABLES 1
NUMBER OF TERHS , 5
. NUKBER OF OBSERVATIONS: - 13
D.VAR CONSTANT .
7 0.52577355D 02~
D.VAR "~ I.VAR CoLf. 87D, ' P TEST
1 7 0.714G683055D 01 o.-72730097D 00  0.12704543D 07
2 0.66225041D 00  0.45854739D-01  0.14442355D 02
D.VAR =~ R.S8.S. LL8. S T EG8SS v
1 0. 265785780 04 O 57904526D 02 Ou 5790452(>D 07
,s' E.Y. K.COR.SQ. CO.M.COR.SQ.. FLTEST
0.240@%9/3 07 0,97867835D 00 0.97441402D 00 0. 22950349/) 05
D.O.FR.
2 10




OBSERVED

0. 78500000D
0.74300003D
0.70430000D
0, 87600006D
0. 958999940
0.70920000D
0.70270000D
0. 72500000D
0.93700006D
0.771589999D
0.83800003D
0773300000
0.70939999D

-

CALCULATED =~

02 - 0i80074004D
02  0.73250922D
03  0.705871474D
02 0.89258478D
02~ 0.97292514D
03  0.70515249D
03  0.70400205D
02 06 74575423D
02  0.91275488D
03  0s717453754D
02  0.80535677D
03 0.771243724D
03  0.11229344D

Durbin-Fatson

VII.

02
02
03
02
02
03
03
02
02
03
02
03
03

Dt = 0.79276410D 07
dchknowledgementss ~

—

DIFFERENCE "% DIFFEREHCE TO#R
, . OBSERVED
-, 157400380 01 —:20056955D -01
0.707190810D 01 0.7141719515D -0
~e15147350D 07 - —o14522668D -01
.75 847170 01 —.18932306D 071
-, 18925205D 01 ~.19734307D .-01
0.40475098D 01. 0.37065110D 0f
~-,13020532D 01 —«12678220D --07
~ 20754229D 07 =.28626523D :07
0.18245134D 01  0.195974.05D 071
0.759”2/54511 07 0.71755451D 07
0. 32643265D 01 0.38953777D =07
0.86276092D 00 0.76148350D <00
—e 2 264
5%97")14614_21 66%)0 r?]e 1 aC/)ﬁ 5)%-—4 % 95692)7 794ZD~07
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