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A PROGRAIHING SYSIEE O KULTTPLE
REGRESSION ANALYSIS

\

CoS.R.EURTY _
Fhysical Research Laboratory
dnrmedabad - 380009

ABSTRACT

This note describes briefly;the multiple regression
ecnalysis technique. Argeneral prqgrammiﬁg system for doing the
regression analysis has been developed in FOHTEAN‘IV and tested
using IBE 360/44. The package is quite versatile and Jits any
model which can be brought as «a 1inear>model. Various statistical
testé are'provided. The note describes fo ¢ large extent the
control card information for using the package. The input and

output for a sample problem is supplied.,

Key Fords:

7. Eégression analysis

2. Curve fitting

Fa Hultiple regression anclysis

4e - Polynomicl fitting.



7 Introductions—

This note describes the Multiplé Regression Analysis which
15 ¢ powerjful statistical tool geﬁerally used by mony ¢ scientist.
The principle used underlying this tool is the fprinciple of least
squares'. 4 brief mathenatical description of the technique 1is
presented in section Z. Tﬁis is followed by presentation of prograw
mming system details in scction 3. Section 4 and 5 respectively
contain the control card information for using the program and «a

sample problem alongwith its input and outputs ©
2 Hathematical descriptions—

The multiple regression anclysis is used to fit a Iinear
relotionship between o dependent variaeble y and severel, scy i,
independent variables Zys Zoessely when a sample of n observétions
on them are available. Let the Ilinear relationship between'them

be of the form.

y =4, + A7x7 + A2x + eeee T 4,2

0 5 1, + U’I el (1)

k.

where Ai Sfor i=0, 7....k are t%eg%+; regression
coefficients to be determined and u 1is the error in estimating
the observed value of y from the model using corresponding
values of the independént variables, Equation (1) is true for

eall the n given observations and as such we have '
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Jor i =17,

.'Hn

x L] , 3
E k1 * Yy

These equations can be written in metriz notation

.as.follows:

Y =X 4 + U
where
¥ = y7,
Yo
is a column vector of n
‘ observations on y
Yn
L-m ey
- i
X — [AO, X7_o PR t.Z:‘]{J
= r—; . .7}77 .1‘27 ) . £k7j
7 x72 .1‘22 o s a e e xkg
.:sz . x7n Z o, easa

is an n by (k+1) matriz

(2)

(3)
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is a column vector of n unit elements and
is required for estimating the intercept
AO ' _

is ¢ column vecctor of n observations
on &, for i =1, «es Kk

is a column vector of n disturbances

is q‘polumn vector of k+1 coefficients



The 4 coefficients and the distribution parameters of U are unkﬁbwn
and are to de estimated. The Jollowing assumptions are gcnc/ally

made Jor estznatzng and statistically testing' the parabeie;s,
exactly. |
; .( ' P :
Uis ¥ (0, 1) cer (4)
where N staéds Jfor normal and Iﬁ the nth order unit matrix.
X is a set of fized numbers : vee (5)

and X has rank k+1 < n. < ‘ oo (6)

- The ossumptions (4) arelnecessary for étatistical inference
(or testing the hypothesaes), while (5) and-ﬁ@) are necessary for
estimoting tha(parameters'of'the mbdel'or cg@fficién?s Ai of thev
model,
The peraemeters of (1) are estimated using the principle
of least squares.

IS AS 58 AN
Let 4 = (AO, 4, ... Ak) represent o column vcctor of the

estimates of 4.
- )
Hence Y. = Xd + e
where o denotes the column vector of n restduals (¥ —~ X4).

decording to the prznczple of least squares the coefricients
A are obtained by minimiging the sum of the squares of the n

residuals.

.‘lé.



Thus we have to

n
vy e 2 1
Hin Z = 2 ¢, = ee
i= |
( where the superfix ! indicates prime)
A A
= (7 - x4)" ( y-xi)
= vy - 2877y ¢ DxTeh cen (7)
A
Tyl is a scoeler) .-

(... e

A
To find the coefficient vector 4 which minimizes Z, .
one hgs to differentiate Z with respect to the parameter vector

ﬁ"and tﬁén equate the same t0 Z2ero.

’ . I's
94%» =0 (ele) = —2r’y + r2r’zh = 0 =
DF\ :)/%\

. A

IR (/A

Hence £ = (X'x)™" ¥'v ( by virtue of (6)) ...(8)

Equation (8) rcpresents a system of simultaneous equations

generally known as normcl equations,
"It can be shown that
A ' , . «
a) E (4) = 4, where E denotes the expected value.which
indicates thet the least squares estimators are unbiased.

' A e .
b) . var (4) = (X x)77

/H
c) The lecst squares estimators Ai are best linear unbiased

estimators of the unknowns di,



d)‘ |

e)

7)

g9)

)

-7 -

= 876/ (n—k—7)'is'an unbiased estimator of the

disturbance vcriance.

-1

R -1 th .
;4 © ) where ai7 is the 1 L diagonal

2 .
; is W (‘47;’ a 5

element of the motriz (X7X)—z.

e 2 3 oo , .. . . ,
. Z,ei/g* follows o chi-square distribution with {(n-k~1)"

degrees of freedom,
The test statistic 't' given by

, A — 2 ) 1/2 , ~1 1/2

¢ = (4,-B.) / (= e / (n-k=1)) / (a5 ) / )
SJollows o 't' distribution with (n-k-1) degrees ojf
Jreedom, where Bi 1s any hypothetical value. The
hypothetical value Bi = 0, 18 the one in which one is
generally interested as i1t tests whether y is influenced
by z, or not Iinearly. Thus

" -2 1/2 , =1 ,1/2
= 4. S e k=7, »

t=dy /(036 [ (nek=1))05 (a7 )1%)
is generally provided as output in o regression package.
Further 100 (1 — ¢\ ) percent confidence interval for 4

15 given by

o,

4, & t*ﬁ/g ( ?'ei / (nek—7))7/2 (a;é)7/2

where ty, is the table value at
\

level.
To test whether any linear combinction of the coefficients
is significantly different from a constant B, the 't!

statistic is uwsed and is given by

..¢8A



i)

i)

— Y
t = (tlizay /8 (1] (xx)"L)05

where L is a column vector of constants which makes

the l1inear combination.

N . . .
_To test the hypothesis thot Ai:O for i =1 tc k which 1is

o tesit of whether Tio Loy eesl “have any influence on Yy the

i
SJollowing 7 stotistic is useda

2
7= =% (25 y - L C;yi)g )/ (ele )

n -SR-S

ne=l—1

follows aen F—distribution with k and n-k-1 degreecs of

freedom, The above F statistic is clso equivalent to

. . ‘9
F = (Rz/k) / ((7~H2) / (n-k-1)), where R® is the

coefficient of determination.

The coefficient of determination which is the square of
the multiple correlation is given by

R2

= RSS/TSS
where explaincd (or regression) sum of squarcs denoted
by RSS 1is giucﬁ by
res = M Hy - (1/n) ( ;:yi)g
and total sum of squares denoted by 1§55 is given by
788 = YJY - (1/n) (”zf%,)gl
and error sam of squares denoted by ESS is given Dy
ESS = TSS-RSS
lean ESS = ESS/(n-k-1)

Std.error = (lean ESS)O°5



2

EQ CR bar- squarc) whzch 18 also hnown as adjuuiﬂd R .

%

(adjusi d  for deorccs of frcedom) is given by

s
s

R™ is very helpful in comparing the explanatory power of
different sets of explanctory vaeriobles. The addition of
explanatory uarzabluo will always increcse the valiue of

2 L ) w2
R~ but it is not true 1in cose of R .

1) The normalized coefficients arc qgiven by

o, = ﬁ} Cﬁ% / Sy

A
m) The Durbin-Fatson statistic 'd' is given by

d = %; (Gi—ei—7) //

1=2
and 1s used for testing the presence of auto-correlation,
n) The first order auto correlation coefficient can bhe
approximately calculated using the fFformulo
r#el - d/2
0) The reduction in regression ‘sum of squares by deleting

th

the 1 independent variable z; is given by

~1
/ey

p) - Regression cnalysis can be used to make pbrediction of

PN \
Yy corresponding to some set of x values as shown below.

..70
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v

Let ¢ be a vector given by (1, Ey et ,,,,,Mpxh}n+ﬁ )
2 - e

. for which prediction of the expected value
of'y TeCo Yourd is required and it is given by

N I A
Uppp = C 4

ond the confidence intervael for the conditional expectation,

E(yn+7 /C) is given by

Lt t gy s (o xlx) )2

and the confidence intervals for the individual y vaelues

are given by

N\ . 7
o1+t €0 8 (1 + o x) a)/?

3. "Programming System*:—

Tﬁé system contains a main progfam which calls the
'REACSR ' subroutine. The main program supplies only the object:
time dimensions 1o the'subprdgram 'REACSR*' which contains o varied
number of program control cards described in the next scction.
The subroutine 'RE.CSR' inturn calls 2 more subﬁoutine which are
named as 'HINCSR' and 'PRACSR'. The system is designed to give
o completé regreésion analysis jor any givenAdata as described
in the previous scction. |

The subroutine 'MINCSR' ecvalucates the inﬁerse of the
Udriancemcovdriance matrixz or the raﬁ mbment}matrix depending
on the value of some paramncter in the pfogram Qontrol cards

to be described in section 4.

oo 17
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?Thé'éubréutine'5IHAOSR'_is used:tvobtain the predicted

€.ba1uas Jor any set of values taﬁen by the independent variables.
¥ jt slso provides the confidence limits for the predicted values.
' Tﬁe revoking of this subroutine depends on the value of a certain
paramGtGr of a program control card to be described in the next
3sé¢tion. |

A The program is quite versatile and one can fit any model
to any'data which can be brought under the purview of Ilinear
paremetric models, as can be viewed from the control cdrd
“information. dround 27 generally used tronsformations are provided
to make some of the non linear (in variables) models as linear
models. For example poiynomial equations, cob-douglus production
functions, exponential functions can be fitted using this package.
This package has the faéility;to ddd, subtract, multiply ond divide
variechbles to form new variabl%s which may go into the regression

medel as a variable.

4, Control Card Informatidn:—

Tﬁa program does @ complete regression analysisvfor any
given ddta and prints detailed output which any user of the
technique generally nceds, 411 computations are doné in double
precision. The input date is read in single precision. |

Input: - \

‘ The input to tké program éonsists of a¢ minimum of 3‘00ntfol

cards and a maximum of 17 control cards. EFach control card is

os12
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‘either @ single 80 tolumn ¢ard or sometimes more than 1 depending
on the type of conirol cord and the number 6f parameters to be

read (for details see different control cards).

Gontﬂol Oard No,T1:

Thzs control card specifies the object ozne fornat Sor
reading the basic input data. This control card reads Two 80 column
cards. If the input férmat can be accommodated in o single 80

column card, the otﬁer card is ¢ blank card.

ContrOZ Card No,2:

This card is very crucial and depending on this 7 to 7
additional control cards may be read. This control cord reads

25 parameter valuéﬁ in 2512 format.

Parameter 1:—

If new vaﬁ%ables have to be generated for jfitting the

regression medel using the given variobles, the value of this
\

paramctcr should be«suppllcd as 1. If the value of this peremeter
is 1 then one has to supplu control card(s) Vo.8 (for details |
see cpntrol card(sg No.8). If the value of this parameter is O
control card(s) NOQS will not be read. For this parametler @ value

of 1 should be supplied @hen one is fitting polynomials.

Parameter 2:- [H

i
i

This porametcr zu used in conJuctzon wzth parameter 1.

If the vclues taken by the variables used in regression analysis

are positive then the value of 1his paraemeter should be O.

«

9013
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It should also be zero when the power to which a variable reised

its a fraction. If all or o few of the values are negative the

value of this parameter must be specified as 73
Parameter 3:-

This paramcior speczfze the input unit from which data

is rcod If O or 5 ca“d rcadcr.
Parameter 4:-

This porameter reads the number of independent varigbles

in the recgression equation.
Parameter 52—

This parameter reads the number of dependent variables; 
Using the same independent variables and assuming the ‘same model,
o regression equation is fitted for each dcpendeni varzaole. 411
these rearesszon modc]s (one for each dependent variab]e)

COﬂSZZbU&u one set,
Parameter Gs-—

This parameter specifies the sum of. the number of terms
in the regression eguation excluding constant term; and the
number of dependent variables, If the value of parameter 1 of
this control card is 0, then the value of this parameter should
be supplied o value equal to thc sum of independent uariablas

and dcpeﬂacnt uarzablcs.

'.74
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Parameter %s-

If specified value of this paramaﬁef is 1, then control
card No.4 will be read. If value is 0 there will not be control

card No.4.
Parameter 8:s-—

If supplied value to this parameter is 1, then control
card(s) No.6 will be read. If the valuec 18 0, there will not be

control card(s) No.G.
Parameter 9:-

If value given to this parameter 1377, then control card(s)
No.7 will be read. If value is O control card(s) No.7 will not
be present. |
Parameter 10¢-

If the value given to thls paraneter is 1, then control
card (s) No.8 will be read., If the value read is O there will

not be control card(s) No.8.

Parameter 171 :-

This parameter specifies the output unit on which data
has to be written, This parameter is-used for Ffitting different

nodels using the same datla.
Parameter 123~

This parameter should be given 1, 1f one wishes to test

a linear combination of the parameters, acainst a constant

)
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value.Ehen the parumeter takes 1, then control card Vo.3 and

control card(s) No.70 have to be supplied. If the value to this
parametler is O then no testing is required. (For details see -

these control cards)
Parameter 73

This paraneter is needed if the vaelue of parcmeter .72
is 7. This parameter reads the constant value to. be specified

by the user against which testing has to be done.
Parame ter 14¢-

If the value givén to this perameter is 1, input data will
be printed. If the value taken by this barameter i1s 0, then dqta
will not be jrinfej,_if 2 data used in the model only printed.
Parometer 15¢~

if tﬁé value tdken bv this p&rametcn is different from 0
then control card No.3 wz7l be read. I it is non  zero, original
data, observed wvalues of the dependent variaebles, esiimated»ualﬁes
of thc dependent variables, the residicls and the percentaqe
‘devzaﬁzons will De written on the unit speczfzed DJ this Da ~ameter.,
If the value of ihzs barameter is 0, then they will not be writ tc

and no need to supply control card No.3,.
Parometer 16:-

In a regression model a constant can be used as a variable
i.e. a variable takes constant value. If one of the variables

is constant the regression equation should not contain @ conoécnt

l-76
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term again. However, tRis parameter reads the varid¢ble number
which is a constant. Lf the value read by this parameter is 05 nO

-varicble is o constant,
Parameter 17&—

If the value read by This parameter is otlher than 0, then
Tnverse matrix of the regressors will be written on the output
unit specified by this parameter in the formdt specijied by

control card No.3. If given velue is not O then control card 3

has to be supplied.

Parameter 18:—~

Fhen anyutransformationﬂis wsed for dependent variable and
if value given to this param@ier is 7, ﬁhq@ qaﬁgrved valuqi
Oalculated»ualuejtheir'differenccs and pé;cenfage diffcrénces are
‘Qiuen i1t transformed dependenﬁ variableg. If the value sdpplied

is 0 then by retransformation) - given tn original variables.

Parameter 19:- _ ’ .

If the supplied value to this parameter is ﬁon zero then
control card 3 hos to be supplied, and transformed data will De
written on the unit specified by this parameter. If the giueh
vaelue 18 0O, then one peed not supply control card 3 and

transformed data will not be written.
Parameter 208~

This parameter rsads the number of points on the curve
at which caxtrapolatior or interpolation is needed. If 0 neither

extrapolotion nor intsrpolation will be cone. If the value of

‘I77
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this parameter is other than O, then the values of the independent .

variaebles at these points should be provided .at the cnd of the
data. These values are read in HE14.8 format. For each point
¢ different set of cerds has to be supplied depending on the

number of independent variables.

Parameter 27 :-—

If the value given to this parameter is 1, then the control
card informetion does not form part of the output. On the other
hand i1f the given value to this parcemeter is 0, it forms part of

output.

Parameter 22 and 23:-
These are dummy paremeters and does not pley any role in
program execution, hence they can take any numeric value including

blanks or &eros.
Parameter 24s-

This parameter is used when combincation of variables is
ndeded. This parameter reamds the total number of varicbles. ¥hen
this parameter vaelue is other than z2ero control cerd(s) Ho.5
will be required.

Parameter 25¢-
When the.value of parameter No.24 is other than Zero, this
. . . ) ,. s \
paramecter has to be gilven the number of ncw vaericbles to be
generated. New variables are fFormed by combining the variables

originglly supplicd.

..78
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Control card No.3s—

Tﬁis control card is reqdiféd if the value specified for
any one of the parameter numbers 12, 15, 17 and 19 of control
card No.2 is other than 2ero. Even 1f more than one bf the above
parameters is different from zero, then also there will be only
one ‘control card. This control card reads the objéct time format
For reading additional input or writing additional output. (For
the types of inputl and output refer to fhe.parameter numbers of

control card No.2).
Control card No.4:s~

'This control card is present if the value taken by
parameter No.7 is 1. This control card reeds 40 paraﬁeters‘in
4012 formdt. Out of these 40 parameters 8 are important and they
will be discussed below. The rest of the parametefé‘dre mostly
used for punching different portions of the outpdt. dny one

interested to have them can contact the author.

Kinimum output will be provided in the absence of this
control card. The minimum outﬁut consists of (1) value of
constant (2) regredsion coefficients, their variances, standard
-deuiafions, T'-tests and normalized coefficients (3) regression
sum of squares, error sum of squares, mean érror sum of squares,
standard error, B29 ﬁg, F-value. If more specific output is
required than this minimum output then this control card should

be supplied along with its parameter values for those specific

outputs.

e 19
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.Pdrameteﬁ Vo1 s-

This parameter takes any value between 0 and 3 (including
them). Depending con the velue takéen consicnt may or may not

L

present in the regression model. If the value tdaken by the
parameter is either O or 2, then constant.term will be included
in the regression equation. If the value specified is 3 the
constent term is present in the regression @quatién as a variable -
which takes a value 1 for each datae point. If constant term is
present as o variable it will Dbe tested against O and the
T—palue will be prduided} If constant is present (porameter value
0 or 2) but not as a veriable, then the progfam does not provide
T—-value. If the constant is required to be tested cgainst O,
then one has to introduce a veriable which tdkesrthg_gonstant value
1. The value suppiied to this parameter - 1 iﬁbiﬁes no constant
term in the equation., | |
Parameter 2:-~

If the value token by this parameter is 0, éhen,moment_
. matrix of‘Regregsors, Inverse matrix of the moment matrix of .
regressors,_ﬁdffix of regressors on regresond will form part of
the printout.'If the given value io this parameter is 1 tThey

will not form part of the printout.
‘Paraméter'E:—

If the vaelue taken by this paramefer is 7, then\control
Card No.70 has to be suppliéd. When the parameter value i1s 1,

v

.20



5
the program calculctes and prints confidence limits for the

coefficients. If the value given is 0, then there will not be

control card No.70 end confidence limits will not be calculated.
Parameter 4e:—

If the value taken by this parameter i1s 1 then cexpected
values of the dependent varieble(s)will be colculated using the
estimated parameters o) the unation; Fhen the given value 1s T,
observed values, calculated values their diffcrenccs and
percentage differences for each dependent variaeble will be“printed
provided the number of observations are lcss then or equal to 600,
If'tﬁé'ﬁumﬁéf of observations are greater than»600 and if one
deé{res fd get the above calculations done, then one'has to
specify axndhizéro valﬁe to “the 19th parametcr‘of confrél éard
“Wo.2 (see 19th parameter of control card ¥o.2), in addition to
specifying this parameter as 1. If the specified value 5f thié_
pardmeﬁer fs 0, the calculatlions will not bendone.

Ihramatqr 52w

If the value taken by this paraméter.is 7, then Durbin-
Tatson Statistic and serial correlation will be calculated and
printed. If the supplied value is O then the aboée calculation

18 not done,
Paramecter 6¢—~

If the_ualue given to this parameter. is 7. lhen correlation
metrixz of all the variables will be printed. If. the value supplied
to this parameter is 2, then loss in error wum of e&quarcs will be

computed by deleting onc independent variable at a time and
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"~ the output will be provided,ih-dddition’to the correlation matrizs. -
If the specified value of this parameter is O then neither of tha;g

above will be calculated.
Parameter 7:—

If the value taken by this paraﬁeter is 7, then means and
standard deviations of all the variables will be printed. On the
other hand 1if the given value is 0 these will not be printed,
Parameter 8:-

I%is parameter 18 used along with parameter 4 of
this control card. This parameter is used jfor printing or ﬁunching
purposes. Specification of a value of 1 to ithe paraméter 4‘ofi
this contrql éard does the calculations (see paramétar 4 of t@is
control éard) while the parameter 8 decides w@ether'io print or |
punch or not do either. If the specified velue of thié ﬁarameter_
is either 0 or 2, tﬁe observed, expected values of the dependent
.variable(s))their differences and percentage differences will be
printed. If the taken value of this parameter is 1 they will be
punched. If the supplied value to this paremeter is 3 they will

neither be printed nor punched.
Control card(s) No.5:-

‘This card(s) will be required whenever the values taken
by 24th and 25th parameters of control card No.2 are different
Sfrom 2ero. The number of cards is equal to the value taken by the

25th parameter of control card 2. Each card reads as the firsf

.'22
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parameter in ‘'I2' formaf;the number bf-variables used for forming
a new variable. This is followed by the.number of the old variable

L

dnd i¢s-chrespon@ing coefficient)in Sforming the combination to
m&ke‘the new.variable, upto a maximum of 13 variables inithe
‘format I2, F4.7..The Sformat df this card is thus-(I2, 13(12,F4.1)).
Thesc new variables are the iﬁput Jor subseqﬂenf control card
informatioﬁ.‘The new udriableé aré'the one that will be treated

as independent‘and‘dependent_uariables for supplying information

with*régard to parameters 4 and 5 of the 2nd control card,

Examﬁleé
Supposévfrom 5 variables 3 new variables have to be generated
os followse |

Fxy = 52 + dup = 25

]V.rg'-: x3 -+ 23:5

where Nz, Ni,, Nx3 are new variables. Porameter 24 and 25 of
card No.2 should be 5 and 3 respectively. Therc will be 3 control

cards of type 5, which are as follows:

- 0307 85.00253, 005-1.,0 - 18t card

0301%7.003b1.00552.5 . = 3rd card

Punching of the above cards is from col.no. 7 and & is blank.

023
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Control card(s)lﬁo_6:—

This card (some tzzcs 2) i8 used maznlv for rearrangzng

the varigbléclso that depcndqnv'variables are kept in the end,
which i1s o prerequisite to the execution of this progrdm, if
‘they are already not punched in the end. This card can also be
used for rearranging for any other purpose the user reqaireé.
This card can also be used'for_suppressing certain uariabies
(which can also be achieved by control card No.7). This control
card reads the parameters in 40I2 format. The first pdr&metef
specifies the number of variables ﬂead by control card No.T7. Thei
mnaximumn number of variables read is 99, howevcr The other
'Daramczers are nothzng but the U&FZ&bZF numbers of the variab}es
(equal to the sum of the values specified by parametcers 4 and 5
of control card No.2). The numbers of the'depeﬁdent'b&ridbles
should be punched in the end. If the total number of variables
used in the rcgrcsszons are greater than 39, 2 card(s) are

necessary. Thesb cards will be present if the va]ue of 8th

paraemeter of the control card No.2 is 7.
Control card(s) No. 7:-

These card(s) are present if the 9th parameter of the
control card No.2 i1s 7. The number of parameterS'read'iS'equal-

o sum of the values of parameter numbers 4 and 5 of control

o

.card No.,2. The values of the parameters are read in 4012 fofmat.
If the total number of variables (including dependent variables)
is greater than 40 then tne will have more than one card of this

type. Since the program handles a maximum of 50 variables

e
AN



a maximum of 2 cards of this type are needed. These paramneters
read the transformation required for each one of the variables.
Tropnsformations and their corresponding codes are given below.

Let x be the original_variabie and 4 any constaﬁt.

Code No. Original variable : Traﬁsformed variable

7 x e
2 L o
3 z sIm (27 )
4 x cos (2T z)
5 x 10% |
6 x 107%
7 x LOG x

: x LOG, 4@
9 o 2045
0 z S5
G Y
12 i_ | 2 1/10G x
3 o , 1/L0G; o%
14 . | oz | o 106, (1/x)
15 7 o -LOG7O(7/x)”‘
16 & , ozt 4
17 : z z -4
18 | oz o z * A
9 oz /e
. S S - : ' L xA

21 | oz /4

oo25
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Once tzansformatzon is used for any uarzable, zhe orznznal
varzables will not exist and all the calculafzons will pe carrzed

out in terms of transformed variables.,
Control card(s) No.8:-

These card(s) will be present if the ﬁaiue of 10th parametef
of control card No.,2 is 7. These card(s) are used for completzng
" the transformations aJaznst code numbers 16 to 21 spcczjzed by
control card(s) No 7. When transformation codes 76 to 21 are
required for any one of the variables one has to specijy 70th -
parameter value of control card 2 as 7, otherwise the rransfor-
mations are not complete. These card(s) are used to read the
constant value 4 '_for each variable (whether transformed by these
codes (16 to 21.), or.not) in bE14,8 format Numbcr of constants
(parameters) read by these control cards is equal to the sum of
the values of 4th and 5th parameters of control caord No,2. Sincc
the mazximum number of variebles that the program can handle is
50, one can ﬁave a_maximum of 70 cards of this iype. If no variable
is to be transfofméd byAthese codes (16 to 271) tﬁen these cards
will not be needed dnd'hencc value_of 70th parameter of control

card No.2 should be specified as O.
Control card(s) No.9:-

These control card(s) will be required if the value of the
barameter 7 of control cardIZ ié'? ‘These cord(s) are generally
used when the numbér of terms 1in @ regresson model is greater
or less than the number of independent vqriables. (The terms

used here is the number of terms in single regresson equation).
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They will generally be pfcsent when one 1is Forming new variables,
by taking products, quotients, powers ojf the given (or old)
variables. For exqmple when one 1s required to fit a polynomial
these card(s) have to-be supplied. These card(s) deécribe‘how

each term of the regression equation is obtained from the original
variables; The original variables here correspond to transformed
variaebles by control card(s) No.7 but not to the origiﬁal

variables read. Each term (om new variable) is the product of a
meximum of 3 given (or old) variables. Fach term occupies

18 columns and 4 terms are described in one card. Each term reads
6 parcmeters, in 3 (12, F4.1) format. The 1st, 3rd and 5th |
pdrameters %ead fhe required giben (or oid) variohle numbers,'zyhile\'
the 2nd, 4th'and 6th pardméters rQad the powers to- which these’
;vdriables habe to be raised and multiplied to formvthé,new
variables or term. Since the progrem can handle upto o maximum 1
of 50 terms one will have d ﬁaximum of 13 cards of this nature.
If the 1st parameter value of control card No.2 is O these cords
will not be présent. The féllowing example makes things clear.
vSuPpOse there are 3 independent variables X;, Xps x3 qnd one
dependent-variable'y; Let us supposc one wanis to fita

3

o | 2,
y = AO - A7x + A2x2 + ijzx

1 2"t A4T1%%

Now there are 5 terms in thc regression eguation (excluding

constant but including Yyl
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, So:one~WGQuiresf2 cafd(s) of this ﬁyqu‘

Term  Coded - Starting column

s " No.in cord - Card Fo.
z, 01B7.0 R o O 1
o Coop2.0 | 19 | 7
z,x  0151.00253.0 37 1
x, 3,y O1B1.00257.005b7. 0 55 7
Y 04%7 .0 1 - 2

The first 4 terms are punched on the 1st card while the Hth

in the 2nd card.

“Control gard(s) Ho.70¢-~

These control card(s) are required if value of the 12th
paraﬁétér of control card No.2 is 7. Thesec card(s) are necessary. -
when oﬁc wodld like to test a linear combination of the parameters
(coefficients) of the regression. model against ¢ given constant .
value., These card(s) read the weights of the Iinear combination.
to be tested in a format supplied by the dser_using control card .
Noq3‘(sec'control card No.3). The number of card(s) depend on the
Iinear combination of the parameters (coefficicents) used as wellv
as the format (spccifiéd by control card No.3) used in reading .
the weights of the 1linear combination. . If value of 12th parameter

~is 0 these card(s) are hot required.
Control card No.171:— ‘ ‘ - \

This control card will be present if the 3rd parameter df
the 4th control card is 7; This control card reeds the T-value

(generally 5% or 1%) for calculating the 95% or 99% confidence
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limits for the coefficienté; The value is read in E74.8. If the
ard parametcr of 4th control card 13 O, this control card will
not be present. However Jor reading 4th control card 7th

parameter of control card No.2 should be spccified as 1.
Control card No,72:~

This control card reads & parameters in I5, I2, I, Ijj
I3, 464 format.

Parameter 71:¢-

This parameter reads the number of observations. The

analysis can be carried out using a mazimun of 99, 999 data points.
Parameter 2:-

This paraneter specifies where to branch after processing

one data set, whenever more than one data set, is processed.

Specified ualue | Start reading input from

O or 7 ) Jirst control card
2 - . secend control card
third con%rol card
Jourth control card
Jifth controllcard
stxth control card
seventh conitrol card

etghth control card

VW N N Y AN \y

ninth control card

.29
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Specified volue - Stare reeding iﬁp_w from
170 - o ' tenth control card
77 i - - | o]eventh conérol card
72° ' | " twelth control card
13 | direct data

Parameter 3:-

If the specified value of this parameter is 1, then the

input unit will be rewound.
Parameter 4:-

This parameter is used Jfor by pssing s many records a8
specified by this paramcter. 4 mazrimun of 99, 999 records can be

by passed.
Paramcter 5&-

This barameter. specifics the number of sets of data to be
processed. 4 maximum of 999 sets can be pbrocessed at o time.
If unspecified it assumes o valie of 10. So without specifying

one can process 710 sets.
Parametar 6s-

This parametér 18 used for title. 4 mazximum of 64 columns
are provided for tztle. i%e pvnchznq of tﬂc tztle starts from
77th column. One can puﬂch the tztlc any where hctuecn 77th

to 80th column,
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For the first datq éet*contro] card No.l7, 2 @nd 712 are
compulsory, and depending on the barameter values of controli
card No.2 other control cards may be present, For subsequent
sets in the saﬁe run)number of control cards_depend on the

berameter values of control card No.2 cnd 712,

5 Samplc example:

Fit an exponential growth curve bf the form y = AB

to the following data

x : 7
3.0 | 29.0
4.0 | | 42,0
5.0 55,0
9.0 | 200.00 -

15.0 . 300.0

Furihcr suppose the data is supplied through cards punched
in 2F10.4 format. The number of given data points is 5, It is
required to print averages, standard deuiations, correlation‘
matriz, moment matrix and its inverse in the transformed
variables as given below. Further, obscrved, cxpected value of.
the dependent variable, their difference ond percentage difference
in original veriable are also required. 4dJso Durbin—ﬁ&tson
statistic 'd' and an estimate of the auto correlation, are

to be printed. .37
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Since the éurve-to bc fiffed is non~lzncar zn varzableu
it has to pe tronsformed 1nto a Jzncar nodel by taPzna JogarlthmsA

to the bowme 'e! opn both szdco of the equatzon.

Logéy = Lo 0g 4 + aLOg B

which can be written as
8 =0 + Dx

which is a linear Junction of s on Z, where & is transformed
variable aend C ond D qre new coefficicents to be estimated. Given
the above information, one will proceed jfor proparzn/ input to the

program which is as followse

Input:—
Control card No.17:

7,0.n,..,,a....,;..l........... column number
(2F10.4)

Jollowed by a
BLANK CARD
SECOND CONTROIL CARDs —

000000000717111777 column numberp

12345678901 2345678 column number’
bébbéb07070207bé07 values

FOURTH CONTROL CARD: ~

0000000007 77117 - column number '
12345678901 234 | column number

bbdbbb01 071 07 07 : valucs

0o 32



SEVENTH OONIHOZ:CAED:uA |

10340 ueee. : | o ‘ §olumn'numbcr
ééO? . o | Vualues
THELFTH CONTROL CARD: -

123456700 eeas column number

bhbb5bE value

Ajter these control cards, the data is provided according
to the format specifited by first control card, namely (2F10.4)
with each card containing one observation(in the order of x and

corresponding y) per card.

Outpute-

The output 1s given below in capitcal Ietters.
The parameters estimated are C = Loge d and D = Lbye B, but
not 4 and B and to'get 4 and B retransform them by using 4 = QO

: D . . . gy .
and B = ¢ . The results are provided in scientific notation.

ogr PUT OF SET 7
OUT PUT OF CODE
NUNBER OF INDEPENDENT VARIABLES 7
NUNBER OF DEPENDEMTA VARIABLES 1

'WUEBER OF TERKS -2
NUEBER OF OBSERVATIONS 5

DEGREES OF FREEDOK 1 3

v e33
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WEAN AND STAVDARD DEVIATION OF VARIABLES

HEAY STD |
7 0.720000000 01 0.44000000D 01
2 0.44228792D of 0. 91252975D 00

CORREL:TION KATRIX
7 0.95175761E 00
HOKENT EATRIX OF REGRESSOBS
7 0.96800000D 02 |
VALUE OF DETERHENANT IS —.96800000D 02 | ¥
INVERSE OF THE KATRIX IS
10.70330579D-01
HONENT NAYRIX OF REGRESSAND BY REGRESSORS .
7 0.79707158D 02 |
D.VAR  CONSTANT
7 0.30016857D 07

D.VAR COEF. VAR, : STD. N 7 OPEST

1 0.79738799D 00 0.13499629D-02 0.36741841D~01 0.53722945D 07
¥.COEF. o | -
0.95175765D 00

D.VAR  R.S.89 £.8.89 Ho B8, 59

1 0.37715235D 01 0,39202923D 00  0.13067641D 00
STD, ERROR R-SQUARE C0,RwSQUARE ~ F-RATIO
0.367149192D 00 0.90564262D 00  0.87445682D 00  0.268671548D. 02
OBSERVED CALCUFATED — DIPFERENCE % DIFFERENCE
0.28999984D 02 0.36373833D 02  -.73736496D 01  -.25427080D 02 1
0.47999974D 02 0.44311208D 02  =.25112541D 07 ~ -.55029400D 01 1
0.54999979D 02 0.53980649D 02  0.10193297D 07 0.18533200D 01 1
0.79999992D 03 0.11888749D 03  0.81112425D 02  0.40556210D 02 1
0.29999988D 03 0.56656252D 03  ~.88582642D 02 -.29527540D 02 1

D.VAR  DURBIN ¥ATSON D STATISTIC SERIAL CORRELATION
7 0.24331 036D 07 ~.21655181D 00
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ba How to execute the program ?

~Job card |

// EXEC RACSH

Control Card 1

Conitrol caord 2

Control Card 4

Control Card 7

Control Card 12

Data

/* )

/ * ) -

//& \
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