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Physical Research Laboratory
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ABSTRACT

This note'describes the datae adoptive mazimun entropy

- method of spébtral-aﬁalysis origindlly due to Burg. Four ways'

of calculdting the spectral estimates are oresented il general
pronranmznq system has been developed in FOEZW&N’IV and tested

on IBI 560/44; The system can be used %o calculate power épectrum
using any one of the four methods. The. system is probided io
-determzne the optimum Prediction ﬁrror lecer (PEF), using

ezther ’FPE’ criterion or '4I0°! ﬂrzterzon or JT’ criterion.

The system is designed to provide exact location of peaks alongwith
its amplitude by calculating tha spectral density at more number
of frequency points in an iterative waJ, such that the ordinate
of the peck is within some small aercentage of the nezghboursz
ordznqtes, at each of the epprozimate: peaks originelly calculcted.
The system calculates spectral areas if desired. Control card
infbrmation is provided. The input and output for a sampleé

problem is supplied.

Key Fords:

1) Power Spectrunm 2) Hoximum Eniropy Nethod 3) Burg's method
4) - Levinson Recurrence relations 5) Time Series dnalysis

- 6) Speech Processing



7a Introduction: -~

This note describes the maximum entropy method of
analysing a time series data. 4 brief mathematical description
of the method is presented in Section 2. A FORTRAN IV routine
has been developcd to do the mathematical calculatzons, and
has been tested on IBKE 360/44 bGCLlon 3 conzazns SJstem
details while the procedure for using this programme has been
given in Section 4. 4 sample problem alongwith 1its znput and

output are provided 1in Section 5.

2e Mathemdtical'Déscription:— / o

ligzimum entropy method determines the speéfral density
Sfunction P(f) by maximizing the entropy density
o | In -
E=1/471, {" Loe P(f)ar (1)

-

n
Subject to the foilowing M+7 constraints

f . — ,
R, = \Sn p(r) Exp (12T fkn) df for k=0 to K .. (2)

~r,
where‘jh’ is the interual betweeﬁ two observations,

= 1/(@ %) is the myquist frequency and'ﬁk'is the auto
correlation of lag XK. Solving the equations (1.0 and (2)

(for details of derivation see Smylie‘ét al, 1973) one obtains



-J -
for P(f)‘thé‘following»eipfassion

P/’
‘ 1
_F( f ) = P a et s aae i j}/ -

29y | 14 5 by s (2T ) e (3)

{=7 .

Fhere M%K for =7 to K are the prediction error Sfilter (PER)

ccoefficients and }%+7 is the_output'power of the H+7 point PEF.

C - 4
The coefficients K% und P

17 S@tisfy the following matriz

equntions

;{ ro Ty e héux | 7 .

'v 7‘\7 rO 7nl-¢ r‘ﬂ[ M./17 ._Kw
: e° L) - ,9. ) - i -
’ v:;‘A;,»-’ /
PM rﬁgv .c:ol T’OJ I3 ./:j 05(4)

The matrixr equation (4) can be solved to obaozn the

i ‘ d
7 Yhich in turn can be use

to determznc the power spaotrun Jrom equatzun (3) at any value

values u A for K =17 to ¥k and P

of the,frequuncy f. Howcvcr tnere are monJ uaJs of soluznq

equcation (4) and they are described briefly below.

Kethod 7¢-

Estzndép RF the auto corrc]atzon correspondzng to
lag K, for' 4=0 to K from the given dato r, vhere t = 7. to Iy
and N’denotes the number of data poznfs. Substitute the auto
Correlatzons in the matriz cquatzon (4) Ao'cquutzon (4) is

I.4
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a set of H+1 equations in Li+] unknowns, the unknown parameters

#x for k=1 to ¥ and P,
M1

correlation motrix and premultivlying the RES vector with the
p

=4

can be obtained by inverting the auto

inverse matrix.

Thus this procedure reguires (1) the length & of the PIF
(lag),toibe'USed'(Q) an independent estima%e of the auto corre-
lation function RK for =1 to K (3) if‘the power spectrim is
to be calculated. with a PEF of ﬂ%l% thgn HK has to be calculated
for K=k+1 to E+1 and a matrix of:size H+1+? has o be inverted
again. Fhen 1 takes a négative vqlué, though additiondi
‘qalculation of BE is not involved, matrix'inversidn has to be

carried out. lethod 2 aims at removing some of these drawbacks.
Hethod 2:-

The coefficients MK for K=1 to ¥ and Py, in equation (4)
can be obtained using hevinson's recursion relations. The
recursive formuldé express. the coefficients.of a hiﬁher order
matriz egﬁatién in terms Of the coefficients of a matrix of
order less than 1. Thus the coefficients MJK and PH}7 confained
in the matrix equaiion of order li+1 can be obtained from the
coefficients M—7AK and PH in the matrix equation of order H, .

(for details sce Levinson, 1947) where the suffix on the Ilcft
of M—7AK indicate fhe order of the,matrim«?, and the suffix

cin Pﬁ indicate the order of the matrix equation.
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The recursive relations, connecting the coefficients

, i |
Hﬁﬁ'and P. . with H-14E and P.. are given by
) 1277 ) PO

Wr = w-ttc + (5w) (n-1En-x), for k=1 to k-1 .. (5)
R | | .
Pypr = Ty (1= i ) , | . (6)

From equations (5) and (6) the coefficients M@K for

k=1 to #~1 and P can be dbtained provided HAM is known, ds-

”+7
the other coeffzczcnés H—i A and }? are avdilable frém matrix
equation of order Y/ Z%e subsequent methods dszer in celculating
this boefficient. The Leuinqon ‘method (Kethod 2) determines

thiscoefficient usind"the"fqrmula'
i ' =1

i = ~s (Ry_p) (W=1"5)/Py o (7)
_ £=0 "
~and as such requires an independent estimatle of_EK for K=0 to i

‘Hethod 3 described below cime =t removing the requirement of

an independen7 estinate of hv. Initially we have for H=0.
W0 =1 for al1 B 0 o L(9)

;47 and P, can be obiained'from (7) and (6) fespectively in
tnat order. Now to obtain the values for k=2 to N use the

recurrence relations (7), (i) and (6) in that order.



liethod 3:-

This method due to:Bu,rg (1967, 1968) uses a recursive
précedure of estimating simulz"aneously J??A, fof fx"’ino’[rz“. alongwith
"Pﬂz'."+'7,v and .//i_/x Jor KE=7 to k from the data. The procedure determines
the PEF by minimizing the average power oblained by running

the filter in both Jorward and -babkw‘ard directions. The method_

replaces’ equatzon (7) by the followzng equation
-l ]V-f/ 4 2 '
I .ﬂJ: -2 ‘E“_ (]/ 7,‘) ([1 t‘é:;» (/j t+ﬂit) . (70)
t 7 v
t and ﬂBt in equatzon (70) satzsfy the following recurrence

rclatwno (Fc" detcles see Anderson,1974).

A’Ft = ./?z'—7Ft -~ (ﬁ/’—?‘/ify’n7) (ﬁ'f;n-7Bt) For t=71 to N-=i e (77)
and .
]!th = zﬂz’-7gt—f7 + '(z?;/'-7"'1£f-7) (/ff-7Ft—/—7 )s For t=1 to W~k ,.(12)

" Initially we hove for #4=0
O__['If = st Sfor ¢t = 7" to W ' (15

0P = I,, jor t =1 fo & | .. (14)

/Te, 1By can be obtained from (11) and (12) with o%0=0, 141" ana P,
ty 7T :

can be obtaincd from (10) and (6) respectively in that order. Kow.

to obtain the values for E=2 to i usc the recurrence relations

(77)9 (72)y (70)’ (5) and(é') 7,77, that OT“CZCZ".
Kethod 42~

This method known as the geometric mean method (for

details see Itakuvae et 0l,7977) which is generaelly used in
..7



= poznts
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speech analysis replaces equation (710) by the following equation
 Nek .
ity = - ST (ﬂ;iF t) (6 ¢)
| t=1

JU-E 2 N-li — , 7p2

£ .
(s ¥ . z fz-:Bt), . (15)
ot L=

IYAIAis obitaincd and rg are . now obtained from (1%) and (6)
’respectzucly in Lhat order. Recurrence relations (77),‘(72},

(73) (5) and (&) are used in that order to get the values for
=2 to . . |

. The method off derlvatzon remains szmzlar if B Je is

reploccd by 0» where Cv is the eauto covariance Sunction of

-rlag K. The aquto correlatzon Er introduced above is not defined

in the usual statzs@zcal way, but defined as the avefage of

“the producfs X, with Lppp JOor t =1 to Feit, Fop other information

pertaznzno to (1), determznatzon of B (2) the number of frequency

at which power spectrum to be estimated etc., see section 5]

detazls of the SWSLCm.
3 Details of tne systemes -

The system contains g small main program which calls the

'BEEO&B"subpoutine which contains q nuimber of pbrogram control

‘cards described latter, The system can pe used to calculate
the power spectrum using any one of the 4 methods. descrzbed
above by c&ooszng proper control parameters, The Subroutine

"BERCSR' ‘¢417s in turn 3 subroutines.



The subroutine 'FNSPEC' colculates in wn iterative way

the exactilocation olyil the peal: by doublinge each time the
number of ﬁpints at_whigh>power speqtrum i§'estimaﬁed; till

the side power valués are within E% of the power value ot a-
_peak._fhis is o special featlure of the package. Enhdé folbg v
'supp@iéd by the user. The default optioﬁ for E is 1.0. Thi§; ,
proéédure is carried out jfor each suspected peak, However; fhis

procedure can be suppressed by a control parameter,

The subroutine 'SITCSR' calculates tﬁ;vépectral areas
using Simﬁsonfs.integfainn procedure which is;qndihér special
Seature of the system, The spectral areas are more meqniﬁgful
JSor presenting the fesultsiand the tot&l area undef the spectral
curve can be used as one of thé criteria for testihg whether
any freqdencieS'are misscd or to test to a certain extent
whether thé series is stationary:or non statifnary. The procedure
for calculating spectral areas takes conside;éble computer time
and should be used with caution. 1Lhis procedure agaiﬁ.can.be

suppressed by a control paramneter.

The subreoutine 'PLOTCS' grdphs the power spectral
density against frequency (or periodicity). 4 control parameter
controls whether to plot spectral density or log speciral

density. Plotting can be suppressed by a control parameter.

..9
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The length 'k' of thc PEX can be supplied by the user,t'

The system provides an optimum 'k’ on request. Using this ki

it calculates the power specirum whic¢h is apother special feature

of the package. For determination of optimum 'H' the user can

opt for one of the following 3 ways:

1) Final prediction error (FFE) creteria by dkaike (1969,

2)

- 3)

| 7970)
The FPE for a filter of order k+! is given by
FPE (k+1) = (N+i+1) P +7/ (N—ﬁ 7)

Information Theoretic Gritefion'(AIG) by Akaike (1974)

The 4IC for a filter of order K+l is given by

AI¢ (M+7) = LOG (P, ,) + 20/N

Li+1

Auto regressive transfer function -criterion (CAT)

by Parzen (1976). The CAT for a filter of order k+71 is

given by PE
car (141) = 1/w = EZE L HAL
: =1 ¥ Pruq 7 P

The program recolours the spectrum if trend is removed

Jrom the original date using o moving aeverafe procedure.

fhc main program ulWUlJ calls the subroutzne '"BERCSR'

and ihe whole programming Joazc zncludzng input/output and

control card information is contained in this subroutine. The

main program i1s just used to give an object dimension to the

brogram.

0 10
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4. Control Card Informatiorn.-

The program calculates the Ll Power Specitrum for a

given time zeries data. The computations are done in double
precision.

Input:

The input to the progrom contains ¢ maximum of 4 control
cards.

Control card 71:-

The control card reads o total of 24 parameters in

1414, 9I1, 5X, F'10:4 format. By default these parameters assume

zero. The parameter values are to be punched right Jjustified.

Parameter & —

This parameter'specifies the number of data points. The

maximum number being 7000

Parameter 2:—

This parameter reads the starting prediction error
filter (PEF) Srom which calculatlion of power spectlrum will be

done.

Parameter 3:-

This parameter supplies the inpul unit from which data

is read. By default card reader, that is 5.

Parameter 4: -

This is a decisive paremeter and reads

ool



~either the value 0 or 1 or 2., I the parometer value is 1
stenderdization of tie date will be done. If the value taken

by thzs parameter is 2 then only mean of the series is subtracted

from cach observation.

Parameter Hewm

This parameter specifies the number of times the
" calculation of power spectrum is to be repeated using different
lags (PEF's), If the value taken by this paramctcr is 7, then

control card S will be present.

Parameter &:-

This parameter controls the plotting of the power
%
spectrum. If the value zu 0 graph will be plotted by calling

the subroutine PPLOTCS!,

Parameter 7:-

This paramete; specifies the numbcr of Frequency points

at which spectrum 18 to be calculated.

Parameter 8:-

v Thzs parameae, determines whether to plot log of the
spectral densztu or spectral density. If the ualue of the

parameter is 7 the former will be executed.

Larameter 9.

This parameter specifies the order of the moving average
used for removing trend from a given time series data so that

- - - ve12
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the power spectrum is recoloured in order to aet the true
power specirum.

Parameter 10:-

This parameter specifies the number of frequency points

¢t which spectral density'is to be calculated,

Parameter 117:¢—

- This parameier specifies the increment to be gzven to the
number of fPPQUeﬂCJ points speczfled by parameter 10. The power

spectrum is recalculated at the new number of frequency points.

Paﬁameter_72:—

This parameter gives the maximum number of frequency points
using which power spectrdm is calculated. In other words this
parameter ipdicates when to stop incrementing the value of

parameter.70 by value of parameter 17,

Parameter 13:-=

This parameter specifies the increment to be given 1o
the lag (FPEF) specified by parameter 2 using which (new PEI')
power spectrum is calculated with the origindl values of the

parameters? 0, 171 and 72.

Parameter 14:-—

This parameter supplies the maximum lag (PEF) exceeding
which calculation of power spectlrum will be ceased. In other
terms an increment specified. by parameter 13 will be given
to the lag (PEF) till the updated lag (PEF) does not excecd
this parometer value. - ’

0573
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Paraemeter ﬂg:4

‘ Thzu 18 a decisive parameter. If the ~parameter takes the
value 0, lag (PEF) will be dezermzned automatically using FPE
criterion by the program. In this case it is obvious that iher
valde of the Eﬁd barameter is dummy. If the valve of this

“paraemeter is-1 lag (FPEF) will not be determined by the program.

'Pﬁrémeter 7162~

Thzs is again a deczszve pbarameter, aend if the paramneter
takes the value 0, exact location of the peak is determined by
the proqram calling the subroutznc (FNSPEC), If the vaelue is

7 ztuzs not determined,

,Paraﬁeter 178~
o

This is another decisipe parameter, If it takes a value
.7 spQCtral areas are calculated by the program calling 'SITCSR',
If‘fﬁe parameter takes the value 0 it'doés not calculate, As the
calculation of spectral areas takes Ionger computervtime, this

barameter should be used sparingly.

Parameter 78—

This parameter is used whether to print the original data
Or not. If the value of this parameter is 1 the progrom prints

the data,

.74
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Parameter 159:—

This is o decicive parameler and takes cither 0 or 1 or

2, If the supplied valuwe is 1 then lag (PEF)will be .determined

by the program sing "ATC! criterion. L[ the supplied value 18

rCAT!

2 1ug (PEF) will De determnincd by the progran using

criterion. If value is 0 1t will not be determined.

Parameter 20—~

and takes either O of

This 1is again o decisive parameter
Jue is 1 then outputl corresponding to

Prit

7. If the given va

intermcdidié stages will be printed (for example JA / ete.t

otherwise not.,

Parameter 21:-

This is another decisive parameter and tokes eithner 0 or

7 or 2 or 3. If the velue taken by this parameter is O then ?

for cstimaling the power Spectrum. If:

Burqg's procedure 1S used

the value token is 1, then Levingon's recursive procedure 18

used, if the wvalue taken is 2 geometric metlhod is wsed and if

the value taken is 3 then direct method that 18 method 1 1s uS

Parameter 22:-

This is o decisive parameter and takes cither O or 1. I

is O then unbicsed aulo— -

.

the value taken by this parameter

covarignce or auto correlation is used in methods 7 and. 25

on the other hand if the supplicd value 1is 7 then hicscd but

consistent estimate is 1nsed.
calh
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Parameter 23;4

This 1is another decisiue'paramatcr_and takes either O or
7. or}2;'If the value taken by this paramete%vis 0 thqn auto
correlation I, is calgulated and used in the sense describ@d
in section 2, if the value taken is 1 then cuto covariance 1is
used instead of Bﬁ~and if the supplied value 1is 2 then aytq
-cprrelation Ry is calculated in the usual statistical way and
used in methods 7 and 2.

Parameter 24: -~

- This paramcter specifies the E value required in 'FNSFEC'

subroutine. By default this takes a value of 7,0;

Control Card 2:-
This control card reeds the object time format in which,
data is pﬁnched.

Control Card 3:-

This control card will be present if the value taken by
ﬁarameter 5 of control card No.7 is greater than 7. Tﬁfé control
éard'reads'the lags (FEF'S) for which power spectrum to be
caleulated in 20I4 format using each lag (PEF) power spectrum

- will Dbe calculcated.

Control Card 4:—
This card is meant for gilving a name to the data set
:ﬁhat.is going to be proccssed.

e 716
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5. Sample Problemn: -

Calculate the TEN Fower Spccira using'Burg’s recursive
relation to the following data having fﬁé'foilowing’requireﬁentsg
The data is read from cards, the number of data points being 54.;
Standardize the data before proccesing calculate the spectral
density at 20 frequency points. Determine the optimum FEF using 3
FPE criierion. Determine the exact peaks. Suppose data is puncheﬁ
in 26 F3.0. The title of thec problem is 'DATA KENDALL, V-3 :

KARRILGE RATE IN ENGLAND 1843-1886.

Datas-—

--6, 7, 72, 70, —53 "‘83 "63 3s 4; 7s 779 3.9 "'8; "25 "")79 _75"33

4

9

-5, "'79 7.9 69 89 99 _""29 -8, ~710, "‘7} 03 8; ..729"'73 Ds 49 "'3;

"'6.9 "729 "'53 09 53 73 js "'49 ,"'89 "63 _59 7; 69 6.9 29 "6)7 "5.9
—6, 7u

Inpute—

Control card o=

7 2 2 2 g Column number é
34 6 4 7 8 ’ ?
54 7 7T .2 0 Infornation punched g

Control card 2:-

7 . Column number

(26/73.0) . : o Informotion punched
Control card 4:-

7vm . . ° . 0.77
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DATA KENDALL, V~3 WARRIAGE RiT% IF ENGLAND 1843-1846.

After these control cards the date is provided which is punched

in 26F3. 0.
OQuitput -
.. Spectral

" 0.2486, 0.2733,

. 0.5357, 0.3958;
0.0886, 0.0634,

Exact Peaks:
7, periodicity

2, periodicity

\

‘Density:u

Al

~

0.3693, 0.6558, 1.8421, 10,0952, 3.2924, 0.9949,

0.3601, O.

Ly

722, 0.3835, 0,3254, 0.2186, 0.1359,
0.0507, 0.0436 |

7.71 yecrs; spectrai density 17.272

3.33 yearss; specitral density 1 0.3833

"5 A, How to execute the program ?

JOB card

// EXEC SPBEARCSR

Control Card 7

Control -card 2

Control card 4

Data
,/*
/%
/&

..78
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