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Abstract

The present study deals with the nature of the coupling of low latitude ther-
mosphere ionosphere system (TIS) under varying geophysical conditions. The
thermospheric parameters studied were temperature and meridional winds
obtained by using nighttime high resolution central aperture scanning Fabry-
Perot spectrometers for the Optical Aeronomy Laboratory at Mt.Abu (24.6°
N,72.7° E). Ionospheric parameters such as F-layer equilibrium height and elec-
tron density at 250 km were obtained by means of ground based ionosonde at
Ahmedabad (23° N, 72.1° E). Data from the satellite Dynamics Explorer - 2 (DE-
2) was also made use of in order to overcome the limitations imposed by the
ground based spectroscopic measurements, in the present investigation. The

work carried out towards the completion of this thesis is presented as follows.

e A brief introduction of the earth’s upper atmosphere is provided in chap-
ter 1. Different, basic energetic and dynamic, aspects of the low latitude
thermosphere and the ionosphere in terms of their coupling are described.
The less understood prominent low latitude, large scale processes like
equatorial spread F and Midnight Temperature Maximum (MTM) are dis-

cussed.

e Chapter 2 describes the selection of various suitable instrument parame-
ters of our instrument i.e. high resolution central aperture scanning Fabry-
Perot spectrometer. The data analysis techniques adopted is also described

in appropriate details.

e Chapter 3 provides the results of the study of low latitude TIS coupling
during low solar activity epoch and geomagnetically quiet periods. Rish-
beth’s servo model was used to study the nature and the extent of the

coupling in low latitude TIS. The observed temperatures and winds were



used as an input to the model. This study brought out the dominant role
played by the thermospheric parameters over ionosphere during geomag-
netically quiet and low solar activity phases. This study also confirmed
the existence of enhanced observed temperatures with its prominent day

to day and short temporal variabilities.

In chapter 4, we discuss the behaviour of the low latitude TIS during ge-
omagnetically perturbed periods. We studied the changes in low latitude
TIS in terms of its energetics and dynamics during disturbed periods.
These changes are a result of the high latitude-low latitude coupling. We
concluded that the temperatures at low latitudes undergo severe mod-
ulations under the influence of storm time meridional circulation, ring
current, and traveling atmospheric disturbances. In this chapter we also
show that the servo model is equally applicable for the magnetically dis-

turbed periods as well.

Chapter 5 comprises of the discussions and results on the detailed inves-
tigation done in order to account for the differences observed between the
measured and MSIS model predicted thermospheric temperatures. This
was done for both geomagnetically quiet and disturbed periods. These
results show that geomagnetic index D in the form of %Dst is a better
index than A, to represent low latitude TIS. This index has also been suc-
cessfully used to improve the MSIS model. The limitations involved in
the use of spectroscopically observed temperatures for the augmentation

of the model has also been discussed in this chapter.

In chapter 6 we give the details of the estimation of contributions from lo-
cal processes like ETWA. To estimate the extent of heating due to ETWA,
DE-2 data on composition and temperature were used. Contribution from

both the processes i.e. chemical heating and ion-drag which are supposed
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to be responsible for the generation of ETWA, was estimated. Finally, the
results dealing with all the three namely, ring current, ion-drag and chem-

ical heating, are presented in this chapter.

The results presented and discussed in this thesis bring out the impor-
tance of the various local and non local processes which contribute signifi-
cantly to the low latitude energetics. However it was realised that more quan-
titative information on these processes is needed to improve the existing ther-
mospheric models to make them represent the low latitude temperatures more

realistically.



Chapter 1

Introduction

The Earth’s atmosphere which corotates with it, is categorized into five regions
namely troposphere (0-15 km), stratosphere (15-50 km), mesosphere (50-90 km),
thermosphere (90-400 km) and exosphere higher above and are separated by not
so well defined boundaries namely tropopause (170K), stratopause(260K), and
mesopause (150K) respectively [Figure(1.1)]. These regions are defined broadly
on the basis of variation in the atmospheric temperature. About 99.9% of the
mass of the atmosphere is concentrated below 90 km, while only one part in 10°
is distributed above it. The upper boundary of the Earth’s atmosphere is not
sharply defined, but gradually extends into the thin interplanetary medium.
Owing to these facts, the mean free path (which is inversely proportional to
density) of the major atmospheric constituents in the dense lower atmosphere
is very small and therefore, the turbulent mixing of constituents dominates
over individual molecular diffusion processes. Hence, the main constituents
of lower atmosphere are homogeneously mixed, and this region is termed as
homosphere. The homosphere is characterized by a mean atmospheric density
of ~ 24 amu. There exists a rather sharply defined upper limit for the ho-
mosphere, which is known as the turbopause (~110 km). At this altitude the
mixing due to turbulence almost ceases, and processes concerning molecular

diffusion become dominant. This leads to gradual diffusive separation of each



individual atmospheric species existing at and above the turbopause. As a re-
sult, the vertical distribution of the atmospheric species is governed by their
molecular masses and consequently the composition varies with altitude re-
sulting in the so called heterosphere. The density of the individual specie de-

creases with
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altitude and eventually leads to a situation where the atomic and molecular
motions, which are constantly under the influence of gravity, become almost
collision free. Under such conditions, the molecules and atoms with larger
kinetic energy can escape from the earth’s atmosphere once and for all. The
region where such an escape from the atmosphere becomes significant is called
the exosphere and is usually at ~ 400km. However, this altitude is not very

precisely defined and is highly dependent on the solar activity.

The upper atmospheric part of the earth’s environment where the present
study is focussed upon, is the thermosphere. The thermosphere extends from
the coldest (~150K) to the hottest (~ 1600K) part of the the earth’s atmosphere
with atomic and molecular oxygen (O, O,) and molecular nitrogen (/N) as the
main constituents of this medium. As has been mentioned already, the ther-
mosphere is the region where the atmospheric species are in diffusive equi-
librium. The 002 concentration ratio increases rapidly upwards from about
100 km indicating the existence of diffusive separation at that altitude [Schae-
fer and Brown, 1964]. This also indicates that in the thermosphere molecular
oxygen gets photodissociated to form atomic oxygen by interacting with so-
lar EUV radiation. Since, the scale height of the thermospheric constituents
vary over a wide range, the relative composition of the thermosphere changes
markedly with height, the lighter gases becoming progressively more abun-
dant. Significant amount of ionisation is also produced due to interaction of
solar EUV radiation with the thermospheric species. In fact, most of the ioni-
sation present in the atmosphere is produced in the thermosphere. Very little
amount of Ar, He, N, NO etc. are known to be present. The thermal structure
of this region is maintained primarily by the energy received from the sun. A
brief discussion on the ionosphere is provided in the next section, followed by

details of the energetics of the thermosphere.



1.1 Ionosphere

Like in the case of neutral atmosphere, the ionosphere is also divided into re-
gions namely D, E and F. It has also been found that within F layer also, distinct
ledges of ionisation get formed during daytime which are named as F; and Fs.
Though, the boundaries of these layers gradually merge into each other, the
boundary between D and E region is assumed at ~ 90 km altitude and that
between the E and F regions at 150 km. The lower extent of the ionosphere is
often taken to be at ~ 50 km. As has already been explained, the ionisation
is produced in the earth’s atmosphere by a wide spectrum of solar radiation.
During solar maximum, the solar X-radiation of roughly 1-8 A provide the ma-
jor source of ionisation for the D-layer. H Ly « 1216 A absorbed by NO is the
important ionising radiation for D-layer during solar minimum. Apart from
this, there is a cosmic ray contribution too in the D-region ionisation. The 796-
1027 Aband in UV radiation provides most of the E-region ionisation. Another
contribution to E-region ionisation comes from solar X-radiation in the range
8-140 A. The F-region ionisation is also provided by solar UV radiation whose

upper limit is approximately around 796 A roughly in the range 140-796 A.

The E-region and lower F-region are almost devoid of negative ions. For in-
stance NO*, O, are the important ions below ~150 km. While above 150 km
the plasma is dominated by O* ions. In lower altitude regions, where molec-
ular ions dominate, the plasma density is drastically reduced at night due to
faster dissociative recombination reactions. The plasma higher above (H*, O
ions) remains throughout the night. The processes of photo-ionisation, disso-
ciative recombination and radiative recombination are replete in these regions.
It has been found that in the ionosphere, the electrons at two different altitude
regions follow different loss mechanisms. Below 150 km, the molecular disso-

ciative recombinations determine the electron loss rate, while at greater heights



ion-molecule interchange reactions determine the loss rate of electrons. The
transition between these two regions occurs in the F-region at about 160-200
km. When this transition region coincides with the level at which the F-region

ionisation production is maximum, the former splits into F; and F; layers [Rat-

cliffe 1956].

Apart from this, the ionosphere is the region where ‘atmospheric dynamos” are
active and electric fields are produced. These electric fields induce currents
and motions in the ionospheric plasma. At times, various kinds of plasma
instabilities also get initiated in this region. The plasma tends to diffuse be-
cause of its own pressure gradients and also under the action of gravity and the
earth’s magnetic field. Appropriate details of the transport processes driving
the plasma in upper atmosphere and also of the various interactions between

the neutral and ionised species are provided later in this chapter.

1.2 Sources and Sinks of Energy for the Thermosphere

Solar EUV and UV radiation are the primary sources of energy for the ther-
mosphere. Their distribution is accomplished through various processes with
different efficiencies of transfer of energy into thermosphere in the form of
heating [figure(1.2)]. The lower thermosphere has a large optical depth to so-
lar EUV, UV radiation and therefore absorption of these radiations peaks in
this region. Schumann- Runge continuum (~ 1300 — 17504) is the dominant
heat source between 90-150km in the lower thermosphere through molecular
dissociation of O, and through collisional quenching of the reaction product,
i.e. O('D) which leads to local heating of the thermosphere in this region. The
heating efficiency of this process is ~ 33% [Stolarski et al. 1975, 1976]. So, nearly
one third of the Schumann-Runge continuum photon energy goes into heating.

In the middle and upper thermosphere, the absorption of solar EUV photon
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(< 10274), through photo-ionisation contributes towards thermospheric heat-
ing. In fact, it is the subsequent collisions of the primary photoelectrons with
surrounding ions and neutrals which lead to heating of the local thermospheric
gas with an efficiency of ~ 5 % [Stolarski et al. 1975, 1976, Torr et al. 1980]. Sig-
nificant amount of photoelectron energy is lost to space in the form of airglow
emissions from the excited atomic and molecular states. A very comprehen-
sive set of observations on photoelectron flux was provided by instruments

onboard Atmospheric Explorer satellite (AE-E) [Lee et. al. 1980].

The ions produced by the photoionisation process eventually get thermalised
by various ion-molecule exothermic reactions. Most of the energy carried by
the ions goes directly into the heating of the local thermosphere [Torr et al.
1980]. Torr et al. [1980] presented improved thermospheric heating efficiency

rates for various
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processes for different seasonal and solar cycle effects and show their altitudinal
and a temporal dependence due to the diurnal variation of the density of minor

constituents and the reaction rates.

Hedin [1983] showed that for solar maximum condition, the global mean temper-
atures estimated on the basis of EUV and UV flux were significantly higher when
compared with the MSIS model predictions. This difference was later explained
on the basis of radiative cooling by the 5.3um band of NO. And thus, the impor-
~ tance of the radiative cooling in the lower thermosphere (~100km) due to the CO,
and other trace gases was realised, in order to explain the overall thermospheric
energy budget. Energy is also transferred into the thermosphere from the lower
atmospheric regions in the form of tides, gravity and planetary waves. Tides are
‘the sub-harmonic oscillations of a solar day and are excited by the variation in the

diurnal absorption of solar insolation. Absorption of IR radiation by water vapour



are excited by the variation in the diurnal absorption of solar insolation. Ab-
sorption of IR radiation by water vapour at ~ 15km and absorption of UV
radiation (2000—30004) by Ozone near 30-60km, are the main sources of the di-
urnal and semidiurnal tides in thermosphere. The topography, frontal system,
convection and wind shears in lower atmosphere i.e. around tropopause also
have been regarded as the sources of the Gravity waves [Hines 1960, Lindzen
1981, Manson et al. 1991]. The amplitude of these gravity and tidal wave modes
grows while propagating upwards in order to conserve the energy, as the at-
mospheric density decreases with altitude. Most of these modes get saturated
in the lower thermospheric regions (~ 90km) and break into smaller eddies,
thereby, depositing energy and momentum to the mean background flow [Gar-

cia and Solomon 1985].

Groves and Forbes [1984] presented the mean heating rates as a function of al-
titude and latitude. They found that the tidal heating maximises at ~ 90km.
The global integral tidal heating from 150-400km was estimated to be ~ 6 x 10°
watts i.e. ~ 7% of the EUV deposition rate. And in the altitude range of 90-
150km, the heating rate was ~ 7.6 x 10'° watts i.e. 7% of UV heating in the
same region. However, the correct estimation of their contribution to thermo-
spheric energy budget is rather complex because of their very high day to day
variabilities. Therefore, the quantification of these tidal, gravity and plane-
tary wave modes had been the theme of important future scientific programs
like TIMED (Thermosphere Ionosphere Mesosphere Energetics and Dynam-
ics) satellite mission and the international PSMOS (Planetary Scale Mesopause

Observing System) programme of co-ordinated ground based observations.

Apart from the solar EUV and UV radiation, tides and gravity waves; high

latitude sources of heating are necessary to maintain the global thermospheric
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energy budget. These sources include the Joule heating, direct energetic par-
ticle precipitation over high latitudes and from the magnetospheric ring cur-
rent. The modeling of these sources is extremely difficult because of very high
temporal and spatial variabilities associated with them. However, the global
joule heating rate in thermosphere has been found to be ~ 0.3 — 1.5 x 10!
Watts depending on the geomagnetic activity level. Based on satellite observa-
tions on precipitating particle fluxes, the particle heating is found to be around
0.05 — 0.6 x 10" watts depending on the solar activity [Killeen and Roble 1986,
Fuller-Rowell and Evans 1987]. It is clear from the above discussion that it re-
quires a comprehensive understanding of various energy sources, which in-
fluence the mean thermal budget of thermosphere, originating from the meso-
sphere and the stratosphere lower below, and from the magnetosphere higher

above.

Most of the thermal energy deposited in thermosphere (upper) is redistributed
through vertical heat conduction (molecular and eddy) into the lower atmo-
sphere where the processes of radiative cooling (~ 90 km) becomes impor-
tant. As a result, large temperature gradients characterize this region. In recent
times, a number of studies using ground based sounding techniques such as
optical spectroscopy, radar, ionosonde etc., along with insitu satellite observa-
tions have provided valuable information on the dynamical properties of the
upper atmosphere and the F-region of ionosphere. Further, the so called “space
weather” related issues necessitates our complete understanding of thermo-
spheric variabilities in terms of both the energy and the dynamics, as a part of

the ongoing changes in solar terrestrial environment.



11

1.3 Thermosphere - Ionosphere coupling

One of the most remarkable properties of the thermosphere is its symbiotic re-
lationship with the ionosphere and this distinguishes it from the other regions
of earth’s atmosphere. Almost all the dynamical features of the upper atmo-
sphere are controlled by the processes which are a result of the prevailing ther-
mosphere - ionosphere coupling. The redistribution of energy received by the
upper atmosphere through different sources [figure(1.3)] is, facilitated by the
neutral dynamical, chemical, electrodynamical and fluid dynamical processes.
There are two aspects in the study of such a coupled system i.e., thermosphere-
ionosphere system (TIS). One from the point of view of the average behaviour
(climatology) and the other dealing with its instantaneous, hour-to-hour, day-
to-day, and even longer temporal variabilities (i.e., the weather). These vari-
ations are manifestations of couplings, time delays and feedback mechanisms

that are inherent to the system.
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Characteristic variabilities of the various forcing factors like solar, interplane-
tary, magnetospheric and mesospheric processes can also contribute to the TIS
variabilities. Perhaps, one of the most important aspects of the thermosphere
- ionosphere coupling is the chemistry involved between them. Apart from
the direct photoionisation, the absorbed solar energy results in the metastable
excited states of various thermospheric atoms and molecules as an end prod-
uct through chemical reactions. The ionic pairs and the atmospheric species in
metastable excited states provide a reservoir for solar energy deposited in the
thermosphere. In their life time, the species mentioned above redistribute the
energy mainly through collision processes, but a significant part of the energy
gets partitioned in further production of ions, formation of other metastable
species, and to the ambient through momentum transfer and nonlocal depo-
sition of energy. By the nature of their basic properties, both the neutral and
ionised species make chemical interactions an important coupling mechanism
between the neutral atmosphere i.e. the thermosphere and the F-region of the

ionosphere.

1.4 Chemical Coupling

As mentioned earlier, in the F-region of the ionosphere (i.e. 200 km - 500 km)
and the upper thermosphere the most abundant constituents are O and O™.
Though, the movement of the ions in the F-region of the ionosphere is highly
constrained by the earth’s magnetic field, these ions take active part in the up-
per atmospheric chemistry and play a very important role. For instance, pho-
toionisation of the dominant neutral constituents viz. the atomic oxygen leads
to the formation of O™ in different energy states such as O (%5), O*(*D) and
O*(*P) in approximately 43%, 29%, 28% proportion [Torr and Torr, 1982]. Each
of these ions take part in different chemical schemes, giving rise to different

reaction products. The basic nature of chemistry at any particular altitude is
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dictated by the rate at which the production and loss of the ionisation and the
involved transport processes are operating. The life time of these ions at any
altitude depends to a great extent on the chemistry prevailing at those heights.
The life time of important thermospheric O™ ion is only a few seconds in lower
thermosphere (~ 100 km) which increases to order of days in upper thermo-
sphere. As is known, while photoionisation is the main production process for
majority of ions, the important loss mechanisms are (i) atomic ion and electron
recombination (radiative recombination) and (ii) molecular ions and electron

(dissociative) recombination.

At any given instant of time, the distribution of ionisation, electrons for in-

stance, is described by the following continuity equation:

1 1 1

J = BN, + aN? (1.1)

where "¢’ is the production rate of ionization, ‘a” is the dissociative recombina-
tion coefficient while ‘3" is the effective loss coefficient, which is a function of

molecular density. Eq. (1.1) leads to following two limiting cases, namely:

q= aNBQ if 3> aN; sothat Ny+ > Na+ (1.2)
q= BN, if < aN; sothat Ny+ < Ny+ (1.3)

Nyr+, Ny+ are the molecular ion and atomic ion density respectively. Here,
the sum of N)/+ and N4+ equals to the net electron density NV, to maintain the
charge neutrality condition which prevails in the upper atmosphere at all the
times. From equation (1.1) it could be seen that (i) if the ions are mainly molec-
ular as in the E and lower F-region then the rate of electron loss is determined
by the dissociative recombination as is given by aN?; (i) when the majority are
atomic ions, as one encounters in the upper F-layer, the loss rate is determined

by the two step effective recombination which is given by SN,. In summary,
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the important processes in the F-region could be written as:

<150km  Of +e = O*+O (1.4)

NOt+e¢ = N+0O (1.5)

> 200 km O "+0y = Oy +0 (1.6)
O+ Ny, = NO"+N (1.7)

Ot te — 0"+ 0 (1.8)

NOT+¢ — N+0O (1.9)

Therefore the upper F-region ionisation (>200 km) is governed by the linear
loss rate i.e. 3N, while the square loss rate prevails for lower F-region i.e.,

below ~ 150 km.

The excited metastable species give out characteristic emissions known as “air-
glow’ from different altitudes within the thermosphere and the F-region of
the ionosphere. The emission relevant to the present investigation is OI6300A
which originates at an altitude region centered around 250km. These emis-
sions provide valuable information about the state of the thermosphere and
the ionosphere at any given time in terms of the kinetic temperature and large
scale motions i.e. winds. By thermodynamic considerations, the estimated ki-
netic temperature is a good measure of the local temperature at the height of
the emission layer. Therefore, the study of airglow emissions has found an
important place in the investigation of the thermosphere - ionosphere system
[Roble et al. 1968; Hernandez et al. 1975]. The metastable specie O(* D) which
emits the radiation described above, has a lifetime of ~ 110 seconds. This time
is long enough for O(! D) to attain thermal equilibrium before undergoing de-

excitation. Daytime F-region chemistry is much more complex, in the context
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of the metastable O(! D) state, as there are three processes simultaneously oper-
ative and contribute towards net O(* D) production. These processes are pho-
todissociation, photoelectron impact and dissociative recombination. From the
above, it could be seen that the atmospheric chemistry, apart from being an im-
portant coupling mechanism for thermosphere and ionosphere, also yields im-
portant information about the dynamic state of the system at any given instant

of time.

1.5 Dynamical Coupling

Another significant aspect of the thermosphere - ionosphere coupling is the
transport processes active within the system. Significant nonlocal effects can
be initiated by the physical transport of species like, for instance, the neutrals,
ions and metastable species away from the region in which they are either
formed or expected to remain otherwise, before actually distributing their en-
ergy to the ambient species. As a result, several large scale dynamical pro-
cesses get initiated in upper atmosphere. These processes include both the
neutral as well as the ionised species. The dynamics of the charged species
is further affected by the presence of magnetic and electric fields and also
on the surrounding neutral density. Consequently, at different altitudes in
thermosphere depending upon the competing processes, different transport
effects take control of the overall dynamics. In the F-region, transport pro-
cesses namely diffusion and plasma drifts are dominating and compete with
the chemistry to take control of the overall behaviour of the system. These two

processes are described briefly in following sections.
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1.5.1 Diffusion

In the presence of vertical gravitational field and its own partial pressure gra-
dients, the F-region plasma has a tendency to diffuse through the ambient neu-
tral atmosphere. Under equilibrium conditions, the density gradient is always
downward for any orientation of magnetic field [Kelley 1989]. These density
gradients force the plasma to diffuse. The electrons, because of their lighter
mass, diffuse faster than the ions. A stage is soon reached where the elec-
trons and ions are well separated from each other during their motion. This
charge separation gives rise to a polarisation electric field which in turn con-
strains the electron’s faster motion and simultaneously enhances the ion diffu-
sion. Dynamically both the ions and the electrons, held together by the above
mentioned electric field diffuse together. This diffusion is rightly called the

‘ambipolar diffusion’.

However, in the F-region, the movement of ions and electrons is constrained
only along the magnetic field lines as their gyrofrequencies are much higher
than corresponding collision frequencies at these altitudes. Apart from diffu-
sion, it depends also on the orientation of magnetic field lines i.e, the magnetic
dip angle. The diffusion becomes insignificant at a place where the dip angle
is zero. At the dip-equator, the field lines are horizontal, hence the diffusion
effects would be negligible there. However, over low latitudes, the diffusion
processes are quite significant and play an important role in coupling the neu-
trals and ions. During night times, in the absence of production, the ener-
getics of the thermosphere and the ionosphere is essentially decided by the
relative time scales of diffusion and the loss processes. The loss coefficient ‘3’
being altitude dependent, decreases exponentially with altitude i.e, the plasma
life time increases with increasing altitude in F-region. Under these circum-

stances, above a certain height, the plasma diffusion becomes fast enough to
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redistribute the plasma before it can interact chemically with other species.
As a result, the concentration of ions or electrons do not increase indefinitely
with altitude, as the ambient diffusion takes over above a certain height and
a dynamic equilibrium is maintained. The F-region peak altitude represents
the transition zone between the region in chemical equilibrium and the one
in diffusive equilibrium and at the F2 peak, they balance out each other. This
interplay of chemistry and diffusion process characterizes the dynamic nature
of the F-region, which is coupled with the thermosphere and renders a typical
distribution pattern for ionisation in nighttime thermosphere. It is important
to mention here that the chemistry and the transport due to diffusion are inher-
ent to the system (TIS) dynamics, but there are other forcings which can induce
additional drifts to the already moving plasma. These forcings would not only
affect the distribution of plasma, but influence the thermosphere - ionosphere

energetics and dynamics as a whole.

Apart from the diffusion effects, the plasma experiences a drift. As explained
earlier, the diffusion depends on the plasma density gradients; while the plasma
drifts are initiated by the electric fields prevailing in the upper atmosphere.
They are affected by the motion of neutral species primarily through the colli-
sions between the neutral and charged species. It is very well understood now
that it is the zonal flow of neutral species in thermosphere which gives rise
to electric fields due to the global scale dynamo action, leading to the plasma

drift.

In the early stages of measurements on plasma drifts, a number of observa-
tions remained unexplained for lack of proper understanding on the exact
nature of coupling between the neutral and the ionised species in the upper
atmosphere. For instance, the apparent correlation between the components

of plasma drift velocity parallel to and perpendicular to the geomagnetic field
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[Behnke and Harper, 1973; Taylor et al. 1974] could not be attributed purely to
either ionospheric movement or to thermospheric dynamics alone. Therefore,
other dynamical features of ion-neutral interactions had to be invoked. And,
due to the lack of sufficient information on these interactions, a need for an em-
pirical model concerning the F-region of ionosphere and thermosphere, was

realised.

Though, the work on these empirical models began much earlier [Jones and Gal-
let, 1962] more uptodate efforts on this actually commenced with Rishbeth et al.
[1978]. Rishbeth et al. [1978] proposed a model called the servo model which pro-
vided very useful insight into the various physical mechanisms operating in
midlatitude F-region and addressed various questions regarding plasma drifts
(as mentioned already). This model was based on more realistic assumptions,
where the thermosphere and the ionosphere was considered to be a coupled
two component system. Perhaps, this attempt was the first such attempt where
both the ionosphere and the thermosphere were thought to be dynamically
coupled and were addressed to simultaneously. Though, the details of this
model would be presented in chapter 3, it is important to mention here that,
as a fundamental assumption in servo-model, the F-layer was taken as a unit
subject to forces in the prevailing thermospheric background. Hence, all the
forcings, originated because of the neutral flow or any agency outside the F-
region, were treated as external perturbations like for instance the electric field

induced plasma drifts.

Many observational studies, too, did confirm that the thermosphere and the
ionosphere truly behaved as a coupled system and the movement of the F-
region during different geophysical conditions, with external perturbations in-
dicated towards the extent of coupling between the two. Since then, a number

of ground based studies have enabled determination of the average seasonal,
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solar cycle, and magnetic effects on the equatorial and low latitude plasma
drifts and thermospheric neutral winds, and their control over the F-region
plasma density distribution. Rishbeth’s servo model, in a sense, gave a new
impetus to the study of the low and equatorial F-region electrodynamics, neu-
tral dynamical aspects of low and equatorial thermosphere and their mutual
interactions, which could be considered to have been pivotal for the present

understanding of low latitude thermosphere-ionosphere system.

In this context, various aspects of F-region electrodynamics are discussed in

the following text.

1.6 Low Latitude F-region Electrodynamics

The general morphological features of E and F-region plasma drifts and cur-
rent systems have been studied with incoherent and coherent scatter radars,
ionosondes, magnetometers and spaced receiver scintillation techniques. The
E and F region electrodynamic drifts are driven primarily by the dynamo elec-
tric field. During the quiet geomagnetic periods, the daytime electric fields are
produced by the insitu diurnal tide, generated in upper atmosphere and by the
upward propagating (2,4) semidiurnal tide [Richmond et al. 1976]. The semid-
iurnal tide becomes increasingly important in the latitude range of 20° to 30°
and higher. The large scale diurnal wind generated by the insitu tides flows
in the zonal direction and sweeps the ionospheric plasma across the magnetic
tield lines. This motion of the plasma across the magnetic field line gives rise
to electromagnetic force which in turn separates the charges, creating an elec-
tric field, which is eastward during the day. During daytime the magnitude

of these electric fields are essentially determined by the winds in the E-region
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and the ionospheric conductivity. The electric field and the ionospheric cur-
rents remain active predominantly in the E-region (~ 100-125 km). Neverthe-
less, these fields and currents do exist in F-region also, which are generated
mainly by the F-region dynamo action. The two dynamo regions are threaded
by the magnetic field lines which are highly conducting during daytime. As a
result, F-region electric fields are largely short circuited during the day by the
highly conducting E-region. Therefore, the overall dynamics is driven by the
E-region tidal wind generated fields. But, during nighttime, F-region dynamo
gains control over E-region dynamo, and governs the overall plasma motion.
To highlight the importance of F-region dynamo in this context, a brief account

of the dynamo action is provided in the following section.

1.7 F-region Dynamo

The thermospheric wind system produced by the pressure inequalities due
to the solar EUV heating is the main driving force for the F-region dynamo.
During nighttime, when the E-region ionisation almost vanishes, the F-region
plasma forms a layer with a well defined lower boundary. The F-region can
therefore be approximated to a slab configuration, as depicted in figure(1.4).
The F-region plasma has a constant, finite Pedersen conductivity inside the
slab and zero outside, a constant zonal wind U is also assumed to be preva-
lent in this slab. Because of the eastward zonal wind U forcing the plasma
across the magnetic field B, a polarisation electric filed E gets generated, as
seen clearly in the figure. The electric filed E thus induced, gives rise to a
zonal drift motion Vp in the F-region plasma. It is important to note that, dur-
ing nighttime, the induced zonal motion in plasma is in the same direction i.e.
eastward as that of the neutral wind U. For the vertical electric field, the charge

separation would occur in such a way that the overall current .J, becomes zero.
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J, = opE, + 0,U,B, = 0 which implies E, = —U,B,. For a perfect F-region dy-

namo, the above equation can be generalised and written as E+UxB=0.

The physical meaning of this equation is that the electromagnetic force £ on
the plasma vanishes and the thermospheric wind blows freely without ion-
drag irrespective of the density and the altitude of the plasma inside F-region.
The proof of this, comes in the form of nighttime observations pointing to-
wards the near equality of the zonal plasma drift and neutral wind velocities.
This also points towards a drastic reduction in nighttime ion drag. Since dur-
ing the day, the integrated E-region Pedersen conductivity is comparable or
more than the magnetic field line integrated F-region conductivity, the F-region
tield cannot build up and, hence, the F-region ion drag remains high. An inter-
esting aspect of E and F-region dynamos is that both have different electrical
characteristics to justify treating them as two separate (though coupled) sys-
tems. The E-region dynamo acts essentially as a voltage generator: the dynamo
delivers a relatively constant electric field of order U x B but drives a current
that varies markedly according to the conductivity, especially between the day
and the night. While, the F-region dynamo has a higher internal impedance
and is essentially a current generator, which delivers a current given by the
following equation [Rishbeth 1981].

BxVP

J = Bsnl) (1.10)
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In the relation above, J is the current density, I the magnetic dip angle. Only
the horizontal components of pressure difference V P are effective in the above
equation. The vertical component is balanced by the gravity since the neutral
air is in hydrostatic equilibrium to a good approximation. The magnitude of
the current does not vary markedly with location and time, except near the
minima and maxima of pressure [Rishbeth 1981]. If the current is prevented
from flowing freely by some boundary conditions (e.g. during nighttime when
the E-region conductivity is negligible) the polarisation electric field gets de-
veloped [Rishbeth 1971, Heelis et al. 1974]. As has already been described earlier
in this section, this electric field in turn would give rise to drifts in the F-region

plasma.

In the equatorial ionosphere an electric field of ImV/m corresponds to an F-
region E x B plasma drift of about 30-40m/s. At latitudes close to the dip
equator the vertical plasma motions result primarily from the zonal electric
tields. Measurements on F-region vertical drift have been made from India
and Peru [Fejer et al. 1991]. Figure(1.5) depicts the typical vertical and zonal
plasma drifts for equinox solar maximum conditions, the observations from
Jicamarca are compared with the numerical simulation results. The agreement
between the two indicates towards the extent of our current understanding
of the low and equatorial electrodynamics. However, globally new studies of
low latitude plasma drifts , fields etc. have been carried out using an ion-drift
meter (IDM) and vector field measurements on board Dynamics Explorer (DE-
2) satellite, Atmospheric Explorer (AE-E) and San Marco satellites. The plasma
field measurements along with electric fields and currents often show scatter
and fluctuations with quasi periodicities varying from few minutes to few tens

of minutes.

Large day to day variabilities, too, are a common occurrence [Balachandran



25

et al. 1992, Sastri 1995, Fejer 1997 and references therein]. These fluctuations
have been explained by the variability of low latitude tidal winds, irregular
winds in dynamo regions, and conjugate hemisphere dynamo effect. Atmo-
spheric gravity waves with 1-10 hr periodicity and planetary waves with peri-
ods longer than 2 days are also thought to be important sources of quiet time
electric fields and plasma drift variabilities [Chen 1992, Earle and Kelley 1987,
Forbes and Leveroni 1992].
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Figure 1.5: Average equinoctial northward /upward and eastward plasma drifts measured
at Jicamarca (points) and also Millstone Hill with drifts estimated by two simulations:

without tidal forcing (dashed line) and with tidal forcing (solid line). (Fejer 1991)

Fejer [1997] reviewed the characteristics of the low latitude F-region zonal plasma
drifts, while discussing their variations over Arecibo with solar cycle, season and
magnetic activity. It has been shown that the F-region Pedersen conductivity in-
creases by a factor of about 10 from solar minimum to solar maximum epoch. At the
same time, the E-region conductivity was found to be unchanged with solar activ-
ity. This leads to larger polarisation electric fields and closer coupling between the
‘neutral wind and plasma drifts during solar maximum for all the seasons. In re-
cent studies it has been suggested that the F-region dynamo effects are important
even during daytime [Crain et al. 1993]. On certain occasions eastward plasma

drift velocities larger than the neutral wind velocities at altitudes 300-400km in
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been reported; the cause is yet to be explained [Coley et al. 1994]. Modeling
of these various electrodynamical effects is a challenging task because of the
complex coupled thermosphere-ionosphere system. It becomes still more dif-
ficult during the geomagnetically disturbed times because of the additional
magnetospheric and ionospheric dynamos being active then [Senior and Blanc
1984, Fejer 1990, 1997]. Mendillo et al. [1992] have shown that the effects of
storm time electric fields and thermospheric winds over F-region depends on
the orientation of the magnetic field which results from the deviation of geo-
magnetic equator from the geographic equator or in other words the magnetic

declination effects.

As it has been described above, the low and equatorial electric fields play an
important role in the ionospheric dynamics by imparting drift to the iono-
spheric plasma, in various geophysical conditions. In this context, the F-region
(E x B) vertical drift imposed on the plasma is very significant over latitudes
close to the magnetic equator, whereas at latitudes away from the magnetic
equator, the meridional component of the neutral wind contributes signifi-
cantly to plasma drifts, apart from diffusion. The additional drift induced on
the ionisation can push the plasma into region where the diffusion and loss
coefficients are different. This would not only cause a change in the plasma
distribution but would in turn modify the thermospheric dynamics too which
has created the electric fields in the first place. The perturbations in electric
tields are important in the context of certain F-region plasma instability pro-
cess also. The following section summarises the important observations and
results on thermospheric wind induced plasma movement in F-region of iono-

sphere.
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1.8 Wind Induced Movement

Thermospheric wind motions apart from redistributing the energy, induce sig-
nificant changes on the ionosphere. Since the F-region plasma is restrained to
move only along the magnetic field lines, the neutral meridional wind imparts
momentum to the plasma moving it in the same plane. As a result they can
move up/down along the field lines depending upon whether the winds are
equatorward or poleward. It is important to note that the zonal wind compo-
nent induces a drift on the plasma through generation of electric field (dynamo
mechanism) while meridional wind imparts direct momentum by setting the
plasma into motion. This interaction of thermospheric wind on ionospheric
plasma provides a dynamical linkage between the two constituents, i.e. the

ionosphere and the thermopshere.

At the same time, the zonal wind component gives rise to electric fields which
in turn leads to the generation of many important processes in the ionosphere.
Changes in ionospheric parameters in turn affect the thermospheric parame-
ters. Figure(1.6) illustrates both the aspects of thermospheric wind effect over
the ionosphere. This figure emphasises the role of meridional wind on the
ionosphere by pushing it to regions where the loss coefficient is different, and
the importance of zonal winds in creating the electric fields which form a part
of the closed circuit between the E and F-region during daytime. Most of the
existing information on thermospheric winds are obtained by using optical
measurement techniques, in particular from the Doppler line profile analysis
of OI6300A emission from the ionosphere. Horizontal and vertical wind mea-

surements from Natal, Brazil (5.9°S, 32.5°W geographic) made as a part of the
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BIME (Brazilian Ionosphere Modification Experiment) are important to men-
tion in this context [Biondi and Sipler 1985]. In an even, earlier result wind mea-
surements from Marshall inlands (9.4°N, 35.2°W, geographic) revealed inter-
esting unexplained features like converging horizontal meridional wind flow
associated with simultaneous downward vertical velocity and an increase in
temperature overhead [Sipler 1983]. Meriwether et al. [1986] provided valu-
able information on the seasonal variation of these winds from Arequipa Peru

(16.2°S, 71.4°W, geographic).

Studies from India, Mt.Abu (23.4°N, 72.7°E, 20° diplat.) brought forth the day-
to-day variations in neutral meridional thermospheric wind [Gurubaran et al.
1993]. Both zonal and meridional component of the thermospheric wind, pro-
vide information about the dynamical state of thermosphere at any given time.
Simultaneous temperature measurements complete the story. For instance, the

mid latitude observations of strong surges in meridional wind field associated
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with enhanced thermospheric temperature bring out the importance of strong
thermospheric circulation pattern established between high and low latitudes
during intense geomagnetic storms. Temporally varying changes in energet-
ics and dynamics are generally found to be associated with fluctuations in
thermospheric wind pattern [Roble and Emery 1983, Hernandez and Killen 1988,
Hagan 1995, Fuller-Rowell et al. 1997 and references therein]. Therefore, at
any time, the thermopshere and the ionosphere are dynamically integrated
in such a way that any change in thermospheric parameters representing en-
ergetics/dynamics would get registered in the form of changes in ionospheric

parameters.

The changes in the TIS system are sought through variations first in thermo-
spheric properties followed by ionospheric changes. But, there exists another
important process in which the changes are first observed in ionosphere which
are, then, followed by thermospheric changes. This processes is the ‘ion-drag’.
Ion-drag is a very vital coupling force between ionosphere and thermosphere.

A brief discussion on ion-drag is provided in the following text.

1.9 Ion-drag

As the name itself indicates, the ion-drag exists in the form of a resistive force
experienced by ambient neutral species in motion due to the presence of ions
in the vicinity. This arises due to the geomagnetic field confinement of the am-
bient ionisation. Because of their comparable masses, the collisions between
ions and atoms become significant in terms of momentum and energy trans-
fer. The finest example of ion-drag forcing on neutral motion is the formation
of ‘neutral anomaly” over tropical latitudes, in which the distribution of neu-
tral species also seem to be effected by the presence of magnetic field. During

daytime, the eastward electric field causes the plasma to move upwards over
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the dip equator only to let it diffuse along the geomagnetic lines to higher lat-
itudes resulting in the phenomenon of EIA. The enhanced ionisation density
away from the dipequator causes a drag in the zonal thermospheric flow. This
ion-drag on thermospheric species causes a net accumulation of neutral ther-
mospheric constituents at those latitudes, giving rise to the Neutral Anomaly
Effect (NA). In another low latitude effect (ETWA), through a significant abate-
ment in the zonal wind flow, the same ion drag effect seems to cause signifi-
cant loss of momentum to the zonal flow which in turn appears as the localized
heating over regions where the reduction in zonal wind flow velocity is max-
imum. We will come to this in more detail in Chapter 6. Another example
of the ion-drag induced changes in thermosphere pertains to high latitudes.
Over polar latitudes, the ionic motion is capable of inducing neutral winds
and heating through ion-drag. This sort of induced wind dynamo feedback is
very important over polar latitudes in deciding the amount of Joule heating
and the preferential sunward flow of winds in auroral oval regions [Hays et
al. 1984, Rees et al. 1985, 1986 ]. Therefore, any change in ionospheric density
would also get translated to corresponding changes in thermospheric param-
eters via. ion-drag effect. Thus, ion-drag could be treated as an important
feed back mechanism which couples the observed thermospheric effects to the

ongoing changes in the ionosphere.

The above description clearly illustrates the fact that, the processes which might
arise as purely thermospheric or ionospheric in the beginning, during their
subsequent evolution, through a number of intermediate chemical and elec-
trodynamical interactions, manifest in terms of both the thermospheric and
the ionospheric changes indicating thereby of these two regions behaving as

a closely coupled system. Since, the interaction mechanism depends on the
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chemical, fluid dynamical, and electrodynamical properties of the neutral-
plasma medium, the behaviour of the thermosphere - ionosphere system as

a whole is looked upon in terms of these properties.

In this context, the low and equatorial latitudes are unique in many ways due
to a variety of special geophysical processes occurring therein. These are the
consequence of one or more of the above stated mechanisms being operative
simultaneously at any given time in this region. Some of the most prominent
of these processes are the Equatorial Ionisation Anomaly (EIA), Equatorial
Temperature and Wind Anomaly (ETWA), Equatorial Spread-F (ESF) and Mid-
night Temperature Maximum (MTM). These processes are known to play very
important roles in modifying the energetics and dynamics of the low latitude
upper atmosphere, but quantitative estimates of their effects are yet to be prop-
erly accounted for [Abdu 1997]. The Figure(1.7) displays some of the low lati-
tude processes as a function of time. It would not be out of context to state here
that the nonlocal i.e., high latitude and magnetospheric processes can have a
significant contribution in perturbing and modifying the low latitude energet-
ics and dynamics at anytime apart from the above stated processes, more so

during disturbed geomagnetic conditions.

As mentioned earlier, the EIA, and ETWA associated processes will be dis-
cussed in detail in chapter 6. However, a brief account of the other processes
like the equatorial spread-F (ESF) and midnight temperature maximum (MTM),
mentioned above, which are important in the context of thermosphere iono-

sphere system behaviour over low latitudes and not dealt with in the later
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1.10 Equatorial Spread-F (ESF)

At times, during nights, a spread is observed in echoed radio signal from F-
region heights as seen in ionogrames commonly referred to as spread-F [fig-
ure(1.8)]. Observations and many theoretical studies have shown it beyond
doubt that the occurrence of spread-F can be attributed to the presence of
plasma density irregularities of wide ranging scale sizes in the F-region of the
ionosphere. The causative mechanisms governing the generation of spread-
F over high and equatorial /low latitudes are drastically different. Spread-F in
question i.e., equatorial spread-F remains usually confined to the low /equatorial

regions in a latitudinal extent of 20° around the dip equator.

It has been shown by experimental and theoretical studies that it is the same
electrodynamical and neutral dynamical coupling that governs the behaviour
of the low latitude thermosphere ionosphere system which is also responsible
for the observed plasma density irregularities over F-region. The prerever-
sal enhancement of F-region electric field is known to be a prerequisite for
the generation of spread-F. The enhanced electric field can push the F-layer
to very high altitudes creating steep plasma density gradients in the bottom
side F-region. When the plasma density gradient mentioned above is anti-
parallel to gravity, a situation analogous to a heavier fluid over a lighter fluid
- an unstable condition arises. This particular type of plasma density config-
uration would give rise to Rayleigh-Taylor (R-T) instability. The role of the
parameters like the zonal electrical field, zonal winds and vertical winds in
the development of the R-T instability driven by the gravity is demonstrated
through nonlinear numerical simulation studies [Zalesak et al. 1980, 1982, Os-
sakow 1981, Sekar and Raghavarao, 1997]. It is precisely this instability which
gets generated in the bottom-side F-region and grows nonlinearly encompass-

ing higher altitudes giving rise to irregularities of a wide spectrum of scale
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sizes. The fully grown irregularities or instabilities can be of few centimeters
to few hundred kilometers in scale size. The signatures of the existence of such
irregularities has been confirmed by a number of airglow intensity [Weber et
al., 1978, Mendillo et al. 1992, Sinha et al., 1996], backscatter radar, and satellite
measurements [Woodman and LaHoz, 1976; Rino et al. 1981, Patra et al. 1995] and

of course by ground
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based ionosonde and UHF, VHEF scintillation too [Kelley, 1989; Chandra and Ras-
togi, 1972].

However, to know the prevailing ionospheric and thermospheric conditions
favourable for the generation of ESF, insitu rocket experiments can be of ex-
treme importance. In the Indian zone, first such campaign was carried out
from Sriharikota (SHAR), India, using RH-560 rockets in the year 1981 fol-
lowed by similar campaigns later [Raghavarao et al. 1984, 1987, Sridharan et al.
1997]. For the well developed ESF, The Plumex LII [Narcisi and Szuszczewicz,
1981] and the CONDOR [Kelley et al. 1986] experiments are quite successful
rocket campaigns which were also very well coordinated with other ground
based measurements. The ambient plasma density gradients, ion neutral col-
lision frequencies, the gravitational acceleration and the zonal wind opposing
the zonal gradients in addition to eastward electric fields are known to be the
parameters which govern the growth rate of above described collisional R-T

instabilities in upper atmosphere [Haerendel, 1974 and Ossakow et al. 1979].

On the basis of a theoretical simulation study Sekar and Raghavarao [1987] have
brought out the importance of vertically downward winds at the onset time
of ESF [Sekar et al. 1994]. However, the presence of such vertical winds had
indeed been shown by other studies as well [Biondi and Sipler, 1985]. The
Dynamics Explorer (DE-2) satellite data have also confirmed the presence of
such winds and these have been ascribed to circulatory cells that might set up
as a consequence of the Equatorial Temperature and Wind Anomaly (ETWA)
[Raghavarao et al., 1991, 1993]. Though the morphological features of the equa-
torial spread-F are broadly understood, the day to day variability of ESF can-
not be explained on the basis of our current understanding of the same. It is
primarily because of the lack of quantitative estimation on the relative impor-

tance of various processes which play the controlling role in the generation of
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ESF and its variabilities, eg. the relative importance of plasma density gradi-
ents, eastward electric fields, vertical winds etc. in ESF is yet to be understood
fully. In this context, Raghavarao et al. [1988] showed that the strength of EIA
has a good correlation with occurrence of ESF and making use of this fact Srid-
haran et al. [1994] showed from daytime airglow measurements that the night-
time occurrence of ESF can infact be predicted well in advance (~ 3 hours) of
its occurrence. This indicates towards our growing understanding of various
individual atmospheric processes and their possible interactions. Figure(1.9)

summarises the present understanding of the generation mechanisms of the

ESE.

1.11 Midnight Temperature Maximum (MTM)

A combination of insitu measurements and ground based experiments has led
to the observation of many new features in low and equatorial thermosphere.
Midnight temperature maximum is one such feature which is a consequence
of thermospheric dynamics and its interaction with the F-region plasma. The
MTM, often observed at F-region heights, is referred to a localized heating
(temperature maximum) in the midnight, to levels sometimes greater than the

afternoon maximum temperatures.

The first insitu observation of MTM was made by NATE neutral wind and tem-
perature experiment onboard AE-E satellite [Spencer et al. 1981] figure(1.10).
MTM is also accompanied by a minimum in density below 200km and a den-
sity maximum over higher heights producing the equatorial midnight pressure
bulge. This generation of the secondary maximum of exospheric temperature
near midnight hours in the equatorial zone, significantly modifies the thermo-
spheric wind dynamics and the overall low latitude energetics. A very fast

collapse of the F-region ionisation at latitudes away from the equator, which
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is further confirmed by the enhancements of observed OI6300A airglow, has
been observed in connection with the occurrence of MTM over the equator.
The descent of the F-layer, leads to increased recombination of O* and thereby
to enhanced atomic oxygen emission at 6300A [Wright, 1971; Nelson and Cogger
1971]. Behnke and Harper [1973] had shown that the equatorward flow of merid-
ional wind actually gets abated before midnight which frequently reverses to
poleward after midnight. The consistency of these various observations had
highlighted MTM to be a significant energetic process occurring over night-
time low latitude thermosphere. A sort of broad understanding of MTM had
evolved in the recent past, in that, the origin of this feature has been attributed
to a three dimensional circulation system in which the midnight sector of the
equatorial thermosphere below 200 km is heated by compressive flow driven
by solar heating on the dayside [Spencer et al. 1979]. Theoretical explanations
of the MTM have been proposed by Mayr et al. [1979], and Herraro et al. [1983].
In fact, in a study based on the spectral analysis of MTM, Mayr et al [1979]
proposed a complex interaction between the semidiurnal tide from lower at-
mosphere and the ion neutral momentum coupling associated with the diurnal
variation of the ion-density in upper atmosphere to be the cause for midnight
temperature maximum figure(1.11). Though, this mechanism seems to explain
the MTM reasonably well, all the variations (morphological) involved with

MTM are yet to be understood.

Observations based on AE-E and DE-2 satellite data and from a number of
ground based measurements from widely separated sites indicate that MTM,
alongwith its day to day, seasonal variations has a significant longitudinal
character too. Its magnitude has been higher in the Indian sector as com-
pared to the American sector [Rao and Sastri, 1994; Herraro and Meriwether,

1994; Goembel and Herraro, 1995; Colerico et al., 1996]. As a consequence, the



41

effect of MTM on meridional winds at low and equatorial latitudes seems to
depend on the longitude, for instance it is best seen in the December solstice
in east Brazil and during equinoxes in the Indian sector [Batista et al. 1997].
To investigate possible sources of the MTM, a series of theoretical simulations

have been tried by different modeling groups.

The initial efforts to generate the MTM, the National Center for Atmospheric
Research (NCAR) thermospheric general circulation model were unsuccessful
though the model incorporated ion-neutral momentum coupling and realis-
tic solar forcing. The first successful result, in this context, was obtained only
when the effects of waves excited in the lower atmosphere were also included
in the general model [Fesen et al. 1986]. Recently, a more advanced study
was done by the same (NCAR) group involving Atmospheric Research ther-
mosphere /ionosphere/electrodynamic general circulation model (TIEGCM).
This study revealed that the MTM is a tidal phenomenon and thus is ultimately
due to the thermospheric tidal sources: in situ thermal excitation; ion-neutral

momentum coupling; and the tidal waves arising
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in the lower atmosphere which penetrate the thermosphere [Fesen 1996]. For
instance, the observed seasonal variation of MTM may be due to the interac-
tion of the 2,2 and 2,3 modes of tides: in summer, the two modes reinforce each
other and in winter they offset. In the TIEGCM, the MTM is due to the upward
propagating semidiurnal tides. The model suggested that the observed vari-
ability in the MTM may be due to the variability in the upward propagating
tides. Though, the broad morphological features of these processes are well
understood, a complete quantitative information on their energetics and dy-

namics is yet to be achieved.

In order to be able to study all the energetics and dynamical changes that oc-
cur in the upper atmosphere, we must study the variabilities associated with
the thermospheric and ionospheric parameters like the thermospheric temper-
atures and winds. The changes in thermospheric temperatures and winds re-
flect the changes in the energy and motion of the thermospheric constituents.
It is important to have an extended data base to be able to evaluate possible
trends and to establish an average reference, against which the variabilities of
these parameters can be studied. In this context, the thermospheric model pre-
dictions can serve as the standard reference. A brief account of the various
thermospheric models widely being used now-a-days is given in the follow-

ing.
1.12 Thermospheric Models

There are many models in existence today which have been used in different
applications depending on the scope of the model. These models range from
simple empirical specifications of one or two thermospheric parameters, to
highly complex three dimensional (3-D) numerical models. New mathematical

techniques have been used in devising these numerical and analytical models.
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Each of these models have been designed with the object of elucidating some
aspects of the thermospheric physics. The multi constituent spectral models
of Mayr and Volland [1976], Mayr et al. [1978] can be included in this class.
Mayr et al. devised this model to investigate the time dependent mean and
diurnal components of thermospheric circulation and composition over high
latitudes. But, in recent years the thermospheric general circulation models
(TGCM) and the thermosphere ionosphere electrodynamic general circulation
model (TIEGCM) [Fuller-Rowell et al. 1987; Roble et al. 1988; Richmond et al.
1992] have become the state-of-the-art.

These TGCM models have been developed to study the global circulation, tem-
perature and compositional structure. These models have met with exciting
results in the recent years. These TGCM use many other empirical models
like for instance the empirical ionospheric model [Chiu et al. 1975] for its func-
tioning. The National Center For Atmospheric Research TGCM places more
emphasis on the accurate aeronomic scheme of the thermosphere, while Uni-
versity College London TGCM concentrates more on the thermosphere iono-
sphere coupling. These models now are capable of predicting the important
time dependent dynamical state of the thermosphere ionosphere system e.g
tidal effects on airglow intensity [Parish 1990] and electrodynamical effects
initiated by thermospheric winds [Richmond and Roble 1987]. Fuller-Rowell et
al. [1990] have added new modified horizontal transport terms for molecular
gases and terms for the magnetic activity effects in TGCM. It could be stated
that starting from the early work of Jacchia [1965] on the development of em-
pirical modeling based on satellite - drag data, the present day coupled ther-
mosphere ionosphere model (CTIM), global circulation models (GCMs) are a
giant leap forward in the direction of modeling the thermosphere and iono-

sphere.
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However, a model like NCAR and UCL TGCM require mammoth compu-
tational facility and are difficult to use. But the semi-empirical model MSIS
[Hedin 1983, 1987, 1991] has proved to be one of the most user friendly models.
It is worth mentioning that inspite of its simplicity, the temperature responses
predicted by the TGCM and MSIS models were comparable [Roble et al. 1987].
The TGCM, of course, could predict more temporal structures than MSIS. In
fact, MSIS is very effective in representing the climatological features of the
thermosphere. As a reference, MSIS has been used in the present study wher-
ever the base level, average picture is called for. MSIS model can generate
thermospheric parameters for particular times and places, without having to
generate it for the other times and places. Making use of the wide data base
obtained from a number of satellite mass spectrometers and incoherent scatter
radar measurements, the MSIS model has been improved to represent the sea-
sonal variations in composition and temperature and also the magnetic storm
variations. It has also been adopted as the COSPAR international reference
atmosphere whose prediction is based on the four fundamental input parame-
ters namely solar decimeteric flux index (F10.7), the geomagnetic activity index

(Ap), the local time and the geographic coordinates.

In the present investigation, the temperature measurements are compared with
the MSIS model predictions. Observations from low latitude regions consis-
tently point towards the inability of MSIS model in predicting the low latitude
temperatures realistically. The reason for this deficiency is because most of the
data base used for the development of MSIS model is obtained from mid or
high latitudes and the data base from low and equatorial latitudes are sparse.
Therefore, it becomes all the more important to attempt to improve the exist-
ing MSIS model in order to make it represent the low latitude region better.

Because of the extremely dynamical nature of the processes prevalent in low
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latitude thermosphere - ionosphere system, it becomes difficult to parameter-
ize the various processes, in order to include them into the model. We have
set out a detailed study to parameterize some of these low latitude processes
like ETWA in addition to the energy input from the earth’s ring current, and to
include them into the model. We have dealt with this aspect of study in quiet
detail in Chapter 6.



Chapter 2

Instrumentation

2.1 Upper Atmosphere Airglow

As has been discussed in Chapter 1, the Earth’s upper atmosphere is an active
laboratory in the geospace environment where the dynamical interaction of
plasma and neutral species convert the solar radiation energy, primarily, into
kinetic energy of the constituents and also channel some part of this energy
to produce excited atoms and molecules. These excited atoms and molecules
while deexiting emit radiations, which are collectively termed as ‘Airglow’.
The wavelength of these airglow emissions is governed by the excitation en-
ergies of these atoms and molecules. Airglow variations represent the altitude
region from where the emission emanates. In this regard, remote sensing of
the upper atmosphere using ground based optical techniques has always been

considered an important aspect of atmospheric research.

The airglow is distributed over all the latitudes and is present almost all the
times. In general, no particular structure can be associated with the airglow.
Comprehensive account of the earlier work on airglow has been provided by
Chamberlain [1961] and the relation between the airglow with the earth’s iono-
sphere has been reviewed by Thomas and Norton [1966]. In the last forty years
or so, the development in the airglow research had led us to an increasingly

accurate knowledge of the airglow spectrum in various wavelength regions;

47
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with the advent of satellite based monitoring of airglow emissions, global cov-
erage of these features became possible [Craven et al. 1982, Grechko et al. 1982,
Hays et al. 1982, Torr and Torr 1984, Shepherd et al., 1997]. Traditionally, ground
based observers have used the forbidden and the allowed atomic and molec-
ular emissions to characterise the airglow at any particular place. However
the lack of appropriate laboratory data on atomic cross-sections, reaction rates
and branching ratios leads to uncertainties in explaining some of the airglow
observations. With altitude, the decreasing frequency of collisions between
the atoms, molecules and the plasma, makes it possible for radiation from
metastable species to be observed. These metastable species usually have ra-
diative life time much longer than 10~ sec of the allowed transitions normally
observed in the laboratory. These transitions are also referred to as ‘forbidden’
because the spectroscopic selection rules for electric dipole radiation is vio-

lated.

Some of the important upper atmospheric airglow emissions are the emis-
sion lines and bands from atomic oxygen O, N, and N,", which had been the
focus of many studies because of their role in thermospheric energy budget.
However, other atomic and molecular species emitting airglow are O, N, O, Oy
and H. Since the present study deals with the OI63004 airglow, a brief account
of some of these important airglow emissions in the visible range is provided

here.

2.2 Emission Lines of Atomic Oxygen

The O(! D) state of atomic oxygen has been studied more than any other metastable
species. The existence of this state in the atmosphere was first identified by
Sommer [1933] and Slipher [1933] from the 63004 nightglow emission. Later,
it was shown by Noxon and Goody [1962] that 63004 is the strongest emission
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feature in the dayglow. This emission results from the O(*P —! D) transition
of oxygen atom. The corresponding energy level configuration is shown in
figure(2.1). The main source of O(!D) state in the night sky is through the
dissociative recombination reaction of O," ion. While during daytime, the
photodissociation, photoelectron impact and dissociative recombination, con-
tribute to the overall density of O(* D) in a metastable state. The 63004 is quite
notable because of the long lifetime (110 sec) of the metastable state. Quench-
ing, mostly by N, deactivates most of the O(* D) at lower altitudes because of

large Ny abundance, while the low N, concentrations at
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Figure 2.1: The energy level diagram corresponding to Oxygen.

altitude ~200 km and above makes the O(! D) 63004 transition possible at these
heights. Figure(2.2 ) depicts the volume emission rate of 63004 dayglow measured
by AE-C satellite [Hays et al. 1978].

Further, as shown in the figure(2.1), the 55774 line, the most prominent lower
thermospheric emission, results from the transition O(' D—'S). Rocket photometry
estimated the altitude of this emission to be lying between 80 to 115 km [Koomen
et al. 1957]. Wallace and McElroy [1966], by means of rocket measurements estab-
lished that during daytime the 55774 emission emanates from two distinct layers
with an F-region component and a lower peak near 95 km. UARS satellite mea-
surements have confirmed these results. A typical daytime altitude profile of this
emission is depicted in figure(2.3). While the excitation to !S state in the upper
thermosphere is similar to that of ! D state in the lower th_ermosphere it is due to
a three body chemical reaction [Barth 1964]. These excited species are generally
collisionally quenched by O, and N; [Torr and Torr, 1982].

It was Chapman [1931] who realised that the association energy of O, (5.03 eV)
would be adequate to provide the excitation energy of the O('S) state (4.02 eV). At
the same time, the estimation of O('S) from the dissociative recombination of O,*

with ambient electrons still continues to be difficult. Apart from 55774, 63004 in
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would be adequate to provide the excitation energy of the O('S) state (4.02
eV). At the same time, the estimation of O(}S) from the dissociative recombi-

nation of O, with ambient electrons still continues to be difficult. Apart from

5577A, 63004 in
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visible airglow spectrum, there are certain other emissions, extremely relevant
for the studies of atmospheric thermodynamics and chemistry. Airglow OH
emissions in near infra-red region fall in this category. The night glow spec-
troscopic observations reveal OH emissions to be a band emission emanating
from its vibrational levels 1-9. This band emission is found to be extremely use-
ful in estimating the mesopause temperatures. A detailed description on this
emission is provided by Sivjee [1992]. The description on the airglow emis-
sion features is kept minimal here. Nevertheless it is evident that the optical
measurements of various emissions from different altitudes are important to
study the chemistry and the thermodynamics of the mesosphere, lower ther-

mosphere and upper regions.

All the optical techniques are based upon two fundamental modes of ob-
servations. One which deals with total incoming photon flux at a particular
wavelength, i.e. Photometry, and the other is the Spectrometry where varia-
tions of flux are observed with varying wavelength. The absolute emission
rate combined with excitation cross sections can yield the column density of
a species or the intensity of the source that produces the excitated state. Vi-
brational and rotational distributions in molecular bands yield the respective
temperatures or provide insight to possible excitation mechanisms. Further,
the interconnection between structure, composition, energetics and dynam-
ics in atmosphere would also manifest itself in relationships between various
emission features or other spectroscopic details [Sridharan 1992]. Convention-
ally the airglow measurements are restricted only to the moonless periods of

the nighttime with clear, cloud free sky conditions.

With the advent of highly improved and ingenious photometric techniques
such as Dayglow photometer (DGP) and Multiwavelength daytime photome-
ter MWDPM) [Narayanan et al. 1989, Sridharan et al. 1993, 1998], the ground
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based photometry is no longer limited to night time conditions only. This has
been established on the basis of the important scientific results like the tracking
of the equatorial ionization anomaly in its evolutionary phase [Pallam Raju et al.
1996] and obtaining a precursor for equatorial spread-F in OI 63004 dayglow
[Sridharan et al., 1994]. These results have opened up a new area for the study of
various dynamical processes in the different parts of upper atmosphere during
daytime. However, the ground based high resolution spectroscopy has always
been a favourite among the atmospheric researchers, as it is capable of deter-
mining the kinetic properties i.e. neutral temperatures and line of sight winds.
The history of the spectroscopic measurements of dynamical and thermody-
namical properties of the upper atmosphere can be dated back to 1923 when
Babcock [1923] attempted to estimate the Doppler width of the naturally occur-
ring OI(* D — 1 9) radiation from the night sky with a Fabry-Perot spectrometer.
Though, Babcock was able to infer only an upper limit to the temperatures at
the height of the emission (now known to be at ~96 km), owing to the limita-
tions in technology available to him, still it was an important development at
that time. Since then, ground based spectroscopy has entered into a new era
with the development of spectroscopic instruments of high spectral resolving

power and large throughput.

All the conventional optical instruments require sufficiently high levels of light
intensity for their operation. Among the various optical techniques, the Fabry-
Perot spectrometry came to be considered - the instrument of choice for low
light level ground based sensing of the upper atmosphere. Jacquinot [1954] es-
tablished that, out of all the spectroscopic devices where interference of light
yield the spectrum, the Fabry-Perot interferometer has the highest luminos-
ity for a given spectral resolution along with the Michaelson interferometer.

A comprehensive treatise on Fabry Perot devices has been given by Chabbal
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[1953]. Hernandez [1986] further established the usefulness of Fabry-Perot spec-

trometer by analysing the technical details of the same.

The use of the Fabry-Perot spectrometers to determine temperature and winds
prevailing in upper atmosphere is now well established, in part, due to the
elegant physical principle upon which this experimental technique is based.
A brief discussion on the measurement technique would be presented in the

sections to follow.

The natural emissions of the upper atmosphere are normally associated with
forbidden electronic transitions of neutrals and ionised species [Chamberlain,
1961]. Because of the associated long lifetime with the metastable transition
states, the excited species tend to attain thermal equilibrium (statistical equi-
librium) due to multiple collisions with the surrounding medium before ra-
diation. The distribution of these species is nearly Gaussian or Maxwellian.
The line profile/Doppler profile of the emitted radiation reflects not only the
kinetic temperature of the region from where the emission occurs, in terms of
profile width i.e.. Doppler width, but also the bulk motion or the wind in that
region in terms of Doppler shift [Hernandez and Killeen, 1988]. As, the mag-
nitude of the Doppler effects associated with typical wind and temperature
magnitudes existing in the upper atmosphere are quiet small, a spectroscopic
device such as a Fabry-Perot spectrometer, of very high spectral resolution is
necessary for their determination. The Doppler measurements are normally
made at night to reduce the contamination from the intense scattered back-
ground radiation due to Rayleigh-scattered light from the atmosphere illu-
minated by the Sun. Due to the faintness of airglow, daytime spectroscopic
measurements are extremely difficult. The difficulties get enhanced due to the

strong Fraunhofer absorption and the telluric absorption features strewn in
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the background continuum. Therefore, the photometric and spectrophotomet-
ric measurements are usually restricted only to moonless periods of the night

with clear sky conditions.

At the same time, with the advancement of technology space borne mea-
surements of upper atmospheric emissions overcome the above difficulty and
retrieval of the dynamical parameters during daytime has become a reality.
Visible Airglow Experiment (VAE) onboard Atmospheric Explorer-C investi-
gated, while in orbit, the detailed chemistry of O(* D) atoms in thermosphere
[Hays et al. 1978]. VAE carried out measurements in various emissions, and
also on the variations of height of peak emission with season and magnetic
activity. WINDII (Wind Imaging Interferometer) and HRDI (High Resolution
Doppler Imaging Interferometry) instruments onboard UARS (Upper Atmo-
spheric Research Satellite) provided information on thermospheric winds and
their spatial and temporal variation [Burrage et al. 1994, Shepherd et al. 1997].
Dynamics Explorer (DE) satellite programme - the most comprehensive pro-
gramme so far, for the investigation of the thermosphere and exosphere, fur-
nished data on more than 18 thermospheric - ionospheric parameters using dif-
ferent instruments onboard [Hoffman and Schmerling 1981]. All these satellite
based measurements have a severe limitation in terms of temporal coverage
at any given location over the globe, but they do provide an excellent spa-
tial coverage. Therefore ground based measurements from a given location
complement this lack of time sequential data as observed from space-borne

instruments.

2.3 Present Study

The desired upper atmospheric parameters for the present study are the night-

time neutral temperatures and winds at F-region altitudes. OI63004 red line
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emission originating from an average altitude of 250 km during nighttime is
considered appropriate for these measurements. The average OI63004 inten-
sity levels lie at around 50-100 Rayleigh during nighttime and can even vary
by an order of magnitude depending upon the background electron densities
in the F-region. A central aperture scanning high resolution Fabry-Perot spec-
trometer, as described in the following section, is used for line profile measure-

ments of OI 63004 emission.

The high resolution Fabry-Perot spectrometer is deployed for airglow observa-
tions at the Optical Aeronomy Laboratory, Gurushikar, Mt. Abu (24.6° N,72.7°
E geographic; 20° N dip lat.), situated at an altitude of 1697m above sea level.
This low latitude laboratory is ideally located, because of very good sky condi-
tions and for the investigation of the dynamics of low latitude and equatorial
processes, namely equatorial ionisation anomaly (EIA) and the equatorial tem-
perature and wind anomaly (ETWA) in particular. The equatorial ionisation
anomaly can extend as far as 30° latitude on occasions, during solar maximum
conditions and the formation of ionisation crests usually occur in the latitude
range of 15° — 25°. Mt. Abu falls right under the crest region and therefore,
is one of the most suitable locations to investigate the behaviour of the low
latitude thermosphere during the passage of crest of the ionization anomaly
overhead. The phases of the anomaly moving across zenith, would manifest
itself in the variations of observed nightglow intensities. In the following sec-
tions, a brief account of the basic optical layout of the Fabry-Perot spectrometer
selected for the present study alongwith discussion on the physics involved,
is presented. The choice of suitable instrumental parameters, the data analysis
technique adopted to recover Doppler parameters from observed interference

fringes and the errors involved, are also described.
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2.4 Theory of Fabry-Perot Spectrometer

A Fabry-Perot etalon consists of two perfectly parallel, flat, high quality fused
silica plates with a thin film coating of > 85% reflectivity in the wavelength
range of interest and separated by a fixed distance (¢) between them. A monochro-
matic light incident upon an etalon at an arbitrary angle () to the normal of
the plate undergoes multiple reflections inside the etalon plates. The subse-
quently transmitted beams, having path differences now, interfere to form an
interference pattern when viewed at an extended source. Identical interference
conditions exist for incident rays of constant inclination ¢. Because of the cir-
cular symmetry of the device, the intensity distribution of, interfering beams
for both the reflected and transmitted light, is a pattern of bright concentric
rings or fringes. These fringes are on a dark background in case of transmitted
beams, and an absolutely complementary set of fringes occur for the reflec-
tion case. The angular separation or diameter of these fringes is dependent on
the spacing between the etalon plates and the wave number of incident radia-
tion. The basic function of this device is to transform wavelength into angular
displacement, through interference. In doing so, it introduces broadening to
the observed line-profiles, which is purely an instrumental effect. [Hernandez,
1986].

For an etalon consisting of mirrors of reflectivity ‘R’ and absorption ‘A" per
reflection, the transmitted intensity (/;) is calculated by summing the ampli-
tudes of each individual light beam, and then squaring the result. Mathemat-
ically representing, this expression is called the Airy’s function and is given by:

A

It:(l—ﬁ)Q*(

1
14+ R?2—2Rcosd

) (2.1)

where
_ Admputcost

J
A

(2.2)
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In the expression above, ‘i’ is the refractive index of the medium inside the
etalon plates, and ‘)’ the wavelength of the light undergoing interference, and
‘0’ the phase of the transmitted beam. However, the condition for the construc-

tive interference of the transmitted light is given by the following relation:
2utcosd = nA (2.3)

where n is the order of the interference. It is evident from this condition that
for a given wavelength (), the interference fringe can be scanned by varying
either of the following three parameters. These parameters are ‘i’ the refrac-
tive index of the etalon medium,’¢’ the separation of etalon plates and ‘0’ the
angle of incidence from normal to the etalon plates.

In an actual experimental setup, if both p and ¢ are kept constant for a given
angle of incidence 6, the necessary change in wavelength to scan the interfer-

ence pattern by one order is called the Free Spectral Range (FSR) and is given
by:

)\2

AN = —
2ut

(2.4)

Conceptually the FSRi.e., A\ is the range of wavelength around Ai.e. (A £ A))
which can be displayed without overlapping orders, and is one of the crucial
parameters in choosing appropriate Fabry-Perot etalon for the desired applica-
tion. Another parameter of importance is the ‘Reflective finesse” [z which is a
measure of instrument selectivity and represents the extent of the broadening
of a monochromatic beam on its passage through Fabry-Perot (FP) etalon. FFp
is highly dependent on FP etalon plates and is related to the reflectivity of the

plates according to the following expression.

/R

F:
E=1_R

(2.5)
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Finesse is a dimensionless number, and is defined as the ratio of free spectral
range (FSR) to the width of the transmission band at full width at half maxi-

mum (FWHM) i.e. ).
AN

T oA
The overall finesse of an actual Fabry-Perot interferometer can never exceed its

Fr (2.6)

Reflective finesse Fr. For very high reflectivity, this limitation comes primarily
from the FP plates with finite flatness, surface roughness, finite degree of par-
allelism and imperfect collimation of the incident light. These factors always
tend to contribute towards broadening the output profile, as, the Fabry-Perot
plates are never perfectly flat and parallel. This causes a finite loss in the net
peak transmission. It is possible to define these limiting finesses as constants
of a given FP etalon. The surfaces of the imperfect etalon plates are micro-
scopically inhomogeneous in a random fashion with a root mean square vari-
ation which, though, very small in comparison to the size and spacing of the
etalon, is still quite significant in relation to the wavelength (\). Curvature and
parallelism defects which usually are associated with polishing defects of the
substrate or misalignment, also limit the finesse of the resultant profile. Since
these defects are comparable to the wavelength, they can be used to quantify
the defect finesse in terms of fractions of wavelength [Atherton et al., 1981] in
the following manner:

(i) Roughness Defect: The limiting finesse due to the roughness defect, Nppr is

a constant of the etalon, and is related to the distribution of the defects in the

etalon plates in a manner described by the following equation.

. m
4.7

where “m’ is a mathematical constant having the following relationship with

Npr (2.7)

wavelength and the irregularities /defects of the FP etalon.
A

— = \/ mean square deviation of irregularities (2.8)
m
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(ii) Spherical defect: Apart from the roughness defects, an etalon has errors
of curvature, usually associated with polishing defects of the substrate while
coating its plates. The limiting spherical defect Npg, because of this, is given

by the following equation:

m
Nps = (5) (2.9)
where
A
— = \/ mean square variation of defects (2.10)
m

(iii) Parallelism defect: The nonuniform substrate polishing can give rise to
misalignment in parallelism of the etalon plates, which, further, limits the fi-

nesse of the etalon. The limiting finesse Npp is given as:

Npp = \T/’% (2.11)

The overall instrument finesse, which is related to the reciprocal of the indi-

vidual defect finesses, is estimated as per the following relation:

39 = (52 ()

(2.12)

In the above relation Np is the overall defect finesse, Ny the reflective finesse
and N is the overall finesse of the etalon. The overall defect finesse (Np), how-
ever, is estimated in terms of each defect limited finesse, as per the following

relation:

1 1 1 1
—) = - -
As shown in the equation above, the instrument finesse approaches a lower

) (2.13)

limit determined by the overall defect finesse “Np’ as the reflectivity of the
etalon plates is increased. The finesse of real spectrometers is further limited
by an external component which indirectly depends upon the selected Fabry-
Perot constants. This important component is the ‘Aperture function’. An aper-

ture is an area where the light flux after passing through the etalon and the
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camera lens is collected through a cone of a finite solid angle. Since the light
is integrated over the finite angular spread of the aperture, further broadening
of the resultant profile is effected by this process. This aperture limited finesse

N4p is given by the following relation:

8><fL2

Nap = (FSR)|— ]

(2.14)

In the above expression, f;, is the focal length of the camera lens used to focus
the light beam on the aperture and d is the diameter of the aperture. The wave-
length of the light is represented by \. Therefore, in the case of a Fabry-Perot,
all the broadening factors and corresponding finesse define its response to any
incoming emission. Hence, the determination of a line profile requires to have
a priori information about two factors: (i) a knowledge of the source under

consideration and (ii) a knowledge of the integrated instrument response.

2.5 Parameter Selection and Technical Details

The nightglow emission rates vary significantly from solar minimum to so-
lar maximum epoch. The present study deals with extended observations on
nightglow during solar minimum. The airgow intensity in the night sky ex-
hibits lot of variability which is produced by variations in the chemistry, abun-
dances of atoms, molecules or ions and their kinetic temperatures. To carry
out high resolution spectroscopy on line emissions having low volume emis-
sion rates (< 100 R), careful selection of the instrument parameters is called

for. The following sections deal with this aspect.

2.5.1 Fabry-Perot Etalon

As it is evident from the term, in ‘high resolution spectroscopy” a spectral de-
vice with high resolving power is required which is necessitated by the width
of the emission line to be resolved and the wavelength of emission. A Fabry-

Perot with a gap of 1 cm between the etalon plates and plate reflectivity of 85%
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and a resolving power of 6 x 10° is considered adequate for the present study.
An air gap etalon with optically contacted plates of 100 mm usable aperture
has been selected for the present study. The etalon plate parallelism and flat-

ness have been chosen to be 2 and 13- for the wavelength (63004) region of our

100
interest. The spectral scanning of the interference pattern formed by the Fabry-
Perot etalon, illuminated by the monochromatic light, is done by altering the
refractive index of air between the etalon plates, by changing the pressure of

the air between them, for normal incidence.

2.5.2 Static Aperture Size, Field of View and Resulting Luminosity

In the actual spectrometer of the kind used in the present study, changing the
refractive index of the medium between Fabry-Perot plates move the projected
interference fringes relative to a static aperture and thus facilitate the scanning
of the central fringe [Hernandez and Roble, 1979]. The choice of the size of this
static aperture is not arbitrary and is very important in deciding the required
tield of view of the instrument. The size of the aperture limits the amount of
useful flux a Fabry-Perot device can collect. The relation between the size of
the static aperture “f’, the order of the central fringe (n,) and the angle of ac-
ceptance 2(#) is the following:

cos) =1 — S (2.15)

No
(“f’ is also expressed in terms of order of the interference pattern) This aperture
will receive radiation which passes through the etalon between angles 0 and
¢ i.e. a cone of angle 20 subtended at the aperture. In other words, the field
of view of instrument is 26’. For a simple circular aperture having inner and

outer angular radii of ;( = 0 ) and 6, respectively. We have:

costh =1 (2.16)



64

costly =1 — s (2.17)

To
So, using the above equation the solid angle €2 associated with the aperture * f’

becomes

Q =27(1 — cosby) = 27Ti (2.18)

Mo
The resolving power (R,) for an ideal etalon, having very high reflectivity is

also defined as:

Mo
R, =— 2.19
7 (2.19)
Combining these two equations, we get
f s
O=927L =92 2.2
7Tno R (2.20)
Qx R, =27 (Jacquinot, 1954) (2.21)

The above equation reveals that the product of the solid angle of acceptance
and resolving power is a constant and equals (27). This relation between angle
of acceptance and resolving power forms a part of an important optics theo-

rem, which is known as the LRP criterion.

2.5.3 LRP Criterion

In reality, the actual resolving power ‘R’ of the instrument is less than R, and
there exists an appropriate aperture size for which the product of flux and
modulation (resolving power x angle of acceptance) is the highest. The max-
imisation of the above product is the base of LRP or luminosity - resolving
power product [Jacquinot, 1954, 1960]. In an important observation, Chabbal
[1953] found that the above said product is maximum only when the ratio of
the (half width at half maximum) HWHM of aperture (f*) to the HWHM of
the etalon - source combination (e*) is near unity. However, it has been shown

[Bruce, 1966; Hernandez, 1974] that the attainable value of f* in reality must
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always be smaller than 0.5. Thus, for actual observations, the LRP criterion
leads to the optimisation between luminous flux, aperture size and instrumen-
tal broadening. However, Hernandez and Roble [1979] has pointed out towards
the limitations of this approach and has derived [Hernandez 1986] the con-
ditions for operating a Fabry-Perot spectrometer for detecting line emissions
having contamination from a continuous background and noise inherent in
signal, limiting its precision. Figure(2.4) depicts the optimum range which
corresponds to the broad maximum in the figure. In the present investigation,
considering all the etalon parameters and an emission profile of source width
~ 0.1607 (normalised with free spectral range) at a Doppler temperature of 800
K, and using the LRP criterion yields, the optimum value for an aperture di-
ameter in the range of 3.3 mm to 4.3 mm. In this study, we had standardised
on a value of 3 mm, keeping in view the possibility of higher temperatures and
for this aperture, the estimated field of view for the instrument turns out to be

0.34°.

2.5.4 Interference Filter

In the present investigation, a very narrow band (FWHM-3 A) interference filter
was used to separate the wavelength of our interest. The tuning for the desired
wavelength can be done by tilting the interference filter relative to the optical
axis of the instrument or by varying the temperature of the filter. We use the
temperature tuning as it can increase or reduce the wavelength of the peak
transmission retaining its response characteristics, while tilting the filter shifts
the peak transmission wavelength only to lower wavelengths, at the same time

broadening the
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f/a

Figure(2.4): Range of operation of a Fabry Perot Spectrometer. The curves plotted are (i)
the ratio of ideal width to resultant width (convolution of ideal function with the aperture
broadening function), a/(a x f), Vs. ratio of aperture width to etalon width (f/ a) and (i) The
ratio of flux transmitted over one free spectral range, Y;/Yas, Vs. f/a. The product a/(a X f)
and Y;/Yao is shown as the labeled curve. The optimum range of operation correspond to
the broad maximum. (after Hernandez, 1986).



response curve while bringing down the peak transmission. In the actual set up,
bipolar temperature controllers employing Peltier elements, capable of doing both
heating and the cooling, are used to tune the interference filter which is housed in
a chamber kept at the desired temperature [Figure 2.5)]. The filter housing is sur-
rounded by thermo-electric modules i.e., Peltier elements. The bipolar mode of the
temperature controller automatically passes the current in a favourable direction
to either heat or cool the filter as per the requirement during actual operation. The
filter temperature, tuned to the peak transmission, is maintained to an accuracy
of better than 0.5°C. This ensures the filter to be functioning at maximum trans-
mission at the desired wavelength, for the given experimental conditions during

actual operation of the Fabry-Perot spectrometer.

Figure 2.5+ The interference filter assembly as used in the present instrument.
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2.5.5 Photomultiplier Tube

An EMI 9863 A (14 stage) photomultiplier tube with a cathode sensitivity of
at least 200 ;1A /lumen is used as a detector in the high resolution Fabry-Perot
spectrometer. This PMT has a multi alkali (NasK SbC's), coated S20 photo-
cathod of 9 mm effective diameter. The photocathod has a quantum efficiency
of ~ 6 % for 63004 radiation. It has a very small deadtime (10~ sec) and a gain
of the order of 107, which is perfectly suitable for our observations. This PMT
is operated at ~ —1650 V for maximum signal to noise ratio and is cooled to
less than —15°C for reducing the thermal noise to very low levels during ac-
tual airglow observations. The PMT output pulses (discrete photon counts) are
passed through a pulse amplifier discriminator (PAD) unit in order to discrim-
inate signal below 100 mV which corresponds to thermal noise and amplity
the rest beyond the discriminator threshold. The output in the form of counts

are fed to the data acquisition system.

2.5.6 Data Acquisition System

The data acquisition system is primarily the necessary electronics and consists
of two digital counters. One for the output pulses of the PMT and the other
for the pressure monitoring. A PC(486) is also a part of this acquition system.
It helps in faster storage and simultaneous display of the data. However, the
functioning of the system such as the integration time, mirror movement and
automatic pressure changes etc. are controlled by a software developed com-
pletely inhouse. Figure(2.6) depicts the schematic layout of the data acquition

system.
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2.6 Working of the High Resolution Central Aperture Scan-

ning Fabry-Perot Spectrometer

The basic optical layout of the high resolution Fabry-Perot spectrometer used
in the present investigation is depicted in Figure(2.7). The incoming airglow
from the nightsky at fixed elevation is directed into the 100mm FP etalon us-
ing high quality front silvered mirror. This mirror goes out of the field of view
of the instrument for zenith observation. The etalon (optically contacted) is
sealed inside a chamber with an optical window in the front end and a con-

verging camera lens in the rear
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end. The light, after multiple reflections inside the etalon, is projected onto the
3.0 mm aperture by means of the lens having a focal length of 50 cm. There-
fore, this instrument has /5 optics and 0.34° field of view. The gathered flux
at the scanning aperture is collimated and directed into a narrow band (34)
interference filter. The filter enables the separation of the flux corresponding
to the wavelength of our interest from the rest and the filtered light beam is fo-
cussed onto the detector i.e. EMI 9863 A, PMT operating in a photon counting
mode. The photons, thus counted are stored and displayed as intensity, in the

data acquisition system.

As mentioned earlier, the spectral scanning is accomplished by changing the
pressure in the FP chamber. Change in the pressure of the air between the
plates of the etalon, causes a change in the refractive index ‘y” of the medium
which in turn, scans the spectral distribution relative to the static aperture. A
stepper motor controlled piston drive unit, as per the requirement, varies the
pressure. In the present etalon (1 cm gap), a pressure change of ~ 90 torr (1
torr = 1 mm of Hg), with air as the medium, results in scanning of slightly
more than two orders of interference. The Free Spectral Range (FSR) in the
wavelength domain of interest i.e. 63004 is 0.1985A. As the nonlinearity in the
change of ‘i the refractive index, for a pressure change of 90 torr is only to the

extent of 10~% [Harnandez, 1986, itis taken as not so significant for our study.

However, the linearity in the temperature dependence of ‘" is ensured by
maintaining the thermal stability of the etalon to better than 0.1°C during a
particular scan; and to an extent of 0.5°C throughout the night. Thermal sta-
bility of the etalon becomes more important at places where faster variations
are experienced in the outside temperatures as the variation in etalon tem-

perature can cause a shift in the peak of observed Doppler profile, and hence
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the precautions. This stability is achieved by means of a dual heating sys-
tem for the etalon chamber. A resistive heating element is wound on the FP
chamber for linear proportional temperature control and a precision temper-
ature sensor (AD590) monitors the temperature of the chamber. In order to
provide the right ambient to the proportional temperature controller an outer
heating jacket with an on/off temperature control is provided. The chamber
outer jacket setting is kept typically ~ 25°C while the chamber itself is kept at
~ 27°C. This sort of a dual heating system can maintain the temperature of the

etalon to better than 0.1° C.

It has been observed that a shift of 0.0002A4 corresponds to a wind of 10 m/s
during the observations. For accurate monitoring of the pressure inside the
etalon, a high precision temperature controlled (<1°C) absolute pressure trans-
ducer is used in the present experimental set up. This device has a Barocel
pressure sensing element which acts as a precise and a stable capacitive po-
tentiometer. In this, a thin prestressed metal diaphragm separating two gas
tight enclosures is positioned between the capacitor plates. The difference in
pressure, deflects the diaphragm and in turn, varies the relative capacitance
between the diaphragm and the capacitor plates. The capacitance variations
in terms of output voltage, represent the applied pressure. The accuracy of

pressure reading is better than + 0.05%.

In the actual operational mode, the synchronization between the piston move-
ment and the data acquisition, is of prime importance. The pressure inside
the etalon is allowed to stabilise after each step when the pressure is changed
(every movement of piston changes the pressure by ~ 1 torr). The counters,
for photons and pressure counting, are enabled only after this stabilisation
and then the airglow photons are counted for the required integration time

which is kept at 10 or 20 seconds depending on the intensity level. A spectral
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scan covering one order takes about 18 minutes. The complete operation of
the present Fabry Perot Spectrometer (FPS) is now programmable and menu
driven which includes forward and reverse scanning of the interference fringe
for a given pressure range and changing the direction of observation in eleva-

tion and azimuth.

The representative instrument parameters are:

(i) Typical FWHM of the airglow line profile = .025A (12 torr)
(ii) FSR = .1985A4 (91 torr)
(iii) Contrast =15

(iv) Overall instrument finesse of ~ 8.

The instrument parameters are retrieved from the line profile, obtained
from the relative scanning of the central interference fringe with respect to the
static aperture, for a standard source i.e. a single mode He-Ne laser operating
at 6328A. In order to take into account the day to day changes in these pa-
rameters because of the change in stability of any of the devices being used in
the optical setup, instrumental scans are taken at the beginning of observation
each night. The actual instrumental set up in the Optical Aeronomy Labora-

tory at Mt. Abu is depicted in Figure(2.8)
2.7 Retrieval of Doppler Parameters from Observed Interfer-
ence Fringes

During actual observations, through the Fabry-Perot spectrometer, the output

profile is a distortion of the original source profile by the finite band pass of
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the instrument. In a more rigorous mathematical explanation - all the instru-
ment broadening functions get superimposed on the source width and the fi-
nal result is a broadened representation of the original intensity distribution.
In other words it is a convolution of the source function with the instrumen-
tal function. The instrument now acts as a window over which each spectral
element of the source function is integrated. The output profile, therefore, is

expressed as a convolution of the source profile with the instrument function.
EO(x) = [I(x — ) * S(z')dx (2.22)

EO(z) is the expected output profile. I(z) is the Instrument broadening func-
tion. S(x) is the source function. The convolution of the individual broadening
function with the instrument function has been considered by many workers
[Chabbal, 1953; Turgeon and Shepherd, 1962; Hernandez, 1966]. However, in actual
observations the intensity of the signal is contaminated by inherent noise, the
background continuum and contributions from neighbouring spectral sources

if present. So the



Figure(2.8): The actual Experimental setup at Mt. Abu.
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actual observed profile O(z) is given as:
O(z) = EO(x) + ¢(x) + B (2.23)

e(x) and B are the noise and background continuum respectively. Therefore,
in order to retrieve the Doppler parameters, the source function S(x), is to be

obtained first, from the observed, convolved, nightglow intensity profile.

Its clear from the convolution integral above, that one obvious way to obtain
the source function S(z) would be to go for a deconvolution process in the
Fourier domain. But, for signals having inherent noises, this process of de-
convolution becomes ill conditioned and hence cannot reproduce the source
function without having added some side effects [Cooper, 1977]. Anandarao
and Suhasini [1986] also have shown results confirming the above aspects of
a deconvolution approach. A new method to retrieve the Doppler parameter
was developed which is largely based on the work of [Gurubaran, Ph.D. thesis,
1993] taking into account not only the noise inherent in the signal but also the

various limitations faced during the observations.

The approach adopted in the the present analysis, is discussed in the following

sections.

2.8 Spectral Line Shape

In the upper atmosphere, the fraction of atoms emitting airglow at a certain
wavelength and intensity under thermal equilibrium at temperature are rep-
resented by the Gaussian distribution in the following way:

(A= X)?

I,
d\? |

I(A) = A\ exp|

(2.24)
This Gaussian distribution is centered about )\, and the width of the Gaussian
distribution (d)\) arises because of the distribution of velocities of atoms con-

tributing towards the particular spectral emission. The Doppler width of the
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emission profile is related to the full width at half maximum (6\) by

SA = (2VIn2)dX (2.25)

and to the kinetic temperature 7}, by:

o\ T
=716 x 1077 |22 2.2
Iy 7.16 x 10 i (2.26)

M is the molecular/atomic weight of the emitting species in atomic mass units

(amu).

The same (Gaussian) emission line profile as observed by our Fabry-

Perot spectrometer could be written as:

BO(X., P) = - I(X:, X,)S(X,, P) (2.27)
k=1

The functions EO(X;, F;), I(X;, X)) and S(X}, P;) are the expected output pro-
tile, instrument function and the source function respectively. The above ex-
pression represents the scanning of interference fringes, the data taken in terms
of discrete steps in the parameter X; i.e. pressure in our case. In this scanning
technique, the net result of a scan over a free spectral range is a set of sample
points. The parameters of the Doppler profile to be determined are P;’s, i.e.
Py, Py, P; which are peak line intensity, the line center and the line width re-
spectively. In terms of P, P, P; (the required parameters) the source profile
becomes:

S(Xk, Pj) = () expl— ] (2.28)

2.8.1 Determination of P;’s

Since the form of the expected output profile EO(X;, P;) is known, an approach

of linearizing the fitted curve function EO(X;, P;) in the parameter space close
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to the optimum values of P;’s is adopted for the determination of P;’s [Draper
and Smith, 1966; Bevington, 1969]. The linearization process uses the results
of linear least squares which is an iterative procedure based on Taylor series
expansion about the approximated required solution of P;’s. As the first step,
the profile function EO(Xj;, F;) is expanded in a Taylor series about P;’s ( a set

of initial approximate solutions).

EO(X;, P)) = EO(X;, P;°) + 3. (8(513 )0) p; (2.29)
J=1 J i
where
P;=P°+ P (2.30)
and
EO = EO(X;, P,°) (2.31)

The higher order dependence of P; is neglected in the Taylor expansion. The
initial value of Pj/.s correspond to the observed profile O(X;) assuming the
O(X;) follows Gaussian distribution. Sum of the squares of deviation (x?) be-

comes:

= S WIO(X) — EO(X,, P°)] (2.32)
=1

Minimisation of the above term would lead to three equations which are to be
solved for P;". Thus found P;’s, give the estimate of the parameters to be used
as initial value for the next iteration. In our case, the convolved output or the

Doppler Broadened profile is given by

EO(X;, P}) = ki I(X; — X3) [Pl exp ((PZ'_X’“)Z> (2.33)
=1

Py Py?

For the minimisation of sum squares of deviation, the deviations with respect

to P; should be zero i.e.

.
opP,

n 0 2
_zwi{O(Xn—EO(Xi,aO)—_Z (aaE]f ) P} —0 @3
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n 3. (OFEO° | (OEO°
2 - 0(X,) — EO(X;, P, p/| (55
< S 0(X;) — EO(X,. ) - z(ap) “apk

second and higher order derivatives are neglected. However, the derivatives

)_ _0 (2.35)

are
6(;]7310) _ (l;lO) (2.36)
655320) _ 2(X§31—2 P) po (2.37)
o - [l o

For brevity, function EO(X;, P;) is written as only EO in expression above.

Equation (2.39) below provides the normal equation.

n OFEO°\ & OFEO%\ 3 dF0°\ (OEO°

W;0(X; | =S W,EO(X;, P;° : ,
Z:l ( )<apk>”_21 ( ”(apk)i E (ap><apk>z
(2.39)

The important thing here is, that, the derivatives aaiO

k

are numbers and the
above equation gives a set of simultaneous equation to be solved for P, P,

and Ps. If

n OFEO° OFEO°
z‘;WO( )<8Pk0>i 2. WO <3Pk0> Ci (240)
The normal equation becomes:
n OFO OFO )
—;M[Z(a]gj)i(a&)i&]—o (24D
SO
OFO OFEO OFO OFEO
— —_— — 2.42
ZW{(@P > +<8P20)¢+<6P3°>j<aplo>i 242)
similar solutions for k=1, 2, 3 can be written as:
Ci= AP+ APy + AisPs (2.43)
Cy = A P + Ap Py + Ax3Ps (2.44)

C3 = A1 P1 + Ao Py + A3z Ps (2.45)

P =
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Or in matrix form, the above equation can be written as

C A A A P
Cy | = | An Az A Py (2.46)
Cs Az Aszy Asg P3
In other words,
C=AxP (2.47)

C, Aand P are general terms used for the above mentioned matrices. To obtain

P we used matrix inversion technique.

P=CxA"!

and the estimates of P;’s are obtained by adopting Gauses - Jordan elimination
processes for coefficient matrix A~!. Thus estimated P;’s serve as the initial
values for the next iteration, and the whole procedure is repeated till the solu-

tion converges.

2.8.2 The Noise Reduction and Estimation of Background

All the data points observed during a scan consist of the desired signal and
some superimposed noise, which is random in nature. It is to be noted that this
noise becomes more dominant when the signal strength becomes low. How-
ever, the frequency spectrum of the noise is rather flat compared to that of
the fringe peak [Hays and Roble, 1971]. The photons falling into the detector
during a real time observation follow Poisson distribution [Bevington, 1969;
Hernandez, 1986]. In other words, if the detector observed N photons having
inherent noise for a given time, then the variance of this distribution i.e. \[(N )
is a measure of the statistical observational uncertainty. The importance of
these uncertainties in actual conditions is highlighted and quantified by Her-
nandez in a series of papers [1978, 1979, 1982, 1985]. Hays and Roble [1971]

have clearly shown that the Fourier decomposition technique can efficiently
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filter out the high frequency component i.e. noise, from the incoming signal
photon fields, by using only the first five coefficients. We have adopted the
above said Fourier decomposition technique to minimise the random errors
associated with photon noise. The airglow profile which is a function of pres-
sure (wavelength) and is Gaussian in shape and can mathematically be written
as the superposition of even (cosine functions) and odd (sine) functions of var-
ious orders (m). If Y;(x) is the actual airglow profile then in terms of Fourier

components it can be written as

Yi(X) = YZCO + > Y, cos(mX + ) (2.48)

here Y, is the zeroth order transform of the data. In the analysis m = 4 is

our limit for coefficient order, as explained above. The amplitude is defined

by \/ (Yem” + Ysn?) and « as tcm_l(}}jz—:) are the odd and even (Sine and Cosine)
Fourier transform of the data. This method enables us to treat the data free
of inherent random noise. However, there remains one more component of
noise to be removed from the observed data that is in the form of background

continuum.

There is no qualitative definition, describing the background, but the
lowering of contrast in observed profiles is associated with the presence of
background radiation during observations. It has been shown [Chabbal, 1953]
that the observed contrast (C,.) of the airglow profile is always less than the
instrument contrast (C) and is related to the product of the instrument con-
trast and the transmission of the etalon(7). He also gave a theoretical response
curve for the instrument as variation of transmission for the etalon for differ-
ent source width(s) compared to etalon widths (£), where the transmission
actually is:

Cact

r="4 (2.49)

C'is the resultant contrast for an ideal monochromatic source (zero width) and
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C,t 1 the contrast for assumed source widths. The observed contrast C,; is

given by

Lar — BG
Cac = 7 5~
' Imm - BG

Lz, Inmin, BG, represent the maximum and minimum and background inten-

(2.50)

sity levels respectively.

Using the above expressions (2.49) and (2.50) and the transmission curve,
the background can be estimated for any source (i.e. source widths under
consideration). The estimated background is subtracted from the observed
(data) and then the profile is subjected to the analysis for determination of
the Doppler parameters. Figure(2.9) shows the deconvolved airglow profile
after applying the Fourier decomposition technique for noise reduction and
due correction for the background. A theoretical profile determined for the

estimated temperature from the former profile is also shown for comparison.

2.8.3 Estimation of Errors in the Evaluation of Doppler Parameters

Owing to the nature of the distribution of observed photons and inherent noise
in our measurements, the uncertainty associated with the determination of P,
parameters is the root sum square of the products of the standard deviation
of each data point (0;) multiplied by the effect that the data point has on its

determination [Bevington, 1969].

{aiz <880ij(i>2] (2.51)

Q
)
[\
[
M=
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Figure 2.9: The deconvolved airglow profile after noise reduction and due correction for

background. A theoretical profile determined for the measured temperature is also shown.

However, the fluctuations are statistical and so, the uncertainties o; are given by
\/m which is the observation corresponding to variable X; [Hernandez, 1978].
As it is clear eqn(2.51) that for the determination of the uncertanties, the devia-
tion of P; with respect to the observation O(X;) is to be estimated; while P;’s are

obtained from the solution of the normal equations.

P=A1'%C (2.52)

p= 3. [Ewiox) - pox oy ()| @s®

k=1

where (A7');, are the elements of the inverse matrix A~!. The derivative %&j is
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is :
O IS (A7), 3 (A7), S W {O(X,) — EO(X, )
00(X;)  90(X;) [im S IH Z Z v
(2.54)
OP; 3 ) 0
80?@ =2 (AW, (g)i (2.55)

So the uncertainty

The above expression is a matrix, whose diagonal elements are the uncertain-

ties of the parameters P;’s. This method is based on the earlier formulation
used to determine the Doppler parameters [Sridharan et al. 1991; Gurubaran

1993].

2.9 Limitations in the Retrieval of Doppler Parameters

The data reduction technique described above was developed taking all the
instrumental parameters and the stability factors into account, including the
limitations imposed by variations in the airglow source region itself. Some of

the factors which limit the precision of the retrieved Doppler parameters are,

(i) Tilt in the static aperture.

(ii) Fast airglow intensity variations.

(iii) Extremely low signal strength.

(iv) Shears present in the winds in the emitting region.

(v) Contamination from other spectral sources in the nearby wavelength re-

gion.

As most of these factors cannot be dealt with directly, except (i); only their
effects on the estimation of parameters can be minimised. The merits of al-
ternative approaches adopted by us to minimise these effects, in the present

investigation are discussed below:
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2.9.1 Aperture Tilt

As in the present Fabry-Perot spectrometer, the central interference fringe is
being pressure scanned over the static aperture, any tilt with respect to the
optic axis in the aperture plane would cause an asymmetry in the observed
profile. The effect of such a tilt can be seen during the scan only when the
central fringe crosses the aperture boundary while going out or converging
in. Hence, the asymmetry would appear on the scanned profile on the left
or the right half, depending on the direction of the scan. To eliminate any
ambiguity in the profile because of asymmetry; we swap that half of the profile
which is unaffected by the tilt of the aperture in order to get a complete smooth
profile. The resulting profile, thus obtained is relatively free of any distortions
or asymmetry and is analysed using the procedure described in the previous
sections. This method had been found to be successful for a variety of profiles

with varying intensities.
2.9.2 Airglow Intensity Changes

Faster variations in observed airglow intensity levels can be caused by many
processes which can be both local and non local in origin. One such local pro-
cess which is known to cause such changes in nightglow is the Equatorial Ioni-
sation Anomaly (EIA). This process will be discussed in detail in the following
chapters. Such fast intensity variations due to processes like EIA can cause
large distortions in the profile shape and width leading to large uncertainties
in the estimated Doppler parameters when the airglow intensities are low. It
has been seen during the present investigation, that, if the intensity changes
are more than 25% during a scan, significant fluctuations in estimated temper-
atures are experienced. So the profiles with such drastic changes in intensity
are not included for the estimation of Doppler parameters. At the same time,

very low levels of airglow intensity have significant noise level merged in the
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signal, which yields a very low signal to noise ratio not adequate enough to
obtain reliable Doppler temperatures and winds [Hernandez and Roble, 1976,
1978]. For Mt. Abu, airglow profiles having peak photon counts less than 100
are rejected. Unfortunately, such low count levels are quiet frequent during
solar minimum epoch rendering a limited optical data base to derive neutral

parameters i.e. temperature and winds.

2.9.3 Velocity Gradients and Gross Motions

As it has been pointed out earlier, the distribution of atoms/molecules emit-
ting the airglow follow a Maxwellian distribution. The fundamental assump-
tion in this is that the region from where the emission originates is more or less
in uniform motion or there are no vertical velocity gradients therein. Biondi and
Fiebelman [1968] have shown during their observations from Laurel mountain,
Pennsylvania, sharp gradient in wind velocity within the emitting region were
possible at least on occasions. These gradients would distort the observed air-
glow profiles causing marked asymmetries. However, the rocket cloud exper-
iments in Indian zone [Sridharan et al. 1989, 1993] clearly suggested that such
gross motion or shears are not a common occurrence. Irrespective of the cause,

severely distorted profiles are screened out and not included in the analysis.

2.9.4 Contamination from Nearby Emissions

The analysis procedure described in earlier sections applies to Doppler broad-
ened emission lines which are free from the contribution of the overlapping
orders of nearby emissions. However, the OI('D —3 P) transitions at 63004
may get influenced by the overlapping orders from the nearby OH (9, 3) and
OH (5.0) vibration bands if their intensities are above certain levels [Armstrong
, 1969]. The presence of these vibrational lines (6287.5,6297.9, 63074) in the
vicinity of 63004 is well identified but the effect of their contamination to

63004 is not understood properly. Nevertheless, it has been established that
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at certain times when the airglow emission rate goes below 20R, the OH con-
tribution has been observed to be significant [Hernandez 1974]. These emission
bands are usually weak and proper instrument design and appropriate selec-
tion of filters would minimise their effect on Doppler parameters. The narrow
band interference filter used in our instrument can effectively remove these
lines except the one centered at 6297.9A. In order to minimise the effect of this
line, the Fabry-Perot etalon (1 cm gap) is so chosen as to make this emission
feature, which lies at the falling edge of the filter transmission, appear right
in the middle of the 63004 airglow profiles corresponding to adjacent orders.
At this position where the contribution from other orders is least, 6297.94 O H
line is not significant in contaminating the observations of 63004 emission in
the nightsky. However, the possibility of OH contamination cannot totally be
ruled out on occasions when the molecular emission intensity becomes high,
as the overall operating finesse of the system is kept only at ~ 8 in order to be

able to maintain the luminosity requirement of the spectrometer.

The results presented in the following chapters are based on the Doppler
parameters obtained using the central aperture scanning high resolution FP
spectrometer and following the data analysis procedure, discussed in this chap-

ter.



Chapter 3

Low Latitude TIS During Quiet Times

3.1 Introduction

The emphasis in the present study is on the self-consistent physical descrip-
tion of the relevant processes prevalent in the thermosphere-ionosphere sys-
tem (TIS). Since, the physical, chemical, radiative and dynamical processes
occurring within the whole of upper atmosphere depend upon altitude, lo-
cation on the globe, time and season characterized by the temporal and spatial
variations in temperature, composition and dynamics, it is extremely complex
to address any particular problem taking all these factors into account simul-
taneously. So, we have restricted our investigation to that part of the upper
atmosphere which is predominantly neutral, but has plasma immersed in it
i.e. the thermosphere and the ionosphere. In the following sections, a de-
tailed description of our present study on different coupling aspects of the low
latitude thermosphere - ionosphere system, which is based on observational
data on neutral temperatures, winds, F-region heights and densities obtained
from Mt.Abu (24.6° N,72.7° E geographic; 20° N dip lat.) and Ahmedabad
(23°N, 72.1° E geographic, 18.4° diplat.) during geomagnetically quite times, is
provided.

The thermosphere - ionosphere, a complex, chemically and physically

integrated system (TIS) is closely connected to activities in the sun through the

89
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interplanetary medium, to the magnetosphere higher above and also to the
lower atmosphere. Under normal conditions, a dynamical equilibrium per-
sists between the neutral and ionized species characterized by their produc-
tion, loss and transport. The ionosphere is constantly under the influence of
electromagnetic drifts, thermospheric neutral winds and diffusion. Since grav-
ity and pressure gradients also contribute to the overall motion, it becomes
difficult to unambiguously interpret the behaviour of this dynamic system as
a whole, at any given time. During the day, production of ionisation results
in creating horizontally stratified plasma layers known as E and F-regions.
During the night, while the E-region plasma content disappears as a result
of increased recombinations; the F-region plasma density, though decreasing,
remains significant enough to participate and influence the overall energetics
and dynamics. Expectedly the plasma drifts have a strong dependence on the
geometry of the magnetic field lines, as, all the electrodynamical processes de-
pend on the orientation of interacting magnetic and electric fields. However,
for a comprehensive understanding of the ionospheric processes, one should
know how the ions and electrons move in response to neutral winds, elec-
trical conductivity, polarization fields, atmospheric impedances resulting into
‘voltage and current generators’, field aligned currents and the interaction of
conjugate ionospheres [Rishbeth, 1997]. The processes, which control the ionic
motion resulting in transferring energy and momentum to neutrals thereby in-
fluencing the neutral dynamics and vice-versa, are of chemical, fluid dynam-
ical and electrodynamical origin. The movement of ionisation, especially the
F-layer of ionisation, under the influence of the above stated processes, serves
as an excellent indicator in the investigation of the very nature of the mutual

coupling in the thermospheric-ionospheric system (TIS) [Rishbeth et al., 1978].

As a system, TIS displays large variabilities with altitude, latitude, longitude,
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local time, season, solar and geomagnetic activity. The early works of Rishbeth
[1969, 1978, 1979, 1985] provide a very useful insight into the various phys-
ical mechanisms operating in the low latitude or equatorial F-region. Begin-
ning from the earlier works on ionospheric conductivity [Cowling 1945;Baker
and Martyn 1953;Chapman 1956], to comparatively recent topics of E and F re-
gion dynamics [Matsushita 1969; Rishbeth and Garriot 1969; Kelley 1989; Crain
et al. 1993]; and unique geophysical phenomena like the Equatorial Temper-
ature and Wind Anomaly (ETWA)[Raghavarao et al. 1991]; formation of addi-
tional F3 layer near geomagnetic equator [Balan and Bailey 1995] and plasma
temperature anomaly [Balan et al. 1997], there has been a tremendous growth
in our understanding of the nature of the low and equatorial thermosphere-

ionosphere system.

As discussed in chapter 1, it is recognized now that some of the important iono-
spheric parameters namely electric fields and the consequent plasma drifts as
well as height distribution of plasma density are governed to a large extent by
the magnitude and the direction of the thermospheric winds. The zonal wind
flow leads to the generation of polarization electric fields by pushing the iono-
spheric plasma across the magnetic field lines. For the thermally driven wind
system, the collisions between the neutrals and the ambient ions which are
confined only to move along the magnetic field lines, results in the ‘ion-drag’
which in turn limits the movement of the neutrals. Ion-drag also provides the
momentum coupling to large scale atmospheric motions e.g. thermospheric
tides [Rishbeth 1979, Forbes et al. 1982].

Further, the F-region dynamics is also controlled by the interplay between the
chemical and plasma diffusion processes. The winds and electric fields can
move the F-layer to altitudes where the recombination and diffusion coeffi-

cients are different. This would cause a change in plasma density distribution
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which in turn can affect the ‘in situ” wind and electric field. This sort of feed-
back mechanism in the complex web of interacting processes in TIS is referred
to as ‘servo mechanism’. Rishbeth [1967], observing the perturbations of F layer
from equilibrium distribution under the influence of external forces, proposed
this motion to be a part of the servo mechanism. The effect of the external
forces, especially the winds in both day and night equilibrium layer was in-
vestigated for the first time. Followed by this, Rishbeth et al. [1978] put forward
a model known as ‘servo model’ to investigate the basic interactive nature of
thermosphere - ionosphere system. The servo model offers possibilities of ex-
amining the behaviour of the ionic species i.e. the F-layer and its response to
applied perturbations in the presence of neutral species. This model has found
its real use in a number of studies reported in the literature [Yagi and Dyson,
1985; Miller et al. 1986; Buonsanto 1989; Forbes and Roble, 1990; Sridharan et al.
1991; Gurubaran et al. 1993; Pant and Sridharan 1998]. The servo model treats
the F-layer as a unit, and therefore cannot provide any information about the
height variations taking place within the layer. In spite of this limitation, it
is a convenient tool to investigate the thermosphere - ionosphere system as it
couples the thermospheric parameters like temperature and winds with iono-
spheric parameters such as peak density and height of the layer i.e. N,,,, and
hmaz- In the following section, a brief description of the servo model is given
followed by a discussion on the behaviour of the thermosphere and ionosphere

as a servo system from a low latitude station Mt. Abu.

3.2 The Servo Mechanism

As per the general definition, the servo mechanism is a feedback control sys-
tem in which the controlled variable is the position. The steady-state can be
interpreted as a steady dynamic condition of the system. In similar lines, the

F-layer was envisaged as behaving like a servo-system in which the system
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equilibrium is the altitude location of F2-peak which is disturbed by time vary-
ing external perturbations i.e. the drifts. The servo mechanism gets operative
and the system responds by seeking new equilibrium position with finite time
constants [Rishbeth, 1967]. The ‘feedback’ channel to this system is facilitated
by the ion-neutral interactions. The most intriguing feature of the F-layer is
the large variabilities in its vertical motion. Martyn [1956] postulated the elec-
tro dynamical forces and winds associated with ionospheric current systems
to be responsible for the F-layer vertical drifts over the equator. The thermo-
spheric wind system which is set up by diurnal heating and cooling of the
thermosphere were also invoked to explain the vertical drifts experienced by

the F-layer [Giesler, 1966]. However, these studies pertain to mid latitudes.

The contribution of diffusion to overall motion of the F2-layer (plasma)
was illustrated clearly by Shimazaki [1957]. Both the ‘day equilibrium layer’
and ‘night stationary layer” were investigated by Rishbeth [1967], in terms of
the effect of winds on them. It became clear from these studies that large ther-
mospheric winds cause significant day to night changes in the heights of the
peak electron density of the F2-layer. It is important to note that the ioniza-
tion within the thermosphere - ionosphere system is tied up with the magnetic
field lines, and the diffusion of ionisation along the magnetic field lines in the
vertical direction would only be possible if the field lines have a finite mag-
netic dip angle. The plasma diffusion velocity is known to be proportional
to sin” I where ‘I’ is the magnetic dip angle, which means that, the vertical
diffusion gets inhibited over the dip equator. Therefore the electrodynamical
processes control the dynamics of the F-region and the associated variabilities.
In short, the dynamical behaviour of the F-layer at any given instant of time
is governed to a large extent by transport of ionisation, apart from production

and loss. The realistic physical description of the F-layer is brought out by the
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continuity equation. In the following section, the importance of the continuity

equation for F2 layer, in the context of servo model is discussed in detail.

3.3 The F-layer Movement and the Continuity Equation

As has been discussed already, the solar radiation provides the necessary en-
ergy to maintain the thermal budget of thermosphere and to produce ionisa-
tion to a large extent. The major loss processes for the ionisation are the recom-
bination processes. From the discussion above, the variation of F-layer height
is not just a result of the production and loss processes, instead, it is dependent
on the transport processes too, which operate almost simultaneously. The con-
tinuity equation for the F-layer is given by:

agj:q—L—V.(Nv) (3.1)
The left hand term of the equation is the rate of change of plasma density ‘N’.
‘q’ is the production rate of plasma and L the loss rate. The transport processes
result in a net drift velocity ‘v”. The change due to the transport term is repre-
sented by the divergence of the plasma flux which is ‘V.(/Nv)". It is important
to note, that for the study of motion of individual species i.e. electrons and
ions, the same continuity equation holds true. During daytime, the ionosphere
(F-region) below 200 km is found to be in “photochemical equilibrium’. In this
quasi-equilibrium state, the transport term is treated only as a small perturba-
tion and is usually neglected. Under equilibrium, the production is balanced
by the loss i.e. ¢ = L(N). The rate of ionisation loss takes a linear form given
by ‘BN’ (3 being the effective loss coefficient). During nighttime, the situation
changes drastically with the production term becoming zero. The average life
time of the ambient ions increases considerably due to the decreased densities,
thus making the F-region plasma sensitive for any external perturbation and

as a result the term % becomes significant. A very comprehensive discussion
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of all these processes is given by Rishbeth [1969, 1986]. The important transport

processes are enumerated below.

3.4 Wind Induced Drifts

As discussed earlier, the plasma can be moved along the field lines by neutral
meridional winds. The resulting vertical drift velocity induced on the plasma

by steady thermospheric wind vector U, is given by the following equation.

V, = W-B)B _ i osIsinl (3.2)

BP

Figure(3.1) clearly depicts the component of vertical drift to be U cos I sin /.
Over low and mid latitudes, the wind can push the F-region plasma up and
down along the field line, depending upon its polarity i.e. whether it is equa-
torward or poleward. It could easily be seen through figure(3.1) that the effect
of meridional winds on the F-region maximises at 45° dip angle corresponding

to 22.5° dip latitude.

3.5 Electromagnetic Drifts

The plasma can also be moved up and down by electromagnetic forces in the
presence of an electric field E. However, the generation of these fields depends
upon the atmospheric dynamo and other external processes. The combined in-
teraction of electric and magnetic field induces an (E x B) drift to the charged
particles [fig. (3.2)], and is given by the following formula.

Ve = (E‘B»XPB) (3.3)
The electromagnetic drift is independent of charge and mass of the drifting

particles. Thus, under the influence of this electromagnetic drift, the electrons

and
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Figure 3.1: The meridional wind induced motion to the plasma. A southward neutral wind
U will impart velocity U cos I to the plasma along the field lines. An upward component
U cos I'sin I will also act. (Rishbeth and Garriott 1969)

Figure 3.2: The geometry of the magnetic field and the electromagnetic drift. The plasma

drift %‘l—g has an upward component V cos I and a northward component V sin I

(Rishbeth and Garriott 1969)
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ions move together and do not produce any net current. However, the ion-

drag or ion neutral collisions tend to reduce the magnitude of drift term.

3.6 Diffusion

The plasma, like any other gas, diffuses under the action of gravity and of its
own partial pressure gradients. The generation of polarisation electric field
between the electrons and ions does not allow the particles to diffuse indepen-
dently, therefore, both the species diffuse together which is known as ‘ambipo-
lar diffusion’. Diffusion proceeds rapidly in the upper thermosphere i.e. in the
F-region heights. Therefore, above 250 km the transport terms become more
significant than the production and the loss terms. While Chapman and Cowling
[1952] gave the theory of diffusion in its mathematical details, Rishbeth [1969]
derived the plasma diffusion velocity based on simple force balance equations.
As per his derivation, the plasma diffusion velocity, in the absence of thermal
diffusion is given by:
1 ON 10T pu

Vp = D(h) N B + T + H]Sm I (3.4)

In this expression 7' is the neutral temperature, H is the scale height. The mean
molecular weights of the plasma and the ionized gas becomes 1/2 if both are
chemically the same. D(h) is the diffusion coefficient at an altitude h. [Shi-
mazaki, 1957; Rishbeth and Baron, 1960]. Martyn’s [1956] derivation of diffusion
velocity was based on a single particle diffusing through the surrounding gas
undergoing collisions as it did so. Supposing that the mass of the particle is
m;, collision frequency is v;, the force causing the motion is gravitational i.e.

m;g and the pressure gradient which is —%* where P, = P, = NkT (k is the

Boltzmann constant). The net force ‘F” is:

F=—-mjg———x— (3.5)
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and the drift velocity Vp should be = L

miV;

g  2kT ON

] (3.6)
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If the magnetic dip angle is also taken into account, then

Vp = [Vi miViNah] X sin/ (3.7)
B 2HON.g .,
VD = —[1 + W%];@ X sin“/ (38)

Comparing equations(3.4) and (3.8) and neglecting the vertical temperature
gradients, the ‘diffusion coefficient” D(h) = % and the diffusion velocity ‘Vp’
at the height of maximum electron density in terms of diffusion coefficient
becomes:

D

o Tm 52
Vp = S oin I (3.9)

3.6.1 Solar Heating Effects

Apart from the above stated transport processes, large scale phenomena which
affect both the neutral air as well as the charged particles or the plasma, is the
diurnal cycle of solar heating which causes expansion and contraction of the
atmosphere. The changes in the thermospheric temperature affect the energet-
ics of plasma and neutrals which in turn lead to changes in the height of the
constant pressure levels. Apart from this, temperature dependent parameters
like diffusion coefficient ‘D’ and chemical recombination coefficient ‘4" can al-
ter the net effect of transport with the variation of thermospheric temperature.
It is quite clear from the above that the study of the F2-layer movement, under
the influence of production, loss, diffusion and drifts is an important aspect in

the investigation of the coupling mechanisms in the TIS.

The F2 peak is moved over to a new position (altitude) under the ac-
tion of the above stated forces, thus, in turn affecting the very processes which
caused the drift. However, the dip angle dependence of diffusion leads to a
natural question-to what extent the servo model holds true for low and equa-

torial latitudes. Therefore, in order to study the low latitude TIS, it becomes
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important not only to test the validity of servo model over these latitudes but
also to investigate the very nature of different processes. Such an investigation
is complex due to the presence of many large scale processes like the Equato-
rial Ionisation Anomaly (EIA) [Appleton 1946, Moffett, 1979], Neutral Anomaly
[Hedin and Mayr, 1973], Equatorial Temperature and Wind Anomaly (ETWA)
[Raghavarao et al. 1991], Equatorial spread-F [Fejer and Kelley, 1980] and Mid-
night Temperature Maximum (MTM) [Spencer et al. 1979]. Their contribution
in terms of energy and dynamics to the TIS are largely unknown, especially the
newly discovered ETWA which has a direct bearing. All the relevant low lati-
tude processes have been comprehensively reviewed by Abdu[1997] and have

already been dealt with in the introduction.

In the present investigation, we have dealt with both the validation and
extension of servo model to low latitudes for different geophysical conditions
and have attempted to quantify and incorporate the energetic changes due to
ETWA in low latitude model representation of TIS. Chapter 5 deals with the
second aspect in detail. The present chapter deals with the first aspect restrict-
ing to magnetically quiet, solar minimum periods. Coordinated measurements
on thermospheric parameters namely temperature and wind are used in con-
junction with the peak height of the F2-layer obtained from the ground based
ionosonde, during nighttime. The Servo model, proposed by Rishbeth [1978],
is used as a tool in a way similar to the one adopted by Gurubaran et al. [1993].
In the following section, a description of the servo model followed by its ap-
plication to low latitudes in the context of the ‘night stationary layer” i.e, the

F-layer peak during nighttime is given.
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3.7 The Servo Model

The continuity equation for ion or electron concentration (V) at the F2-peak
is the basic servo equation, which has already been discussed in previous sec-

tions. The servo equation is of the form:

ON 1 O(NV2)
o N T

(3.10)

Here the representation is in terms of reduced height ‘2" which is measured in
terms of scale height “H{’ of neutral ionizable gas. The reference for the reduced
height i.e., z = 0 is defined to be the altitude of the F2-peak at which it remains
in the absence of applied drifts. It is also defined as the ‘balance height’. The
terms ¢, ¢, 3, V, used in the servo equation are time, production rate, loss co-
efficient and vertical upward plasma velocity respectively. The servo model
[Rishbeth et al. 1978] obeys the following laws:

(a) In the absence of any applied drift, the F2-peak lies at a ‘balance height’
determined by diffusion and loss.

(b) Vertical drifts due to electric fields or neutral air winds displace the equi-
librium position of the peak to a new level, which is time-varying if the drift is
time-varying.

(c) At any instant the actual height of the peak approaches its equilibrium
value at a rate determined by diffusion and loss.

(d) The rate of change of peak electron density is determined by local values

of the production rate and loss coefficient.

The servo equation incorporates the fourth law (d) directly in equation(3.10)
in the form of a continuity equation. Based on the above laws, the transport
effects are assumed to arise only in vertical direction. For simplicity, any pa-
rameter associated with the F2-peak at any instant is denoted by using a suffix

‘m” with the notation. To estimate the time rate of change of plasma content
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from the F2 peak i.e. from z = z,, to z = oo; the servo equation is integrated

from z = z,, to oo on both sides.

H gt T Ndz=H [ (q— BN)dz — oo + NV (3.11)

®, corresponds to the plasma flux flowing outwards along the magnetic field
lines at the top of the ionosphere (i.e. z = 00). Accounting for the relative

vertical velocity of the plasma and the peak. the above equation becomes:

00 00 dm
no Ndz=H [~ (q— BN)dz = ®og + Nyp(Vary — H="

5% ) pm ) (3.12)

However, equation(3.12), at altitudes much higher above the F2 layer peak,
takes a simpler form as a limiting case if the following few assumptions about
the F-region are made, which once again are based on the results from earlier

experimental work. These assumptions are:

(i) In order to treat the variation in ionisation to be associated with layer move-
ments, it is assumed that the topside of the layer maintains a constant
shape, such that the height - integrated ion content can be related directly
to density at peak of the layer i.e., the ion-content is a4 NV,,,, where “a’ is
the Chapman’s layer shape factor (¢ = 2.282), “H’ is the scale height and
N,, the peak plasma density.

(ii) The F2-peak is well above the production peak, so that

qgxe” (3.13)

(iii) The dominant ion is O* which decays by reacting with N, and Os. Since
N density decreases exponentially with increasing altitude, the loss coef-
ficient ‘3’, which is dependent on molecular density, can be assumed to

follow an exponential trend i.e., § o« e™"* where «(= 1.75) is a constant.
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Under these assumptions, the equation(3.12) at F5 heights becomes

dN,, /
aHW = gmH — aﬁmNmH — P + Nm(‘/zm —H

em

3.14
S ICRTY
the constant a’, which arises from the weight integral of SN, can be approxi-

mated to x in assumption (iii) above.

According to equation(3.14), the variation of ion content at greater heights
depends on the vertical plasma velocity ‘V.,,,” factor, apart from production
and loss. To make the treatment simpler, the layer is assumed to be isothermal.

’

.m as explained in the previous section, can be written alternatively as:

Dy, .
Vg) sin’ I =W — (12 sin’ I (3.15)

Vi =W —(
Here ‘W’ represents the drifts caused by the thermospheric wind and elec-
tric field, while the second term is associated with gravity. v with any suffix
denotes the ion-neutral collision frequency. It is important to note that the dif-
fusion coefficient D’ which has an inverse relation with collision frequency,
varies as D o e®. Substituting these terms in equation(3.14) and dividing by

N,,H and rearranging,
By Dpsin?l = W

Az Gm—Pu/H  a 0N,
dt N,, _Nm( ot ) - x o T Hm (3.16)

Equation(3.16) incorporates the first three laws of the servo model. The term

(28=) in the above equation could be accounted for through the continuity

equation, i.e.

N, <8N ON dz

AN, ON . ON V,ON N, 0V,
dt  \ ot Oz dt

CH Oz H 0z (3.17)

) ZQm_ﬁmNm

The treatment of this equation becomes deficient due to two factors. One is
the lack of a term describing the height dependence of V.. The other factor
is the lack of knowledge about the flux exchange (®.,) which is occurring on
the topside of the F layer, which in turn has a significant effect on the ion-

content. We do not have any explicit term representing these two factors in
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the above equation. To overcome this difficulty, it was assumed that the flux
(® o) is uniformly distributed over the ‘equivalent thickness aH’ of the topside
layer [Rishbeth, 1978]. Also assumed was that the transport processes, indi-
rectly representing (9) at the peak, are related to the loss processes through
an empirical constant ‘¢’ of order unity. These assumptions considerably sim-
plify the above equation, which can now be written as:

dN,, @

57, — UYm — mi¥m — T 1
o q cBm NN, e (3.18)

The complete diffusion equations with their idealized solutions provided the
value of c [Rishbeth, 1967]. However, the dependence of ‘¢’ on drift term IV is
ignored, which in fact would be appreciable only if the induced upward drift

is very large. Replacing (%J=) in equation(3.16) by equation(3.18), we get
Az, Gm  (kac—1) D,,sin’l W
—_—0 = - m - T -5 —_ n].
a O T e T e Ty (.19)

3.8 The Night Stationary Level

During nighttime, the production of ionisation ceases i.e., ¢, = 0. If the drift
‘W’ is also absent, then the layer would be balanced at a height called the
‘Night stationary level’. Therefore, for night stationary level, the local values
of various parameters represented in equation(3.19) are related by:

D,,sin%I K

bs = 2H? (kac—1)

(3.20)

Subscript ‘s’ represents the night stationary level. If the layer moves from this
position under the influence of external drift, this level would in turn serve
as the reference. In other words, if z,, is measured from this level, the servo
equation governing the nighttime F-layer would become:

dz,  Dpsin’l . s ; W
i = 2?2 [6 m—e m] + ﬁ (321)
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The exponential nature of D was made use of in obtaining the above equation.
The above expression provides a physically simple picture of the F-layer be-
haviour and the effects of various perturbing forces on it. In fact, the servo
model proved to be a very useful tool in the investigation of the motion of ions
which is parallel and perpendicular to the magnetic field in a coupled system
of plasma and neutral air. The imposed vertical velocity to the F2-layer by the
thermospheric wind, diffusion and electric fields and the newly attained peak
height are the servo feedback elements in the coupled system. It is important
to mention here that apart from winds and electric fields, the local changes of
neutral temperature would also cause changes in neutral composition, which
in turn would alter the height where the peak ionization density of the F2 layer

occurs.

Therefore, in the present investigation, the response of the F-layer is
studied by using spectroscopically measured thermospheric temperatures and
winds in conjunction with the servo model. The details are furnished in the
following section.

3.9 The F-peak Position Vs. the Temperature, Winds and Elec-
tric Fields

As has already been mentioned in the earlier section, the change of neutral
temperature causes variations in the altitude of the F2 peak through neutral
composition, while, winds and electric fields cause changes by imposing an
external drift. Any change in layer height which is to be studied using the
servo model will be through changes in ‘3" and ‘D’ parameters which are al-
titude, temperature and composition dependent. Further, the F-layer, during
nighttime and in the absence of any production of ionisation, decays as per the
following relation.

N, = (N,)oexp (— 1) (3.22)
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(N.), being the ionisation at the time when production ceased, ‘3" is the ef-
fective recombination coefficient and ¢ represents the time. The external forces
can move this layer to very large heights where ‘3" becomes very small thereby
retaining the plasma from further decay. This would sustain the layer for a
long time during the night even in absence of further production of ionisation

[Hanson and Patterson, 1964].

Therefore, the dependence of the layer height on temperature can be in-
vestigated by studying the variation of 5 and D with altitude. In the present
investigation an iterative method is used for this purpose. In this approach,
an initial reference height of 200 km is assumed, and the deviations between
‘6" and ‘D’ are minimized for each iterative increase of height from the initial
height of 200 km. Servo relation between ‘3" and ‘D’ for the night stationary
layer is worked out at each stage. This method was successfully used, ear-
lier, by Yagi and Dyson, [1985], Miller et al. [1989] and Gurubaran and Sridharan
[1993]. The following expressions were used for evaluating ‘5" and ‘D’ to de-

termine the ‘night stationary height” of the F2-peak.

B=10""[Ny]  (sec™) (3.23)
Ny = 3.22 x 10 eXp[—kUZS_HQOO)] (m™?) (3.24)
and for diffusion coefficient:
D= QQVH (m2s~) (3.25)
Too 1/2 .
Y =73 x (1000> 0] (s (3.26)
(O] = 4.07 x 10 e:L‘p[—(hs_HQOO)] (m™?) (3.27)
0.937
H=— (3.28)

These empirical relations are based on the earlier work of Dalgarno et al. [1964],

Banks and Kockarts [1973], Rishbeth et al. [1978], and Yagi and Dyson, [1985].



107

Substituting the above values in equation(3.20) and simplifying one gets,
hs =200 x 10° +21.23 T,,[1.5 In T}, — In sin®] — 4.85] (3.29)

The dependence of h, i.e. the night stationary layer on the dip angle “I” clearly
illustrates the increasing importance of 7;, to h; changes as the dip angle de-
creases, i.e., over low and equatorial latitudes. A change in h; of ~ 25 km is
envisaged for a 100 K change in neutral temperature at around I = 5°. The
decreasing influence of diffusion with dip might account for such a rise in the
F-layer height but the very validity of servo principle would be questioned
at very low and equatorial latitudes. Further, such large drifts would cause
changes in layer shape too invalidating some of the basic assumptions of the
servo model. As a result, equation(3.20), which is based on the assumption
of constant layer shape, might not represent the actual balance height. How-
ever, the validity of the servo-model at mid latitudes is proven beyond doubts.
The prediction of servo model was found to be agreeing well with the night-
time behaviour of the F layer in response to temperature and winds [Yagi and
Dyson, 1985]. They found that the ‘night stationary level” changed by (13 +
6) km per 100 K change in temperature. They have made use of coordinated
measurements of temperatures and winds using high resolution Fabry-Perot
spectrometer and base height and density from ground based ionosondes lo-
cated at Canberra (35.4°5,149.2°F ) and Hobart (42.9°S, 147.2°E) respectively
in Australia. According to Yagi and Dyson (1985), almost 60% of the variation
in the F-layer height can be accounted for by the variation in neutral tempera-
ture.

On the other hand, Sridharan et al. [1991] provided the first experimental proof
for the applicability of servo principles over low latitudes. Coordinated mea-
surements of thermospheric temperature and meridional winds obtained from

a low latitude station Mt.Abu (24.6°N, 72.7° E geographic, 20.3° N dip lat.)
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and ionospheric parameters such as layer height deduced from ground based
ionosonde at Ahmedabad (23°N, 72.1° E geographic, 18.4° dip lat.) were made

used of in the above study.

Itis important to delineate the actual movement from the apparent move-
ment of the layer which, during postsunset times, would be seen in the case of
faster plasma neutralization in the base of F-region due to the recombination
processes. After accounting for the recombination effects, Sridharan et al. [1991]
and Gurubaran [1993] dealt with a number of cases from Mt.Abu and studied
the temporal evolution of the base height of F-region for the nights along with
measured thermospheric temperature (7},). They showed that for Mt. Abu the
F-layer undergoes an altitude change of 11+4 km per 100 K change of tem-
perature. However, the effects of electric fields were not taken into account in
the above study while estimating the peak height of F-layer. Nevertheless, this
study ascertained the role of neutral temperature in the dynamics of F-region
in the context of the servo model. The action of external forcings such as winds
and electric fields on the F-region was brought out and discussed by them in
a later exercise in the following manner. For smaller magnitude of wind and
electric field, it had been shown that the changes in wind speed and the cor-
responding changes in layer heights exhibit a linear dependence [Risbbeth and
Baron,1960; Rishbeth,1966; Buonsanto et al. 1989]. Taking the servo equation
for ‘night stationary layer” and writing it in terms of real height (%) instead of

reduced height z. The equation for vertical drift velocity becomes:

dhy, Dy, sin 1 (B — ho) (B — ho)

‘W’ denotes the drift because of wind and electric field. Taking a cue from
Buonsanto et al [1989] that the effects of the time rate of change of layer height

and also the exponential terms in most of the F-region conditions are small, the
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above expression can be rewritten as:

(k+1)

W=

D,, sin®I (h,, — hy) (3.31)

In other words, ‘W’ which is a combination of vertical drift due to meridional

wind up and east-west electric field Eg, can be written as:

E
W = —U,cosIsinl + BE cos | (3.32)

equating equation(3.29) and (3.30) we obtain the layer displacement
Eg
Bsinl
2H? cos I
= 3.34
Tk +1)D,sinl (3:34)

Equation (3.33) yields the extent of changes in the F-layer altitude as the wind

ho — = a|U, — ] (3.33)

and electric field changes their magnitude or direction; and it takes a relatively

simplistic form if the electric fields are small.
hO - hm = aUp (335)

The upward drift of the layer due to equatorward winds is opposed by the
increased downward diffusion thus limiting it from continuously moving up
and the downward drift of the F-layer due to poleward winds is restricted
due to the enhanced recombination in the base of the F-layer which stops its
further downward movement, thereby leaving it to approach an equilibrium
level depending on whichever i.e. diffusion or the recombination time scale
is shorter than the time rate of variations in the drift [Forbes and Roble, 1990].
The meridional wind component along the magnetic field line would push
the layer height £, to a new height h,,, which can be estimated using equa-
tion(3.30) and (3.33) if the parameters 7,, and U, are available, and also the
Eg. Thus estimated heights are compared with the independently observed

peak heights from ground based ionosonde. Gurubaran and Sridharan [1993]
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while discussing the applicability of servo model to low latitudes (Mt.Abu) us-
ing the experimentally observed thermospheric parameters adopted the above
approach. Their results represent a fairly good agreement between the ob-
served and estimated h,,,, indicating towards the strong coupling between
the thermosphere and the ionosphere. From the small differences, between
the servo model-estimated #,,,, and the independent measurements on sev-
eral occasions, Gurubaran and Sridharan (1993) were able to make a first order

estimate of the electric fields also.

Apart from this, few more studies have been reported in the literature
bringing out the different aspects of these forcings on the F-region [Rishbeth
and Barron, 1960, Rishbeth, 1978; Forbes and Roble, 1990; Buonsanto,1990; Abdu
1997 and the references cited therein]. In these studies the independent nature
of thermospheric and ionospheric parameters was stressed upon and useful
relationships have been obtained and reported in the literature [Miller et al.
1986, 1987; Buonsanto et al. 1989; Krishnamurthy et al. 1990]. In this chapter
we present the behaviour of the system during magnetically quiet geophysical
conditions and low solar activity with special emphasis given to the tempo-
ral variabilities of temperatures and winds, before proceeding to investigate
magnetically disturbed periods in the later chapters. It is well known that the
measured temperatures (spectroscopically and otherwise) show significant de-
viations from the models eg. the MSIS model on several occasions. Also, it is
well appreciated that most of the models are initially designed to yield only the
climatological rather than bringing out shorter term variabilities. Keeping this
limitation in mind the measurements are compared with the MSISE-90 model

and representative results for a few days are presented below.
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3.10 Variations of Thermospheric Parameters over Mt.Abu

In this section, we deal with the variations shown by thermospheric nighttime
temperatures and corresponding meridional winds. The measured thermo-
spheric temperatures and winds for a few days, are shown in figure(3.3) to
tigure(3.6). Each figure consists of two panels. The top panel depicts the varia-
tion of measured temperature as a function of time, the lower panel shows the
corresponding variations in the meridional wind. The value of the magnetic
index ‘A, representing the average geomagnetic condition of that day is also
given at the top of the panels. A comparison of the measured temperatures

with MSIS model predictions is also shown in the top panel.

The definition of a quiet day for the present study is based not just on the value
of the average planetary magnetic index A, for the day, but also on another im-
portant index ‘D" which is a low latitude ring current index. Since, the ring
current plays an important role in the low latitude energetics as would become
clearer in the later chapters, the ‘Dy” which represents largely the classical ring
current system is given special importance in the present investigation. There-
fore, we have based our definition of a quiet day on the trend of variation of
‘Dy” rather than the corresponding A, index. If the ‘Dy is closer to zero or
remains steady for an extended period of time then, the day is taken to be rep-
resentative of geomagnetically quiet day. The sample days meeting the above

requirement and included in the present study are 14th December "93.

December 14", 1993 is a very good example of a quiet day with daily average
A, index of 4 and average D value near -3nT. The relevant A, and the Dy
variations for December month are shown in the figure(3.7). As is clear from
this figure, the daily average index A, decreased sharply to a value ~ 4 im-
mediately after from a maximum of ~ 47 on Dec. 8" The corresponding Dy

index also came close to zero
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Figure 3.3: The measured thermospheric temperatures and winds on 14th Dec. 1993

on this day. Dec. 14" happens to be the quietest day after Nov. 29** and dur-

ing the whole Dec.’93 period. As seen in the figure(3.3a), the F-region of thermo-

sphere on this night seemed to be at a temperature of ~ 1000K as measured at

~ 2000hrs and later at ~2230hrs. There were no temperature measurements in

the time span of 2000-2330hrs due to the extremely low airglow intensities. The

temperature showed a marked increase by almost 400K at midnight. The simulta-

neously measured neutral wind figure(3.3b) revealed it to be poleward in the early

hours around 2000hrs, became close to zero at around 2230hrs, whereas the aver-

age poleward wind magnitude was quite significant ~ 175m/s. The wind vector on

this night which is predominantly poleward indicated towards the contribution of

diurnal heating over low latitudes to be more in comparison to the energy input
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Figure 3.4: The measured thermospheric temperatures and winds on 4th Jan. 1994

over the poles. At the same time, the seasonal dependence of the wind structure
would also get reflected in the wind variation in the present case. For instance,
the hemispheric asymmetry in solar en;ergy distribution during any particular sea-
son would cause a small transequatorial flow across the equator at thermospheric
heights. At Mt.Abu, during winter months, the equatorward flow of the wind can
be reduced by the opposite transequatorial flow.

Another interesting day was Jan. 4th 1994 (figure 3.4). The A, on this day was
6 and average ‘D,.’ around -20nT. The daily average A, index alongwith the Dy
variations for Jan’94 are depicted in figure(3.8). The observed thermospheric tem-
peratures exhibit large fluctuations by varying between ~500 K to ~1300K as can
be seen in the figure. The temperature in the early evening hours i.e. ~ 1930hrs
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hours i.e. ~ 1930hrs was around ~600K followed by a slow increase. The tem-
perature seemed to have reached a maximum of ~1300K at ~2230hrs followed
by a downward trend with an indication of asymptotically reaching towards
the model value at around 0000hrs. Earlier studies from Mt.Abu had also re-
ported considerable variation in the thermospheric temperatures over a night
[Gurubaran 1993] on several occasions. In the present case, the overall temper-
ature modulation has been to the tune of ~ 800K from nearly 500K at 1900hrs
to 1300K at 2230hrs.

During low solar activity and geomagnetically quiet periods, the tempera-
ture variations of this magnitude cannot be attributed to the changes in the
solar flux alone. This is evident from the deviations exhibited by the mea-
sured temperatures from the MSIS model predictions figure(3.4a). The model
presents the average atmospheric conditions estimated on the basis of solar
flux and magnetic activity changes. Therefore, the variabilities observed in
thermospheric temperatures in terms of both time and magnitude during low
solar activity period had remained rather unexplained. As depicted in the
tigure(3.4b), the meridional wind structure on this night, seem to have under-
gone a periodic change from poleward to equatorwards and vice versa with
their respective magnitude remaining low. The meridional wind vector ex-
hibits a strong equatorward wind ~ 150 m/s during early evening hours (~
1930hrs.), which very soon changed over to a weak poleward flow (~50 m/s).
The wind maintained both the direction and magnitude for nearly one and
half hour, to become equatorward again at 2030 hrs. No wind and temperature
data were available for the time interval 2030-2200 hrs and beyond midnight.
At 2200 hrs, the equatorward wind once again changed its direction turning

into a weak poleward flow only to turn equatorward at around midnight 0000
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hrs. Apart from the wind at 1930hrs and irrespective of the direction of merid-
ional flow, the wind magnitudes remained small unlike on Dec. 14th. The
large equatorward wind (~ 150 m/s) at a 1950hrs, however, corroborates with
the corresponding ionospheric variations, and these would be discussed in the

next section.

Jan. 5th was yet another quiet day. The average planetary index A, for this day
was 4 and the average ‘D" index lied at -11nT. The observed thermospheric
temperature on this night also exhibited significant variations [figure(3.5a)].

Except
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Figure 3.5: The measured thermospheric temperatures and winds on 5th Jan. 1994

for the high temperature at 2330hrs, the overall temperature variation was in the
range of ~ 700K to ~ 1000K. As is obvious from the figure(3.5a), the measured
temperatures were close to model predictions. Unlike Jan.4th, the observed tem-
perature structure on this night was devoid of large temporal variabilities. The
simultaneously measured neutral wind on this night [figure(3.5b)], like Jan. 4th,
also showed an initial equatorward flow i.e. at 2000 hrs., which gradually became
poleward 100 m/s at 2130 hrs and reverted back to equﬁtorward again at 2330hrs.
The equatorward component of neutral wind at 0000hrs was quite large ~ 300m/s.
Such winds can be generated only by the presence of active energetic sources suffi-

ciently away from low latitudes which is more common during geomagnetic storms.
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Figure 3.6: The measured thermospheric temperatures and winds on 6th Jan. 1994

The existence of such strong winds during quiet periods like the one under discus-
sion can be validated on the basis of corresponding ionospheric variations which

indeed confirms the presence of such large magnitude wind.

Jan.6th, another sample day was comparatively less quiet than the rest of the
days, as was evident from the corresponding A, value [figure(3.8)]. A, value was
12 and the D,, underwent a sudden fluctuation on this day. The Dy, became posi-
tive (~ 10nT) on 6th for a brief period of time from where it steadily went down to
~ —30nT in around 12hrs. Contrary to the other days, the observed neutral tem-
peratures on this day were relatively lower. It is clearly seen in the figure(3.6a)
that the temperatures, though remained low < 900K, showed the presence of a

wavelike modulation. The temperature was lowered to ~ 500K at ~ 2200hrs under
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to ~ 500K at ~ 2200hrs under the effect of this wavelike modulation. The ob-
served meridional wind pattern is typical to that of Jan. 5th. It can be seen in
the figure(3.6b), that the meridional flow was equatorward in the early evening
hoursi.e. ~ 2000 hrs, changed to poleward at around ~2130 hrs and remained
poleward for next one hour and became equatorward again at 2300hrs. The ve-
locity of equatorward flow is comparatively large i.e. ~ 200 m/s than the cor-
responding poleward flow ~ 100 m/s. Unlike previous days, the equatorward
wind velocity was quite significant on this night. This day being geomagneti-
cally more active, can have stronger energy sources over high latitudes. Since,
the Dy exhibited a sudden change, there can be an associated change in the
relative strength of the other magnetospheric currents which close in the polar
ionosphere. This in turn, would appear as the variation in the overall joule
heating rate at polar latitudes. The increased joule heating rates can cause en-
hancements in the equatorward velocity of the meridional winds. At the same
time, the observed lowering of the thermospheric temperature on this night
seems to be due to the presence of gravity waves in the thermosphere. The
presence of such waves indeed gets confirmed on the basis of observed air-
glow intensity variations. Corresponding results and discussion are provided

in the following text.

So far, examples were presented on the neutral thermospheric conditions dur-
ing geomagnetically quiet and low solar activity periods. The important re-
sult of the above study is that the night time measurements, all selected for
such conditions, show a considerable variation in the thermospheric tempera-
tures, but a relatively smaller variation in the meridional winds. It is also seen
that the measured temperatures do not agree with MSIS model predicted tem-
peratures. However, to study the ionosphere-thermosphere interactions and

the extent of coupling between the two, both need to be studied together. In
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the present investigation, the observed thermospheric temperatures and winds
were used to estimate the height of the peak of F-layer of ionisationi.e. Ay, by
means of Rishbeth’s servo model. Initially, the height is estimated considering
only the observed thermospheric temperature and the variation due to winds
are later added on to this height. To estimate the altitude of the F-layer ionisa-
tion peak, following sequence of operations were followed. At first, using the

observed thermospheric temperature as the
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input to the MSIS model, corresponding exospheric temperature and the com-
position is estimated. Thus estimated composition is used to find the initial
values of the diffusion coefficient D and the loss coefficient 5. An initial height
of 200km is assumed to begin with. The deviations between the D and [ are
worked out for this height using Servo expression, and an iteration is started
incrementing the height by 1km each step. The deviations between the two are
worked out every time, till the deviation becomes minimum and the height
converges to the altitude where the servo balance of the F-layer occurs. The

effects of F-region electric fields were not considered in this analysis.

The following section deals with the behaviour of the low latitude TIS the same

four days as representing the low solar activity magnetically quiet periods..

3.11 The Low Latitude Thermosphere Ionosphere System

All the parameters used in the present study are depicted in the figures(3.9)
to figure(3.12). The top two panels in each figure depicts the observed ther-
mospheric temperature and wind for given geomagnetic condition of that day
and had already been presented and discussed but are repeated here for the

sake of completeness.

The third panel (3.9¢c) depicts the airglow intensity alongwith the electron den-
sity at 250km and it clearly shows that the observed electron density remained
nearly constant in the premidnight hours during 1900hrs to 2230hrs. Only mi-
nor fluctuations in densities were seen in that period. At 2230hrs the density
started decreasing, reaching a minimum at around 2330hrs. It increased mono-
tonically afterwards attaining almost the premidnight level of ionisation at
~0330hrs in the morning. This slow variation of existing ionisation density is
clearly reflected in observed airglow (63004) intensity. During nighttimes, the

airglow intensity depends upon the existing F-region electron density, which
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in the absence of any further production, decays exponentially. The observed
airglow intensity variations followed the ongoing changes in electron density.
The observed F-layer of ionisation [figure(3.9d)] remained at around same al-

titude (260 & 50km) during 1900hrs
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and 2330hrs, after that an increase in the F-layer peak altitude followed. The
layer attained a new equilibrium height at ~ 370km changing from 260km
within half an hour. The peak of F-layer remained at that altitude till 0100hrs,
afterwards decreasing to 225km at 0400hrs. Once the F-layer gets lifted up be-
yond 350 km there would be a steep depletion in the plasma densities causing
very low level airglow intensities. Hence no useful data could be retrieved

beyond 2330 hrs.

During nighttime, at heights above and around 250 km, the life time of ioni-
sation is quiet large (in hours), therefore the height and density of F-region is
controlled largely by the thermospheric dynamicsi.e. due to wind and temper-
ature. Figure(3.9d) shows the comparison of ionosonde observed h,,,, altitude,
alongwith the servo model estimated peak heights. The agreement between
the two is very good, inspite of the electrodynamic forcing not being taken
into account. The close agreement also points out that the low latitude elec-
tric field induced motion to F-layer is relatively insignificant on this occasion.
However, at times the reported strength of electric fields over low latitudes is
quite significant [Woodman, 1970; Namboothiri et al. 1989]. In the present study,
the contribution of electric fields in altering the layer equilibrium height can
be indirectly inferred by comparing the observed h,,,, with the servo model
estimated heights. For instance, the difference between the estimated and ob-
served h,,q., at 0000hrs can be due to the electric field induced variations which

are not accounted for in our formulation as stated earlier.

In the absence of simultaneous electric field measurements, it is difficult to
differentiate between the relative contribution to the observed h,,,, altitude

by electrodynamical and neutral dynamical processes. However, at any given
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time, the ionic motion can be set by the low-latitude east-west electric field aris-
ing mainly from the global ionospheric wind dynamo and also from the mag-
netospheric dynamo which becomes active primarily during geomagnetically
disturbed times [Richmond, 1995]. Apart from this, the low latitude ionosphere
- thermosphere is also replete with many large scale local processes which can
play a partial role in inducing vertical motions to the ionisation layer. Since,
the present study concerns quiettime low solar activity epoch, the effects of
such large scale local processes and magnetospheric dynamo induced electric
fields are assumed as minimal and negligible and therefore the coupling be-
tween the F-region and the thermosphere could be considered to have been

brought out in terms of A, altitude variations on this night.

On Jan 4th, the night stationary layer (h,,..) lied at a very high altitude ~350
km at ~1930hrs (figure(3.10d)), coinciding with the phase when meridional
wind showed strong equatorward velocity (~ 150 m/s) (figure(3.10b)). Later,
the layer experienced a downward movement which became steady after it
reached an altitude of ~275 km for an extended period of time i.e., till 0100
hrs. The h,q, showed a sudden upward excursion at 0100 hrs, reaching ~
400km in just about 0.5 hrs. The phase where h,,,, remained more or less at
the same altitude, the wind magnitudes were also quite small irrespective of
the direction. The initial high altitude i.e. at 1930hrs of night stationary layer
can be attributed to the large meridional wind existed at that time. At the same
time, the post-sunset enhancement of vertical drifts because of enhanced zonal
electric field due to F-region dynamo can also cause such a rise in h,,,, height.
The generation of such fields involves significant gradients of the conductiv-
ities (east-west), currents and fields. A brief overview of the various electro-
dynamical processes responsible for equatorial electrical field presented in the

introduction, has been comprehensively dealt by Richmond et al. [1995]; Fejer
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[1997]; Abdu [1997]. Therefore, the early evening rise of the F-layer as illus-
trated in figure(3.10d) is believed to be a result of both the meridional winds

and the electric fields in the low latitude thermosphere /ionosphere system.

The existence of such winds and the temperatures over Mt.Abu is indeed
confirmed when h,,,, on the basis of these were estimated and compared with
observed h,,,, altitude. A remarkably good agreement between the two was
found on this day. As seen in the figure(3.10c) the observed airglow intensity
shows a slow monotonic decrease with time on this night. This variation in
airglow intensity corroborated reasonably well with corresponding peak elec-
tron density variations highlighting the role of F-region recombination chem-
istry. The dominant role of neutral temperature and wind in the low latitude
TIS coupling is further established by the observations on Jan 5th and 6th. The
airglow intensity during both of these nights were significantly larger than the

other days. On Jan 5th the
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airglow intensity variations followed the changes in electron density at ~ 250
km [figure (3.11c)]. The observed h,,,, displayed fast temporal changes in the
peak altitude on this night [figure(3.11d)]. These changes occurred in the alti-
tude range of 280 £ 50km till 2330hrs. The large equatorward meridional wind
component, at 2330 was concurrent with the excursion phase of h,,,, to higher
altitude. The servo model predicted h,,,, heights at Mt. Abu [figure(3.11d)]
were in good agreement with the observed h,,,, except at ~ 2130hrs and ~
2330hrs. Both of these occasions, happened to be when the ., experienced a
sudden change in altitude. These faster variations could be due to dynamical
changes like propagation of waves within the layer, which otherwise are as-
sumed to be minimum in the servo model formulation or of electrodynamical
origin.

Similar fast temporal changes with periodicities ~ 40 min. were also recorded
in the altitude of the nighttime F-layer peak on Jan 6 (3.12d). Apart from these
short period fluctuations, the h,,,, remained stationary at the same altitude till
2200hrs. After 2200hrs, Ay, experienced an excursion upto an altitude of ~
370km. This upward excursion was followed by a slow decrease in altitude till
0300hrs with superposed oscillatory features. These variations in A, were
explained by the meridional wind flows. Significant differences between the
observed and servo model estimated F-layer heights were seen at three occa-
sions on this night i.e. at around 2000hrs, 2215hrs and 2330hrs presumably due
to the unaccounted dynamical parameters. The agreement between the two
was very good for rest of the times. The observed airglow intensity on this
night also showed an anomalous feature. As in the figure(3.12c), the airglow
intensity before 2130hrs, follows the F-region peak electron density variation
i.e. both experience a decrease with time. The h,,,, remained at an altitude of

~ 250km during that time. After 2130hrs, the airglow intensity got enhanced
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and remained so, for the next one hour while the electron density at ~ 250 km
continued to decrease with the same rate. Also associated, is a simultaneous
rise in hy,, altitude from 200km to 400km and a strong equatorward wind. The
airglow intensity corroborated well with the electron density at 250km before
2130hrs and after 2215hrs. There was a steady increase in airglow intensity

between 2100-2215hrs, electron density showed a decrease. This
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increase in the airglow intensity could be attributed to the additional ion-
isation available due to the F-region peak which was lying in the airglow emis-
sion region (250km). The airglow intensity started decreasing as soon as the F-
layer moved away from 250km, indicating above scenario to be true. However,
the thermospheric temperature seemed to be undergoing modulations which

could as well be due to traveling atmospheric disturbances or gravity waves.

The examples discussed above, provide us clear insight into the coupled thermosph
ionosphere dynamics and electrodynamics. It also demonstrates the relative
importance of these processes in the coupled TIS. Though, the contribution
of low latitude electric fields still remains to be quantified during low solar
activity epoch and quiet geophysical conditions, the electric field induced dy-

namical effects are comparatively less significant.

3.12 Conclusions

Though, the investigation of the coupled behaviour validates both the tem-
peratures and winds alongwith their variabilities. The causative mechanism
which is responsible for these variabilities are not well understood, in particu-
lar, this applies to the temperature and its variabilities. The possible causes and
plausible approach to account for them are discussed in detail in the following

chapters.

The important conclusions that could be drawn from the results pre-
sented so far are: (a) The neutral temperatures and winds are the dominant
factor that control the overall energetics and dynamics of the low latitude TIS
with the electric field playing a less significant role especially during geomag-
netically quiet time in the solar minimum epoch. (b) The heights of the F-layer
could conveniently be used as an indicator of the thermosphere ionosphere dy-

namics, while the densities control the chemistry. (c) There are limitations in



135

the existing models like MSIS with regard to its representation of the variabil-
ities most of the time and the absolute magnitude itself on several occasions.
The models by themselves are designed only to represent the climatology of
the thermosphere and improvements would be called for, for a realistic rep-
resentation including the variabilities. These aspects would be covered in the

chapters to follow.



Chapter 4

Low Latitude TIS During Storm Times

4.1 Geomagnetic Storms

The sun, in addition to the electromagnetic radiation, is also a source of hot
plasma in the form of solar wind. It has been realised that these plasma emis-
sions are capable of influencing significantly the solar terrestrial environment.
These influences generate disturbances known as ‘geomagnetic storms’ in earth’s
magnetosphere - ionosphere - thermosphere system. Understanding the ener-
getics and the dynamic nature of these geomagnetic storms in terms of both
the cause and the effects is fundamental to the global issues like the ‘Space
weather’. In the following sections, various aspects of geomagnetic storms,
their generation mechanisms and their effects in terms of thermospheric - iono-
spheric energetics/dynamics over high and low latitudes are discussed in de-

tail.

4.2 Sun as a Source of Energetic Plasma

Some of the most spectacular, yet poorly understood terrestrial phenomena
are a direct consequence of the interactions of solar wind with the earth’s at-
mosphere. Sun’s outer atmosphere, the corona, is the source of the solar wind,

though there are questions about how these winds are generated. Some of

136
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the recent space missions like the Solar Maximum Mission (SMM) has concen-
trated on these aspects. The measurements made on the total solar irradiance
and its variation over 11 year period encompassing solar cycle No. 21 and
22; by the Active Cavity Radiometer Irradiance Monitor (ACRIM) onboard
the SMM has shown that the solar magnetic activity has a positive correla-
tion with the number of sunspots and bright faculae and plages in the solar
disk [ Willson and Hudson, 1991; Foukal and Lean, 1990]. Some more results on
the measurements made by the ‘Earth Radiation Budget’ experiment onboard
Nimbus-7 satellite have been summarized by Hoyt [1993] supporting the above
results. Apart from irradiance variations, there are important observations and
also questions about the acceleration of transient solar wind arising from ex-
plosive solar events called ‘Coronal mass ejections’(CMEs) and flares. CMEs
are capable of producing large fluxes of energetic particles, and the CME as-
sociated solar flares are capable of generating impulsive bursts of energetic
particles, hard X-rays and gamma rays. They are distinct structures of solar
plasma in interplanetary space that open and carry out magnetic fields from
the solar corona [Roederer, 1995]. This magnetic field is referred as the Inter-
planetary magnetic field (IMF). Though not much is known about the CMEs
beyond the rudimentary levels, it would suffice to say that the CMEs projected
towards earth produce geomagnetic activity on earth’s atmosphere when the
shock front arrives. The severity of the disturbance depends upon the polarity
of north-south component of the IMF as well as, the velocity of the incoming
solar wind. However, all storm events cannot be associated with solar flares
[Gosling, 1993]. It is CMEs, not flares, that are now considered to be linked with
observed phases of geomagnetic activity. The energy, in most of the CMEs, is

associated mainly with the ejected plasma. The kinetic energies range from
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10?2 to 10** Joule [Howard et al. 1995, Richardson, 1994]. Current efforts are fo-
cussed on studies indicating the topology of ejected magnetic fields [McComas,

1995].

Recently, in the month of Jan'97 there occurred a CME event which , for the
tirst time ever, was covered throughout its evolution and final interaction with
earth’s magnetosphere by a series of satellites. The detailed results of these ob-
servations are still awaited and will definitely shed some light on the impor-
tant aspect of CME generation and its interaction with terrestrial environment.
Solar wind mainly consists of protons (H*) ~ 95%, ~4% of Alpha particles
(He™*) and ~1% of minor ions, of which carbon, nitrogen, oxygen, neon, mag-
nesium, silicon and iron dominate. Solar wind velocity in the ecliptic plane is
measured in the range of 300 to 600 km/s which under some conditions can
even exceed 1000 km/s. The density of solar wind particles is between 1-10
/em?® and the kinetic temperature of particles is in the range from 10* — 10°
K [Ogilvie et al. 1995]. The charge energy mass (CHEM) instrument aboard
AMPTE spacecraft has provided number of composition measurement of high
speed solar winds [Gloecker et al. 1986]. The important energetic coupling be-
tween the solar wind and the earth’s atmosphere is facilitated by the interac-

tion of the IMF with the geomagnetic field.

The interplanetary magnetic field remains ‘frozen’ into the solar wind plasma
by its very high electrical conductivity, and as the solar wind plasma velocity,
away from the sun, becomes faster than the Alfven speed, the solar wind and
its “frozen in” magnetic field cannot contract back to the sun and it spreads out
into the interplanetary medium, interacting with planetary atmospheres and
their respective magnetic fields. The IMF is generated, primarily by the mag-
netic dynamo inside the sun; and is directed radially inward or outward near

the sun. Out into the space, the field, because of the motion/rotation of the
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sun, gets wrapped around at an angle in the form of an Archimedean spiral or
a Ballerina’s skirt [Parker, 1958]. Figure(4.1) depicts this special field orienta-
tion of magnetic field associated with sun. The total amount of magnetic flux
extending into the interplanetary space along with the solar plasma is quite
variable. Recent analyses have indicated a substantial (~ 60%) variation in the
IMF magnitude [Slavin et al. 1984, 1986]. Though, the instantaneous magnetic
tield directions deviate significantly from the ecliptic plane, on an average, the
IMF lies in the ecliptic plane. The more fundamental questions regarding the
origin and time evolution of IMF at the solar surface are beyond the scope of
present discussion. However, the important aspect of solar winds, IMF, shocks
and their connection with geomagnetic disturbances is briefly discussed in the

following sections.

4.3 Interaction of Earth’s Magnetosphere with the Solar Wind

The earth crosses in and out of the solar wind associated interplanetary mag-
netic field sectors as the sun rotates throwing highly energetic plasma from its
corona. Wilson, [1987] has shown a strong association between the initiation
of geomagnetic storms and the magnetic clouds associated with the ejected
plasma or the solar wind. Some very important results had been arrived at by
the study of statistical correlations between source parameters characterizing
earth’s magnetosphere and some of the interplanetary fields (eg. IMF B, com-
ponent). However, more detailed information is obtained only by the study
of the various magnetospheric processes following ongoing variations in the
interplanetary field and solar wind speed [Farrugia et al., 1993].

According to the classical definition, the earth’s magnetosphere is a vast mag-
netic cavity in which the earth resides, and the source of this mainly dipole
tield is believed to be a giant dynamo set up by the ponderous flow of matter

inside the core of the earth. The dipole field which behaves as a compressible
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fluid, on interacting with the solar wind gets distorted, compressing the geo-
magnetic field to 10 R in the sunward side and extending it to several hundred
earth radii () in the nightside. The cavity boundary i.e. the magnetopause, is
in dynamic equilibrium and is highly variable depending on the dynamic pres-
sure exerted by the solar wind. Inside the magnetopause, is the region called
the magnetosphere. However, it is important to mention that the dipolar field
of the magnetosphere is only one component of the field, there are other impor-
tant components owing to the electrical currents replete in the ionosphere and
magnetosphere. The highly energetic solar wind plasma being unable to di-
rectly penetrate deep into the magnetosphere through magnetopause, sweeps
around the earth surrounding the cavity by dragging the field along in the anti-
sunward side resulting in a long active tail like structure, appropriately called
the magnetotail. Figure(4.2) schematically illustrates the interaction of solar
wind with earth’s atmosphere. During the solar wind magnetospheric interac-
tions, a preferential flow of plasma, energy and momentum takes place from
the solar wind to the magnetosphere. Two fundamental processes which had
been considered to be providing the conversion mechanism for energy stored
in the field, are the viscous interaction [Axford and Hines, 1963] and magnetic
reconnection or Flux Transfer Events (FTE) [Dungey, 1961]. The energy transfer

efficiency during a reconnection event is of the order of 10% [Gonzalez et
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al., 1989] while it is only 1% for viscous interaction through micro instabilities
and their resonant interaction in a collisionless plasma [Sonnerup, 1984] during
intense northward IMF phases [Isurntani et al. 1992]. Magnetic reconnection is
thought to be the most effective mechanism for the energy exchange between

the solar wind plasma and terrestrial atmosphere.

4.4 Magnetic Reconnection and Flux Transfer Events

Magnetic reconnection processes are essentially the magneto hydrodynamic
interaction between the ‘frozen in’ field associated with the solar wind plasma
and the geomagnetic field at the magnetopause, causing influx of energy and
mass to the earth’s atmosphere. As the incoming solar wind plasma impinges
on the magnetosphere and compresses it, in some regions the solar wind (SW)
associated IMF and magnetospheric field (antiparallel to each other) become
so close that the geomagnetic field diffuses through the SW plasma and gets
connected with IMF (B, component). The newly reconnected field lines move
away from each other joining the general solar wind flow in the antisunward
side, allowing the solar wind plasma to enter into the magnetosphere and to

the ionosphere lower below.

These reconnected field lines are swept back into the geomagnetic tail, where
a second reconnection process takes place, producing field lines which are
closed again and subsequently convect back towards earth. This, accelerates
simultaneously (Fermi acceleration) the plasma or the flux associated with the
closed field lines. Figure(4.3) depicts this process in a simplistic way. Usu-
ally the reconnection and the Flux Transfer Events (FTE’s) are a short lived
phenomena, the duration being decided by the kinetic processes and large

scale dynamics [Lockwood 1993, Elphic 1979; Harendel 1978]. On the whole the
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magnetic reconnection and FTE’s are quite complex, as revealed by the satel-
lite missions [Otto, 1995] and are extremely important in the investigation of
magnetosphere-ionosphere-thermosphere system. As these are threaded by
the same magnetic field lines, large amount of momentum and energy is ex-
changed among them during geomagnetically disturbed periods. Some of this
energy is directly transfered to the ionosphere over polar latitudes through

cusp regions and also via field aligned currents
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where it is dissipated by Joule heating. Another major part of the solar wind
energy, stored in the magnetotail region in the form of kinetic and thermal
plasma energy as well as magnetic field energy is transferred to inner magne-
tospheric ring current, direct particle precipitation and a complex web of other
magnetospheric currents and their associated Joule heating. Some part of this
energy is also released back into the space in the form of plasmoids. The re-
gions namely (i) the polar ionosphere (ii) the ring current and (iii) magnetotail
are the main consumers of solar wind energy. So, the enhanced solar wind
energy input, especially following the periods of geomagnetic disturbances is
a phenomenon whose manifestations can be registered in nearly all regions of
the magnetosphere, ionosphere, and thermosphere globally, modifying their

mean thermal budget.

4.5 Current Issues of Magnetosphere - Ionosphere Coupling

Since, the magnetosphere and the ionosphere are coupled in many different
ways, it is extremely difficult to study the processes occurring in upper at-
mosphere taking only one of these regions into account. All the ionospheric
plasma processes are in some way controlled by the state of the magneto-
sphere; and, the magnetospheric plasma processes are driven by the electro-
dynamics in the ionosphere. The magnetosphere and the ionosphere form a
coupled feedback system through magnetic field lines via field aligned cur-
rents called the Birkland currents and the Alfven waves. The energy gener-
ated by the solar wind-magnetospheric dynamo causes earthward convection
of field and plasma in the magnetotail and is transmitted to the ionosphere via
tield aligned currents which close in the polar ionosphere. The dissipation of

these currents causes heating in the high latitude ionosphere.

In reality, the current system that connects the magnetosphere and ionosphere
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is complex, consisting of many primary and secondary currents [lijima and
Potemra, 1976]. Figure(4.4a) shows these different current systems. These
currents also give rise to large potential differences along the magnetic field,
causing tremendous energization of the particles and generation of a range of
plasma waves [Knight 1973, Rolef et al. 1991]. Figure(4.4b) show the basic po-
tential structure responsible for the energisation of charged particles inside the
magnetosphere. The energetic particles are capable of dissociating, ionising
and exciting the atoms and molecules in the polar upper atmosphere, which,
while deexiting emit intense radiation known as Aurora. It is well known
that aurora does not occur randomly over the polar regions, but restricted to
an area, which is the locus of the feet of field lines which are connected to
IMF B, component above the magnetopause, and is referred to as the Auroral
oval. In relation to the structure of the magnetosphere, the auroral oval is the
region which marks the division between open and closed field lines. Varia-
tion in the luminosity of aurora (10% to a factor )2) is a good indicator of the
extent of geomagnetic disturbance and the intensity of solar wind - magneto-
sphere interaction [Vorobyev, 1974; Craven et al. 1987]. As mentioned earlier,
significant amount of storm energy is received in the form of energetic particle
precipitation over polar latitudes but the precipitation of auroral particles into

ionosphere is highly discrete and localised.

During strong geomagnetic disturbances, the electrical conductivity is high
along the geomagnetic field lines and to a very good approximation the field
lines can be treated as equipotentials. Owing to this, the magnetospheric elec-
tric fields get mapped along these equipotential field lines on to the polar iono-
sphere where the field lines penetrate and; at the same time, the electric field

is enhanced a great deal because of the closing distance between the field lines
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from magnetopause to polar ionosphere resulting in strong dawn to dusk elec-
tric fields. In the following sections a brief account of the temporal evolution
of a geomagnetic storm, its representation and the energetics with regard to
the polar latitudes are provided in the backdrop of which the response of the

low latitude region would be discussed and results presented.

4.6 Evolution of a Geomagnetic Storm

True to the nomenclature, ‘geomagnetic storms” are periods of extraordinary
geomagnetic disturbances, usually lasting for about 5-6 days and sometimes
even more depending upon the storm intensity. As mentioned earlier, strong
geomagnetic storms are caused by ‘coronal mass ejections” and intense shocks

originating
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Figure 4.4a: Three dimensional sketch of the different current systems in magnetosphere.
(T. A. Potemra, JHAPL Tech. Digest, 1983)
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Figure 4.4b: Mapping of magnetospheric electric Potentials and plasma flows to the iono-

sphere as seen looking down over the northern polar cap. (Lyons 1993)
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at the sun [Gosling, 1991]. Shortlived intense magnetic disturbances in the
nightside are known as ‘substorms’ [Akasofu and Chapman, 1961]. In reality,
a substorm is a systematic sequence of physical processes that occur over high
latitudes, causing Auroral and magnetic disturbances. On the other hand the
‘Magnetic storm’ differs from the substorm in the activity duration, inten-
sity /strength and effects, and is global in nature. However, in principle, mag-
netospheric substorm can occur quite independently of a magnetic storm [Aka-
sofu et al., 1968], but it is important to mention here that no magnetic storm has
been observed in the absence of magnetic substorm. The ‘geomagnetic storm’
is a linear superposition of intense substorm disturbances. Though, no major
differences exist between the two in terms of effects on auroral atmospheres,
Kamide et al. (1977) found while discussing the dependence of substorm occur-
rence probability on IMF that substorms are sure to occur whenever IMF B,
had a value <-3nT sustaining for atleast one hour. And the necessary condi-
tion for the magnetic storms to occur emerged out to be a southward IMF B,
( ~-10nT) for more than 3 hours. However, northward IMF B, also can ini-
tiate great storms at times. At present we are still far from a comprehensive

understanding of these storm/substorm events.

Nonetheless, it is generally accepted that the solar wind energy reaching the
magnetosphere during storms, is stored and dissipated by three main pro-
cesses. These are generation of ‘ring current” and its dissipation by charge
exchange; enhanced Joule heating in the ionosphere and thermosphere; and
energetic particle precipitation. The ratio of energy, transferred into the ring
current is usually more than the other two. The characteristic feature of a ge-
omagnetic storm, i.e. an unmistakable decrease in the strength of horizontal
magnetic field of earth and its subsequent recovery, is now identified to be

mainly due to ring current evolution. The electromagnetic drifts, imposed on
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the trapped magnetospheric particles, due to radial magnetic field gradient
and curvature lead ions to move from dawn to dusk and electrons from dusk
to dawn, forming an overall ring current surrounding the globe. Strengthen-
ing of the ring current is, therefore, regarded as a sure sign of the onset of a
storm. The induced magnetic field on the surface of the earth opposes the hor-
izontal component (H) of geomagnetic field, causing a decrease in “H’. Studies
have shown that the extent of the depression in geomagnetic field strength is a
useful proxy for the level of geomagnetic disturbance. The ‘ring current” will

be dealt with later.

4.7 Geomagnetic Storm and the Use of Indices

Bartels (1940) made the first attempt to represent the variations on the terres-
trial magnetic field through indices. Sugiura and Chapman [1960] assigned a
numerical intensity index to individual storms by measuring the differences
in daily mean value of horizontal magnetic field, and catagorised the observed
storms as: weak, moderate and great. Initially, the use of such indices was for a
point of reference only to infer the presence or absence of disturbances/activity.
One important aspect of the ‘indices’ is that if the index series is homogeneous
in time representing the phenomena well, then it could be used as a tool for
statistical studies concerning its time variation , and its relationship with other

phenomena [Mayaud, 1980].

The fundamental problem in defining a geomagnetic index is the separation
of geomagnetic variations observed at any given time, at any place, caused by
permanent sources of field, from those which are not permanent. These irregu-
lar or non permanent variations were classified into two sets [Mayaud, 1978a].

The first, consists of variations due to equatorial ring current effects, storm
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sudden commencements, sudden impulses and fluctuations etc; while the sec-
ond belongs to a class of localised effects namely polar cap variations, auroral
pulsations etc. The present indices recognised by IAGA (International Associ-
ation of Geomagnetism and Aeronomy), also constitute two distinct families
of indices. One aiming at monitoring a single and well defined phenomenon
i.e ring current variations or the auroral variations while the second type of

indices characterise the planetary level of the variations as a whole.

The most frequently used indices are K, and ap (the planetary indices) and;
D4, a nonplanetary index for equatorial ring current). The K, index, deter-
mined to an accuracy of 1/3 of a unit, is obtained by combining index K,
which runs from 0 to 9 related to the amplitude of field variation by a quasi-
logarithmic scale, from twelve observatories around the world. Typically the
qualification K = 9 is a geomagnetic disturbance of 300 nT for low latitude,
500 nT for mid latitudes and 2000 nT for stations in the auroral zones. And
for index ap, the field variations of each magnetic field components i.e. hori-
zontal H, vertical Z and dip (D) recorded every three hour at any station are
considered. The greatest of the three deviations is called the amplitude (a).
The amplitude ‘a” for twelve observatories are combined and averaged, after

removing the solar quiet day (Sq) and lunar (L) variations, to define the index
ap.

These indices especially ap is used as an input to the modern day thermo-
spheric - ionospheric models for representing different geophysical conditions.
On the other hand, the ‘D, is purely a ring current index obtained from
low latitudes, sufficiently away from the equatorial electrojet current region.
Notwithstanding the fact that all the sources and variations involved in the ob-
served field fluctuations of Dy, are not fully understood, Dy is the only index

which describes the event with maximum accuracy. Figure(4.5) shows how a
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typical magnetic storm is recorded in terms of K, and D,;. The panel showing
the D, variations clearly registers three different phases of the magnetic storm
(as marked in the figure). These are (a) an increase of magnetic field lasting
a few hours, marking the first impact of the shock associated with solar wind
plasma with earth’s magnetosphere (initial phase) (b) A large decrease in hor-
izontal component ‘H’ of earth’s magnetic field building upto a minimum in
about a day (main phase) characteristic of the developing ring current and its
induced magnetic field strength on ground. (c) A slow recovery of the field
strength to pre-storm levels, This phase is characterised by the decay of storm
time ring current. This phase usually is the longest, depending on the extent

of disturbance, and is known as the recovery phase.

A statistical study performed over a large number of storm events reveals that
very great magnetic storms ( H ~ 500 nT and more) occur only two to three
times per solar cycle, while great magnetic storms ( H ~ 300 nT) are relatively
more frequent i.e. about 8 to 10 times per solar cycle. Smaller storms ( H < 300

nT) occur about
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Figure 4.5: Average storm-time variations of equatorial magnetic index D, and K, (M.
Mendillo, Planet. Space Sci., 1973) ’

400 times per cycle [Russle and McPherron, 1973]. Modern magnetometric obser-
vations and data acquisition techniques have made it possible to evaluate the ‘D,,’
(storm time index) in real time. A very comprehensive review on the importance of
these indices, is given in the classical books on ‘Geomagnetism’ Vol. I and II [Chap-

man and Bartel, 1962 and ‘Derivation, Meaning and use of geomagnetic indices’

[Mayaud, 1980].
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Figure 4.5: Average storm-time variations of equatorial magnetic index Dy and K,. (M. Mendillo, Planet. Space
Sci., 1973)

400 times per cycle [Russle and McPherron, 1973]. Modern magnetometric ob-
servations and data acquisition techniques have made it possible to evaluate
the ‘D’ (storm time index) in real time. A very comprehensive review on the
importance of these indices, is given in the classical books on ‘Geomagnetism’
Vol. T and II [Chapman and Bartel, 1962 and ‘Derivation, Meaning and use of
geomagnetic indices’ [Mayaud, 1980].

4.8 The Atmospheric Energetics and Dynamics during Geo-
magnetic Storms

Several ground based and advanced satellite observations of global ionospheric,

thermospheric, plasmaspheric and magnetospheric processes have provided
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an important framework to understand the true global nature of the geomag-
netic disturbances. They have shown clearly that the structure, composition
and dynamics of the ionosphere and thermosphere are altered in or near the
auroral zone during these periods. The auroral zone is known to expand away
from the geomagnetic poles with the increasing geomagnetic and magneto-
spheric activity levels. Also, the regions of strong magnetospheric electric
fields mapped into the polar ionosphere undergo a similar equatorward ex-
pansion [Foster et al. 1986; Heppner and Maynard, 1987]. The direct heating
effects of precipitating ions and electrons are however, limited to mainly the
dayside cusp. These energetic electrons and ions enhance the plasma density

by ionising the neutral atoms and molecules in the thermosphere.

During geomagnetic storms, the convection electric field drives the enhanced
ionospheric plasma of the auroral oval and around the polar cap to high ve-
locities (E x B drift, E representing the convection electric field and B the
magnetic field intensity). The moving ions impart significant amount of mo-
mentum to neutrals via ‘ion-drag’ , while at the same time, the resistance of-
fered by the neutral atoms and molecules causes the dissipation in Pederson
current component through increased Joule heating. Outside the oval and over
the polar cap regions the electrodynamic heating is effective depending upon
the electrical conductivity in that area [Fujii et al. 1981]. The efficiency of mo-
mentum transfer and Joule heating increases linearly with ionospheric plasma
density and is more important than heating by particle precipitation [Baumjo-
hann and Kamide, 1984], though, at times, particle precipitation may become
comparable. Statistical studies indicate that both the electro-dynamic and par-
ticle heating maximises in the annular regions around poles which are roughly
colocated [Fieldstein and Starkov, 1967; Holzworth and Meng, 1975; lijima and

Potemra, 1976]. The electrodynamical heating is known to peak at about ~ 130
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km [Banks 1977; Brekke and Rino, 1978] while the maximum particle heating
occurs at an altitude of ~ 110 km [Spiro et al. 1982; Rees et al. 1983].

The lower ionospheric region, around ~ 150 km, over high latitudes responds
directly to the ‘auroral input’. Large scale advection and convection forced
upon the thermosphere by geomagnetic heating causes the high latitude F-
region neutral gas composition to change dramatically [Rees et al. 1985a; Fuller-
Rowell et al., 1987b], as a part of the thermospheric response to Joule and par-
ticle heating. The varying composition structure with altitude during geo-
magnetic disturbances is the consequence of the convection of these horizontal
winds with the mean vertical wind flow, as a part of global wind system. It was
Jacchia [1959] who first inferred the changes in the neutral densities through
the increased satellite drag. Later on, neutral composition measurements by
OGO-6 [Taeusch et al. 1971] and ESRO-4 [Trinks et al. 1975] confirmed this
aspect. Significant enhancement of molecular nitrogen (/V;) density, and a cor-
responding decrease of atomic oxygen density are seen in the high latitudes
during intense storms [Fuller-Rowell et al., 1988]. Enhanced molecular concen-
trations cause significant depletions in F-region plasma density by greatly in-
creasing the effective recombination rates, while the ionisation rates are only
slightly modified by auroral precipitation. However, atomic oxygen (O) the
dominant thermospheric species, usually registers a depletion below 300 km
and a slight increase above. The E-region wind velocities are typically lower
than that of the F-region, and the basic wind pattern follows the ion convec-
tion over high latitudes [Johnson and Wickwar, 1987]. Further, the temporal
variabilities in the energy injection at high latitudes trigger a broad spectrum
of atmospheric waves, namely Traveling Atmospheric Disturbances (TADs).
As a part of global-scale disturbances, the low latitude, thermosphere - iono-

sphere system follows the initial high latitude geomagnetic forcing; and it is
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known to show distinctive storm time features in composition, dynamics and

energetics.

4.9 Geomagnetic Storms-The Low Latitude TIS during Geo-

magnetic Storms

One of the least explored aspect is the behaviour of low and equatorial lat-
itude Thermosphere-lonosphere System during geomagnetic storm and how
the large amount of energy that gets dumped into high latitude regions during
storms gets redistributed to low latitudes. The magnetosphere - ionosphere
- thermosphere coupling is believed to be the only route through which the
magnetospheric disturbances get propagated to low latitudes. Three main pro-
cesses which play important roles in the redistribution of storm energy and
momentum to low latitudes are (i) large scale meridional wind circulation; (ii)

gravity wave or TADs; and (iii) Ring current [Prolss, 1982].

The thermospheric composition and temperature are essentially controlled by
vertical and horizontal advection and molecular diffusion. Due to the large
energy input during the geomagnetic storms over high latitude regions, the at-
mosphere gets heated up that cause the air to move upward and outwards i.e.,
away from the source region. In its upward expansion, the air undergoes adi-
abatic cooling but the air is, nevertheless, hotter than the normal (even during
geomagnetically quiet periods) as it flows equatorwards Roble and Dickinson,
[1970]. As aresult of the pressure gradients between the equatorward /low and
high latitude regions, a strong meridional circulation gets established, which
produces some heating because of the relative motion between ions and neu-
trals i.e. ion-neutral collisions [Stubbe and Chandra, 1970]. On the descending
part of the meridional circulation over low latitudes the air undergoes adia-

batic compression which heats the air further. The wind flow and the pressure
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differences constantly modify each other, as the flow is continuous spatially
[Rishbeth, 1975]. Existence of such circulations during storms, has indeed been
observed and confirmed by the presence of strong winds over mid latitudes
[Armstrong et al. 1969; Hays and Roble 1971; Hernandez et al. 1980]. However,
there have been relatively few direct observations on the thermospheric dy-
namics at low and equatorial latitudes [Hernandez et al. 1975; Bittencourt et
al. 1976; Sipler and Biondi, 1978; Hernandez et al., 1980; Meriweather et al. 1986;
Sridharan et al. 1989, 1991; Gurubaran, 1993; Pant and Sridharan, 1998]. In an
important observation it has been seen that at times during storms, because
of the hemispheric asymmetry and the shape of energy input function with
time, poleward winds also can get setup over low latitudes [Fagundes et al.
1995]. All these meridional wind circulations would affect the composition,
dynamics and energetics. The model estimated and actually observed time
lag between the setting up of the meridional circulation cell from the time of

intense high latitude heating during a storm, is around 8-10 hrs.

The temporal variations of energy injection at high latitudes during disturbed
periods generally triggers a broad spectrum of waves which may combine to
form a Traveling Atmospheric Disturbances (TAD) or gravity waves. These
TADs are pulse like superposition of atmospheric waves. TADs move away
from the source regions i.e. high latitudes, towards middle and lower latitudes
and dissipate their energy through molecular viscosity, thereby transporting
energy [Richmond, 1978; Hunsucker, 1982]. At low latitudes, the energy dissi-
pation of the two TADs launched in both the hemispheres cause an increase of
the temperature and densities. One essential feature of TADs is that they are
associated with an equatorward meridional wind of moderate magnitude. It is
this transient increase of meridional wind velocity which is believed to be re-

sponsible for the generation of positive ionospheric storms at middle latitudes
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[Testud et al. 1975; Prolss and Jung, 1978; Roble et al. 1978; Prolss 1993, Prolss et
al. 1991, Crowley et al. 1989b]. TADs, also continuously lose energy by heat
conduction and ion drag, and they may cause compressional heating too. It
is this energy dissipation which appears as geomagnetic activity effect at low
latitudes [Klostermeyer et al. 1973; Richmond, 1979; Cole and Hickey, 1981; Prolss,
1982; Forbes et al. 1987; Burns and Killeen, 1992]. These TAD effects can be seen
even after a prolonged time i.e. 24-30 hrs. and as early as 10hrs. after the main

energy dissipation.

An additional energy source that is active during storm time is the ring cur-
rent formed in the magnetosphere. During geomagnetic storms, large amount
of energy is contained in ring current in the form of trapped particles. This
trapped energy is released directly into the thermosphere by means of neutral
particle precipitation, produced due to resonant charge exchange process and
also by field aligned charged particle precipitation over high latitudes. At mid-
dle and lower latitudes some of these trapped ring current ions are dumped
directly into the thermosphere if their mirror height is lowered to the ther-
mosphere sufficiently fast. There is also a more continuous flux of energetic
neutrals showering from higher altitudes in all directions due to the charge ex-
change with the exospheric constituents over a much greater range of mirror
heights. The heating effect [Prolss et al. 1973; Tinsley et al. 1981] at middle lati-
tudes [Torr et al. 1974; Kozrya et al. 1982; Ishimoto et al. 1986; Schroder and Prolss
et al. 1991] and ionospheric perturbations at low and middle latitudes due to
these currents have been dealt with in the literature. The first ever Energetic
Neutral Atom (ENA) image of earth’s ring current was reported by Roelef et al.
(1987), using ISEE-1 energetic particle data. Recently Lui et al. [1996] reported
ENA detection by energetic particles and ion composition (EPIC) instrument

onboard Geotail spacecraft during a magnetic storm on Oct. 29-30, 1994. The
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ENA fluxes and the rate of recovery of D, were found to be consistent with
charge exchange, implying that ENA precipitation is a significant energy loss

process for storm time ring current.

410 Temporal Evolution of Storm Effects over Low Latitude
Regions

As has already been stressed upon in the earlier sections, the processes which
redistribute the storm energy to lower latitudes take some time to become op-
erative after the initial deposition over high latitudes. A case study was per-
formed to study the temporal evolution of the temperatures during a storm
on 21% Sept. 1982, over low latitudes. The recovery started on 22"? Sept’82.
Temperature measurements from the WATS instrument onboard DE-2 satellite
were used for this case study. Figure(4.6) shows the variation of thermospheric
temperatures with latitude at different times during the recovery phase. It is
clearly seen that the temperatures, observed after 3.8hrs in the recovery, were

steady at ~1100K at all latitudes upto
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Figure 4.6: The variation of WATS (DE-2) measured thermospheric temperatures with latitude during the recoo-
ery phase of the storm in the month of September 1982.

60° latitude. They were seen to rise monotonically beyond 60° latitude signi-
tying that the polar region received the maximum flux of storm energy. And,
the steady temperature below 60° latitude indicates that the effect of enhanced
storm energy has not yet been communicated to lower latitudes. Incidentally,
after 12-13hrs. the temperature over midlatitudes also started registering an
enhancement. At the same time, the corresponding increase in temperature
at 20° latitude was only by ~50-100K. The meridional stormtime circulation
which takes about 8-10 hrs to become operative after the heating over high

latitudes, seem to be appropriately explaining the observed latitudinal pattern
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of temperature, after 12.3 hrs. However, after 37.5hrs. there was a significant
increase in thermospheric temperatures (~ 1300K) over the low and equatorial
latitudes also. Prominent wavelike fluctuations which were not that significant
in the earlier hours were clearly seen in the latitudinal profile of the tempera-
ture. This indicated towards the possibility of the presence of gravity waves,
which are generated over high latitudes as a result of the time variation in

storm energy input.

As discussed in earlier sections, the time lag for these gravity waves to appear
at low latitudes is typically more than 12hrs. and their effects are known to
persist for long time durations which can, at times, be few days. The temper-
ature after 37.8hrs seemed to be approaching the prestorm values over almost
all the latitudes. Figure(4.7) is another representation of the temperature vari-
ations during the storm. In these four surface plots the longitudinal variations
are also shown alongwith the latitude. Significant modulations were observed
in temperature with latitudes, but no corresponding longitudinal variations
were seen. This showed that, during geomagnetic disturbances, the coupling
between the low and the high latitudes becomes prominent, and manifests it-
self in the form of the variation of the thermospheric temperatures which are

more pronounced only as a function of the latitude.

Apart from this, under the influence of the various energy and momentum
sources during a geomagnetic storm, the neutral composition as well as the
ionospheric densities also undergo significant changes over low latitudes. While
Oy and N, enhancements have been reported by Prolss [1982] over low lati-
tudes, Mayr et al. [1978] showed some sort of a uniform increase in all the con-
stituents. The effect on atomic oxygen density was somewhat less pronounced

over low latitude regions. Both enhancements and depletions of ionisation
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densities are possible at any altitude within the low latitude thermosphere de-
pending upon the dominant processes in that region. The height of the F-layer
also had been observed to increase on occasions [Matuura et al. 1972; Prolss,
1980; Miller et al. 1984]. Extending the above mentioned case study, more sys-
tematic investigation of the low latitude thermospheric response to geomag-

netic storms were carried out from Mt.Abu, wherein,
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an attempt is being made to show the variabilities of neutral temperature and
meridional winds with respect to changes in the solar wind energy input are

presented and discussed.

411 Data Presentation

Three moderate geomagnetic storms, during November 4-10, 1993, December
6-10, 1993 and during February 5-14, 1994; have been chosen for the present
study, as spectroscopic line profile measurements at OI 63004 from Mt.Abu
during these events were available. Figure(4.8) to Figure(4.10) depicts the Dy,

values for all the three events.

Figure(4.8) shows a moderate geomagnetic storm, which commenced on 4th
November, 1993. As seen in the figure, the main phase of the storm remained
active for more than 20 hrs and then the recovery of the storm set in. The
recovery lasted six days. The D reached its prestorm levels only after 10th
Nov’93. A sort of oscillatory behaviour was observed in D, values between 6
to 10th Nov. Figure (4.9) shows a classical storm sequence with the main phase
of the storm during 6-8 December 1993. The recovery phase started during 8-9
extending upto 10-11 December, beyond which a slow recovery is seen upto
December 15. Figure(4.10) represents the third storm event, the intensity of
which was nearly double that of the previous storms. Very large oscillatory
features were seen for the whole period from 5 February to 14 February. The
recovery on this occasion had been rather slow and it could well be a recurring

storm, in which case it represents a complex dynamic event.

The storm during the December’93 period was unique in the sense that it cre-
ated lot of unusual features over high latitudes. F-region patches in 63004
were observed over the polar cap for a period of over 9 hours on December

8th at Eureka (70°N, 80°W) northwest territories, near the geomagnetic north
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pole [Steele and Cogger, 1996]. The solar wind speed was measured to be 490
km/s, and its number density varied slowly between 3 and 14/ cm?®. The in-
terplanetary magnetic field IMF B, component remained southward for an
extended period of time (-7nT) providing an ideal situation for the generation

of F-region patches. The auroral
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oval was severely displaced as the Defence Meteorological Satellite Program
(DMSP) F10 satellite observed the low-latitude particle cusp at ~ 70 corrected

geomagnetic latitude.

4.12 Temperature variations over Mt.Abu

Figure(4.11) shows three panels, exhibiting the variation of the observed ther-
mospheric temperatures on November 7th, 8th and 9th, 1993. The average
daily A, indices representing the geomagnetic level of the day is also given at
the top of each panel. The temperatures on the 7th night showed large tempo-
ral fluctuations. The lowest observed temperature on this night was ~ 900K at
~ 2200hrs, and the maximum was observed at ~ 2130hrs and ~ 0000hrs to be
~ 1400K. The temperatures on an average, showed large deviation (> 300K)
from the MSIS model predictions. Contrary to the observations on 7th, the
temperatures on 8th and 9th night underwent changes which were more grad-
ual. The temperatures on 8th, between 2030 to 2200hrs displayed a steady de-
crease from 1100K to 700K. Within next one hour or so, it increased to ~ 1500K.
An equally fast recovery back to 900K at 0030hrs seemed to have taken place
after 2330hrs. However, after 0030hrs the temperatures exhibited the steady

increase once again, rising to new levels of ~ 1400K.

The MSIS model grossly underestimated the temperatures, except at around
~ 2145hrs. As explained in earlier sections, TADs can be a very significant
source of energy for thermosphere over low and equatorial latitudes during
late recovery phases of the storms. The slow temporally changing energy in-
put over polar latitudes can launch these TADs. The observed temperature
variation on 8th could be due to the presence of the TAD over Mt.Abu on this
day and also on the next day. The slow oscillatory feature seen on 9th Nov.,

indicated towards the presence of large scale gravity wave features. Similar
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rise and fall of temperatures as seen on 8th were observed though the modula-
tions were more gradual. The temperatures remained at ~ 800K for nearly one
hour from 2130hrs to 2230hrs. Afterwards, it increased to ~ 1500K at 0000hrs,
followed by a gradual decrease for the next three hours. The temperature at
0230hrs was measured to be at ~ 880K. Figure(4.12) shows the variation of the

thermospheric temperatures on the nights of Dec.8th,
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Figure 4.11: The thermospheric temperature variation over Mt.Abu on November 7th, 8th

and 9th, 1993.
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Figure 4.12: The thermospheric temperature variation over Mt.Abu on December 8th, 9th

and 10th, 1993.
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9th and 10th, 1993. They exhibited an oscillatory pattern indicating the pres-
ence of wave like disturbances. The periodicity of these wave like features was
approximately 2.5 to 3 hrs, which is close to the periodicities earlier reported in
the low latitude regions [Klostermeyer, 1973]. The important observation on 8th
night was the sudden pulse like increase in temperature i.e. a change by ~800K
in just one hour. This pulse like perturbation seemed to be superimposed upon
the smaller wavelike perturbations observed later in the night after 0100hrs.
The temperatures as observed on 9th night were devoid of any such sudden
increase but the wavelike perturbation was very clearly discernible. The model
temperatures generated taking into consideration the average solar decimetric
flux (F10.7) and the level of geomagnetic activity on that particular day are also
depicted. The average temperatures on 9th Dec. seemed to be lying close to
the MSIS model predictions. The temperature on 10th night remained low (i.e.
~800K) for more than 1 hour during 2000-2100hrs premidnight hours and also
at ~ 0200hrs, late in the night. Because of the lack of sufficient points, be-
tween 2200hrs to 0100hrs, it was difficult to associate any particular feature or
variation to the temperature. The MSIS model predicted temperatures agreed
well with the measurements during the early evening hours and later beyond

midnight.

The observations during the third storm, on 5th, 6th and 7th Feb’94, displayed
very high temporal variabilities. The 5th night, which corresponded to the
main phase of the storm, seemed to be responding well to the variations in
the storm energy inputs. The energy deposition, during this storm, took place
in the form of recurring depressions in the D, indices. On Feb 5th, the tem-
peratures ~ 700K at 2200hrs seemed to have risen to ~ 1500K at 0100hrs and
~ 1200K at 0400hrs. However, such enhancements in the main phase of the

storm, can be explained on the basis of the meridional circulation pattern. As
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explained earlier, such circulation cells get generated and the effects perco-
late to low latitudes within 8-10hrs of initial energy deposition over higher
latitudes. Similar kind of trend was observed on 6th Feb also. However, the
extent of variabilities in temperature seem to have reduced on Feb 7th. The
reason for for this was that the intensity of the magnetospheric ring current as

obtained from the D, had started decreasing implying that most
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Figure 4.13: The thermospheric temperature variation over Mt.Abu on February 5th, 6th

and 7th, 1994.
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of the primary storm energy input into the atmosphere had already taken
place. However, the recurring nature of this storm can recharge the atmo-
sphere with energy making it difficult to interpret the observed temperature
variations on different nights. The Feb 6th and 7th were geomagnetically the
most active nights, as the average planetary indices A, on these days were 61

and 62 respectively.

Since Mt. Abu is situated at a low geographic latitude, the neutral dynamics
or wind pattern under quiet geophysical conditions is dominated by the EUV
forcing. The winds would tend to blow away from the equator, poleward dur-
ing the day and evening hours, and equatorward later in the night as the po-
lar regions remain relatively hotter at that time. During storms however, this
wind circulation gets modified and results in a predominantly equatorward
flow carrying and redistributing the storm energy to the lower and equatorial
latitudes. The effects of these perturbations are not uniform in thermosphere

and the ionosphere.

In the following section, an attempt is made to study the prevailing coupling
between the low latitude thermosphere and the ionosphere during geomagnet-
ically active periods in similar lines to that discussed in chapter 3 with regard

to magnetically quiet periods.

4.13 The Low Latitude Thermosphere-lonosphere Coupling Dur-

ing Geomagnetic storms

The observed thermospheric temperatures, meridional winds and the iono-
spheric variations on each night are discussed in conjunction with Rishbeth’s
servo model. Figures(4.14 to 4.20) display four panels, of which the top two

panels show the thermospheric temperature and wind variation with time,
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and the lower two display the ionospheric parameters. In panel(c) the ob-
served airglow intensity is also compared along with the measured electron
density at 250 km. And in the panel(d) the measured F-layer heights are com-
pared with the servo model estimated heights. These panels are generated for
each individual nights. The discussion corresponding to the panel (c) are done
in the next section where some important aspects of the atmospheric chemistry

during the geomagnetic storms are discussed.

The measured meridional wind on Nov. 8th [Figure(4.14b)] showed change
from initial poleward wind at 2045hrs to weak equatorward wind at 2150hrs.
The wind, later became poleward again after 2300hrs. The overall equator-
ward flow of the wind was relatively weaker (~ 70m/s) in magnitude than
the poleward flow (> 150m/s at 2045hrs). The predominantly poleward wind
on this night indicated towards a hotter lower latitude thermosphere. This
was further indicated by the large thermospheric temperatures measured si-
multaneously on this night. The observed F-layer equilibrium height was at
around 250km in the initial hours around ~2030hrs. Afterwards, the gradual
equatorward flow of meridional wind forced the F-layer plasma up along the
magnetic field lines. After 0030hrs, when the wind became poleward, a simul-

taneous downward movement was registered in F-layer altitude.

In order to establish the variabilities involved in the coupling between the ther-
mosphere and the ionosphere, the ionospheric heights h,,,,, were estimated us-
ing observed temperatures and winds in conjunction with the Rishbeth’s servo
model. The estimated h,,,,, altitudes were compared with the observed F-layer
heights [figure(4.14d)]. The agreement between the the two was remarkably
good during 2100-2200hrs. However, at other times the estimated heights were
found to be lower than the observed one. The differences between the two in-

dicate towards the variabilities due to electric field induced movement to the
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layer, which has not been taken into account. However, the absence of the
simultaneous measurements on electric field makes it difficult to substantiate
the contribution of these fields. But, the very fact that differences exist between
the two need a more detailed examination of the electrodynamical processes

governing the low latitude F-region, especially during storms.

However, a different situation was seen on Nov. 9th [Figure(4.15)]. On this
night, during 2100 to 2230hrs when the temperatures were low the meridional
wind flow strong poleward (~ 200m/s). In the next hour, the poleward flow
gradually weakened in magnitude becoming almost zero at 2330hrs. A rise in
thermospheric temperatures was observed during this period. A similar ex-
ercise, comparing the theoretical and measured F-region equilibrium heights,

was carried out for Nov.
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9th also. The poleward phases of the wind between 2100-2200hrs were asso-
ciated with downward movement of the F-layer. The gradual change of the
poleward wind to equatorward between 2200-2300hrs was seen to coincide
with the upward excursion of the F-layer. The servo model estimated h,,,,, al-
titudes when compared with the observed heights, were found to be agreeing
well during 2100-2330hrs. This substantiates the observation that the neutral
temperature and the winds are the main drivers of the low latitude ionospheric
dynamics. This also means that the electrodynamical effects must be minimal
at the time of the observations. However, the same cannot be said for the mea-

surement at 0230hrs.

The measured meridional thermospheric wind for December 8th [Fig(4.16b)]
showed a large equatorward trend ~2200-0200hrs. During the initial hours
i.e. upto 2100hrs the wind was poleward and small in magnitude (~50 m/s).
The small poleward wind on this occasion indicates towards the competing
roles played by the storm induced equatorward wind and the poleward wind
caused by the daytime equatorial heating by EUV radiation and the transequa-
torial winds from summer hemisphere to winter hemisphere since Mt.Abu is
in the winter hemisphere during this period. Another important observation
was, that, the sudden increase of temperature during 2100-2200hrs was con-
current with the strong equatorward surge in the meridional wind. This could
be an indication for the meridional winds playing a crucial role in carrying the
energy from poles to the lower latitudes. The F-layer height exhibited a steady
upward movement rising upto a max height of 400 km [fig(4.16d)]. This ex-
cursion of F-layer was associated with the strong equatorward movement of
meridional wind occurring at the same time. However, the excursion rate of
the F-layer was slower than the changes in the meridional wind velocity. To

estimate the extent upto which the neutral wind and the temperatures would
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affect the F-layer movement, the F-layer balance heights h,,,, were theoreti-
cally estimated using the observed neutral parameters in the Rishbeth’s servo

model.

Comparison between the measured and the servo model estimated £, re-
vealed that the agreement between the two is not good, except during 0100-
0300hrs. Significant differences were observed between the two for the re-

maining times. This
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indicated towards the fact that the movement of the F-layer is no longer gov-
erned solely by the neutral parameters. The electrodynamical forcings seem
to be having pronounced effects on the plasma motions. It has been reported
in the literature that strong electric fields of magnetospheric and polar origins,
can be mapped down to low latitude ionosphere during geomagnetically ac-
tive periods [Fejer 1997 and references therein]. These electric fields and their
associated variabilities can cause additional movement in the F-region plasma.
The observed differences indicated towards the presence of such fields. How-
ever, no direct electric field measurements could be made during the course of

this study.

The meridional wind on Dec. 9th before 2130hrs, as seen in figure(4.17b),
was poleward with small magnitudes which gradually became equatorward
(~ 100 m/s) at ~2200hrs. The altitude of the F-layer peak electron density
(hmaz) Observed on this night seemed to follow the variabilities in the wind.
The h,,,, altitude remained more or less at the same altitude whenever the
wind magnitudes were small. The large upward excursion of the h,,,, corrob-
orated well with the equatorward phases of the meridional wind. The servo
model estimated h,,,, altitudes using observed thermospheric temperatures
and the winds, were found to be agreeing well with measured h,,,, heights.
The differences observed between the two were within the errors (4 30-50km)
[fig(4.17d)]. Unlike the previous night, the movement of the F-layer of ionisa-
tion on this night seemed to be dominated more by the variations in neutral
parameters than the electrodynamic parameters like electric fields. The vari-
abilities as seen in temperature, were also discernible in the observed h,q,
altitudes, though the effect was not very pronounced. These variabilities can
be attributed to the presence of the traveling atmospheric disturbances (TADs)

in the low latitude thermosphere.
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On Dec. 10th, the F-layer remained more or less at the same altitude i.e.
~270km [fig(4.18d)]. The observed meridional wind on this night was equa-
torward before 2200hrs. The comparison of the servo model estimated 5.,
with the measured ones, also revealed a close agreement between the two.
However, at 1930 and 2230hrs, the estimations were more than the measured
heights which call for further investigation. On February 5th [fig(4.19)], the

observed F-region behaviour



December 9'",1993 A= 3

145

Mt.Abu/Ahmedabad

1600
- *xkkk Maqsured
— 14004 eeee.. MSIBE—~90
gx i
S 1200 ~ + .
5 4
5 1000 - .|. + -|- f +
€ Boo- bl -4|-+ ..........................
2 - + }
E 6004
— -
400 . —— ’ ’ ' v ’ : (a)
300
':'"\ -
l(n 200 =
£ 5 _ ,|.
ey 100 - +
b ol -
= o | =J= L
e ; t '
S —1004 !
o o
¥ —200-
£ 1 (6)
n- _300 T T T T T T T T T
500 100
. dopneess Pegk intensity [ e
@ 400 - e Ne at 250km. |- BO IE
g B (&)
] - 60 4
> 1 2
= - 40
S - gt
= - 20 ¥
5 “opesootoranoses [ o ()
a. 0 T T T 5 T T T T T (8]
450
- Measured
xxxxx Estimated
400
E 3804
L
_— el
= 300
§ oy L B
250 —
i (d)
200 L) 1 1 L] L) L] 1 1 T
19 21 23 (o}’ 03 05

Time Hrs. (IST)

gure 4.17: The thermosphere ionosphere system (TIS) behaviour on 9th December 1993



December 10™1993 A= 8

146

Mt.Abu/Ahmedabad

1600
= dkkkkx Measured
— 14004 . MSISE-90
g f
— 1200 —
o 2
0D 800 i B . i s e, I S
g. ) s
& 800 t
400 L) T 1 L) L) 1 1 T L) (c)
300
o 200 -
\ .
E  100- 4
'u =
&= o} +
= ! " f
T ~100- .|.
o -
& -200-
0 g
i ‘_300 T T T T T T T ¥ v (b)
500 100
. + dwmee Pegk intensity [ T
2 400 _"‘ ------ NB Ot 250 km ey 80 E
S % i ”
§ 1 — 60 70
b o -
@ — 40 >
2 = o
[
= — 20 .
-g i =
d.o 0 (C)
450
i Measured
Pl xxxxx Estimated
£ 350 + +
= =
= 300 —
g
= -
250 -
200 T T T T T T L L ' (d)
19 21 23 o1 03 05

Time Hrs. (IST)

igure 4.18: The thermosphere ionosphere system (TIS) behaviour on 10th December 1993.



Poteward Wind (m/s) Temperature (°K)

Peak intensity (counts)

Peex (Km)

147

February 5",1994 A,= 33 Mt.Abu/Ahmedabad
1600 ;

-

14004 1 I MSISE-BO
1200 1 .H. |

+
800 - ST :I_ --------------------------------

o ol e 2 Measur%d

600 ~

400 , ’ . ——— ; .

, : (o)
400

200 - '
H

- ' Bk Pegk intensity |
400 - s eeaman Ne ot 250km., | 80

Measured
400 - Xxxxx Estimoted

350

300 -~

250

. , , ; (d)
o1 03 05

200 , .
19 21 23

& Time Hrs. (IST)

Figure 4.19: The thermosphere ionosphere system (TIS) behaviour on 5th February 1994.




189

was much similar to that on Dec. 9th. The F-region remained at the same
altitude for an extended period of time on this night after 0030hrs till morn-
ing 0500hrs. However, before midnight, there was a brief upward excursion
in F-layer height from 2200 to 2330hrs. The layer came down from 350km at
2330hrs to 270Km at 0030hrs and maintained the altitude throughout the night.
While the meridional wind underwent significant changes from equatorward
(200m/s) at ~0100hrs to poleward ( 150k/m) at 0400hrs. The reason for the
equilibrium height to remain constant for such a long time despite the ongo-
ing changes in the polarity of the meridional wind could be the compensating
role played by the temperatures. The presence of electric fields get reflected in
terms of differences between the observed and estimated h,,,, altitude as dis-
cussed earlier. Deviations were observed between the two on this night except

at 0100 and 0140hrs which could be due to this.

In a similar exercise for Feb. 7th [figure(4.20)], a remarkable agreement be-
tween the theoretical and measured F-layer equilibrium heights was observed
for most of the times. The observed meridional winds were predominantly
poleward on this night. The observed temperatures seemed to have come
down in magnitude in comparison to earlier days. This indicated towards the
diminishing storm effects over low latitude thermosphere ionosphere system.
However, the magnetic indices ap (~62) showed this day to be a geomagneti-

cally active day, though the observed temperatures reveal the contrary.

4.14 Airglow Intensity Variations during Storms

An important insight into the F-region airglow chemistry is obtained by com-
paring the observed OI6300A4 red line intensity with F-region electron density.
At any given instant of time in the night, the airglow intensity is proportional

to the electron density at the emission region (250km) [Barbier and Glaume,
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1962]. Therefore, during nighttime, the electron density at 250km would un-
dergo an exponential decrease with time unless supplied with additional ioni-
sation from indirect sources such as energetic electrons from high latitudes. As
a result, similar decrease in airglow intensity would also be expected. How-

ever, Figure(4.16c)
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(pp 143) of Dec. 8th, shows a very striking feature between 21:00 hrs to 22:00
hrs. The observed airglow intensity in that time span experienced a change by
a factor of 3, while corresponding change in electron density is only about 3-
4%. In other words, electron density remained almost constant, while airglow
intensity underwent a dramatic change. Rest of the times, however, the varia-
tions of airglow and electron density were proportional and go hand in hand.
This was the first time that such an anomalous behaviour in airglow intensity

was seen over low latitude station like Mt.Abu.

There can be two reasons for this anomalous decrease in airglow intensity, (i)
if the formation of O,™ ions is dramatically reduced, (ii) the excited metastable
oxygen atoms (O(' D)) which emit the airglow, are quenched even before they
could radiate. The possibility of first reason being true is ruled out as, in the
nocturnal ionosphere, the main cause of O, formation is the charge exchange
between O and Os. During geomagnetic storms, an increase in molecular
density over F-region heights has been reported by many earlier researchers
[Pross 1981]. However, such an increase in molecular density would be ex-
pected to have resulted in an increase in airglow emissions. Therefore, the
main source of excited O(*D) atoms i.e. the dissociative recombination of Oy™
ions, remains totally unaffected as the electron density remains the same. But
because of the fact that molecular concentrations are increased during storms,
the quenching of excited O(! D) also becomes more efficient. This deactivation
by quenching would be caused by collisions with molecular species. The ad-
ditional energy lost in the quenching would be utilised in the excitation of the
quenching molecule. The dominant quenching species for the O(' D) atoms is

molecular N,.

The increased thermospheric energy input in the lower thermosphere during
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geomagnetic storms might cause the upwelling of NV, rich air in the airglow re-
gion. The high N, quenching rate coefficients of 7.9x10~''cm? /s would lead to
drastic reduction of airglow intensity as seen from a ground based station. [V,
quenching rate coefficient is much faster than any other quenching agent eg.
molecular O;]. Therefore it is suggested that any thermospheric temperature
rise of ~ 800 K during a geomagnetic storm can at times lead to a simultane-
ous decrease in observed airglow intensity by more than 30% because of the

enhanced quenching by molecular Ns.

There are other instances too when a sudden rise in thermospheric tem-
perature was seen but with no corresponding airglow quenching effects. For
instance, on Nov. 8th and 9th. temperature enhancements were seen around
midnight. The airglow intensity on Nov. 8th , however, was seen to be fol-
lowing the decay of the electron density at 250km, as can be seen in the fig-
ure(4.14c). On Nov 9th, a sudden rise in intensity was observed at 2200hrs.
This can be understood by seeing the position of the altitude of the F-layer
peak at that time. The F-layer, which can bring additional ionisation for such
an increase in airglow, was also found to be at 250km. This is supported by fur-
ther observations when the F-layer height moved upwards from the airglow
emission region at ~ 2300hrs and both the electron density and the airglow
intensity immediately showed a decay. The airglow intensity pattern on Feb.

5th, 7th could also be explained in similar lines.

415 Conclusions

Based on the results presented in this chapter, it could be concluded that the
low latitude TIS continue to behave as a closely coupled system even dur-
ing geomagnetically disturbed periods inspite of large variabilities inflected

on the thermospheric parameters namely temperatures and winds. The large
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scale neutral dynamical effects like meridional winds, Traveling Atmospheric
Disturbances are also getting reflected in the behaviour of the TIS, and one is
able to explain these variabilities using the servo model. On most of the occa-
sions, similar to the quiet time behaviour, the electrodynamical effects are only
marginal. The significant variations in thermospheric composition is offered as
a viable explanation for the large changes in the airglow intensities observed

on occasions.



Chapter 5

Variabilities in the Thermospheric Temperatures and their

Representation by the Model

5.1 Introduction

In the last two decades, the increase in the number of coordinated programs in-
volving both ground based radio and optical techniques, along with the space-
borne instruments have provided high quality measurements on various ther-
mospheric, ionospheric and magnetospheric parameters. Based on the im-
portant and diverse results obtained by means of these coordinated measure-
ments, it is now becoming possible to successfully initiate the development
of global models of thermosphere and ionosphere. These theoretical models
generate a number of thermospheric- ionospheric parameters for all locations
and times as a function of season for a wide range of geomagnetic activity lev-
els. They predict only the average climatic conditions of the upper atmosphere
at any given time. In spite of the limitation in representing the instantaneous
conditions, the models do provide us a means of theoretically studying the
fundamental processes that affect the upper atmosphere vis-a-vis the experi-
mental results on individual atmospheric parameters obtained during isolated

event based studies.

In the present study an attempt has been made to compare the neutral tem-

perature measurements with the model predictions , and the differences are

195
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analysed in detail. The purpose of such a study is to account for these tem-
perature differences, keeping in view the atmospheric processes which are not
already included in the model. This analysis has been carried out for various
geophysical conditions in order to understand the response characteristics of

the low latitude thermosphere ionosphere system.

In the following sections, a brief background to the thermospheric model namely
MSIS (mass spectrometer incoherent scatter) used extensively in the present
investigation, is given in a historical perspective. Following this, a discussion
on the comparison of measured thermospheric (F-region) temperatures over
the low latitude station Mt.Abu (24.6° N,72.7 E geographic; 20° N dip lat.),
with the corresponding ‘MSIS’ (thermospheric) model predictions are given.
Finally, the limitations of MSIS utility over low latitudes as on today are dis-
cussed keeping in view the experimental results obtained by various studies

from locations like Mt.Abu and elsewhere in the globe.

5.2 Development of MSIS model - A Perspective

It is well appreciated that the thermosphere is a nonlinear medium [Rees et al.
1988] which is constantly under the influence of solar radiation energy. The
energetics of the thermosphere is modified to a great extent by the continu-
ously fluctuating transfer of energy and momentum from the magnetosphere
higher above, and also from the lower and middle atmosphere. The processes
and mechanisms redistributing the energy and momentum between the neu-
tral and ionised species i.e. thermosphere and ionosphere system (TIS) are
known and understood to a good extent. However, only few individual pro-
cesses could be modeled so far and a true, self consistent, coupled thermo-
sphere - ionosphere model formulation is still in its infancy. Though, during

geomagnetically quiet times, the solar wind energy input to the TIS via the
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magnetosphere is significantly reduced in comparison to the solar radiation
energy, even then, a quantitative description of quiet- time thermospheric ef-
fects is incomplete due to the lack of understanding of a reliable definition of
the quiet-time base line as would become clearer later in this chapter. On the
other hand, the periods of low geomagnetic activity could serve as a reference

or base line for the storm phases.

At present the stress is on the development of empirical and theoretical models
to (i) integrate the data obtained from numerous satellite based missions and
ground based observations, and (ii) provide a self-consistent physical descrip-
tion of these observations and understand the phenomenology of underlying
processes. The era of modern global empirical /semi-empirical thermospheric
models commenced with the publication of the Jacchia’s 1965 (J65) model [Jac-
chia, 1965] for which the data base was the total densities as determined from
the measurements of air drag on satellites. This model calculated densities,
having a fixed lower boundary at 120 km and considering a diffusive distribu-
tion of each species above. It also calculated the thermospheric temperature
profiles by an exponential equation extending asymptotically to exospheric
heights. Some additional provisions were made for estimating the diurnal, sea-
sonal, semiannual, annual variations along with the variabilities introduced by
the solar and geomagnetic activity levels. Subsequent revisions extending the
predictions down to 90 km culminated in Jacchia 1977 version (J77) [Jacchia,
1977]. After the commencement of OGO-6 satellite mission with mass spec-
trometer on board, the observations indicated significant differences in the be-
haviour of individual thermospheric species from those predicted by earlier
models such as J71 and ]J77. The lower boundary was still kept at 120 km simi-
lar to the Jacchia models, but the exospheric temperatures were inferred from

the N, densities. The densities of O and He at 120 km were allowed to vary
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with geographical and geophysical parameters as necessary, to fit the satellite

measurements at higher altitudes [Hedin, 1974].

The importance of ‘global circulation system” was realised for the first time
then, and as a consequence an understanding of the variations at 120 km were
thought necessary in order to correctly model the departures from diffusive
equilibrium in lower half of the upper atmosphere. The temperature vari-
ations predicted by the OGO-6 model were similar to the temperature vari-
ations found by incoherent scatter technique [Carru et al. 1967; Nisbet et al.
1967]. However, the OGO-6 model, also had significant limitations in terms of
a limited altitude coverage (data base roughly from 400 - 600 km) and appar-
ent scale height errors leading to an average temperature higher by 56K. Also,
the data used in this model covered, only a portion of a sunspot cycle (Fig7
~ 150) and the extrapolation to mean F;(; indices, very different from 150,
was later found to be inaccurate. In spite of all these limitations, the OGO-
6 model temperatures agreed well with incoherent scatter data and this led
the subsequent modeling efforts in the same direction. OGO-6 was the first
model, based on in-situ composition measurements. The continuous compar-
isons of measured thermospheric temperatures with existing models then, re-
sulted in an improved and revised model called the MSIS (Mass Spectrome-
ter Incoherent Scatter) model which incorporated temperature data from inco-
herent scatter radars and mass spectrometer data from five satellites [Hedin et
al. 1977a,b]. The incoherent radar data were obtained from Jicamarca (12°S),
Arecibo (18°N), Millstone Hill (43°N), St. Santin de. Maurs (45°N) and the
data on neutral density were obtained from mass spectrometers onboard AE-
B, OGO-6, San Marco-3, Aeros A and AE-C satellites. The coverage of the data
available was over a wide range of altitudes (~ 140-500 km). Also, somewhat

wider range of magnetically disturbed conditions were included in the model
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formulation, but inspite of it, the model did not represent the longitude varia-

tions properly.

The time span and altitude coverage of the data sets used in MSIS formu-
lation are illustrated in figure(5.1) [ Hedin et al. 1977a,b]. Similar to OGO VI,
temperatures were inferred from Ny, as changes in N, density are expected to
reflect temperature variations more closely than the density variations of any
other species or the total density [Roble and Hays, 1973; Mayr et al. 1974]. As a
result, in the MSIS model, the global average exospheric temperature for an av-
erage Fj( 7 solar flux of 150 and an Ap (magnetic activity index) of 4 came out
to be 1040K. This estimate of temperature was 56K lower than that of OGO-
6 model and 35K above that of Jacchia model. While using only N, density,
the data gave an average temperature of 1030K. The measurements [Offermann
1974], Jacchia model 71 and the MSIS at 150 km agreed well within 2%; how-
ever, an error of 5% in thermospheric temperature at 120 km ultimately led to
an error by about 10% in density for the MSIS model. Earlier estimations and
incoherent scatter observations inferring the temperature gradient at 120 km
[Donahue and Carignan, 1975; Alcadyde et al. 1972; Salah and Wand, 1974] came
very well in consonance with the MSIS prediction i.e. 16.7K/km at 120 km. It

is



15

i MILLS™ZNE HILL 43°N To, Thzo
700}— ’ ST. SANTIN 45° Ty, Typg  —1180
ARECIBO 18°N Ta
g JICAMARCA 12°5 Ty (©"LT) z
h A 060 6 AEC g
6001— ’: ! “ 7 FN&CE ~—te0
A L N3, 0, o
3 ;’ \ ,’ / k\ ;’ \,_ln\ He, Ar
- ~/ \_ / 1 AEROS A
E so00l— ! - He \ r:.o. oss —la0
: !f Winter+Eq) 1 He Ar Nz- 0, -
o - N O i - He, Ar n 2
= ) \ 2N 3“‘““ -
= AE-8 iSummervEq) T ]
S 400~ 1y, WA LAY . 120
5 4 \ s 1
-/ A4 \ SUMMER 7
o= +Eq
300 —’ £ SAN MARCZ 2 hY m —t 100
’ N,. 0] ASEASONS _
- He, Ar
200}— 0°LAT] —{ 80
= i
| L L L | : ] { ! 0
1005 67 68 €9 70 71 72 73 74 75 76

YEAR (1900+)
Figure 5.1: MSIS model data coverage in altitude and year-day of the year coordinates. Th
dashed line shows the trend in the Fiy 7 index during this period. (Hedﬂ etal. 1977)

1400
« ST. SANTIN (44.6 “N)

= MILLSTONE HILL (42.6 °N)
= -==FIT OF 1.5. DATA

—— MSIS MODEL (F,,, =150
== QGO 6 MODEL
1200 1— - ~ --v= |71 MODEL

-
- S

1000

EXOSPHERIC TEMPERATURE {°K)

BOO — .

l | 1 ! | i L
0 100 200 300 0 100 200 300 0 100
1969 1870 1971
DAY NUMBER

Figure 5.2: The daily exospheric temperature measurements at 45° latitude, a direct fit o
these data (Salah et al. 1976), and comparison with the OGO 6, MSIS and J71 models fo
Fior =150 and A, = 7. (Hedin et al. 1977)



201

clear from figure(5.2), the estimation of auroral thermospheric temperature
variation by MSIS model was in excellent agreement with incoherent scatter
measurements. However, a better understanding of low latitude diurnal and
semi-diurnal variations, longitude variations, and year to year changes in vari-

ous thermospheric parameters were still to be incorporated in the MSIS model.

Continued efforts in this direction, following MSIS in 1977, resulted in a re-
vised version of MSIS to appear as MSIS-83 [Hedin 1983]. The enlarged data
base of the MSIS-83 model was based on temperature, composition and den-
sity measurements from several rocket flights, seven satellites and five in-
coherent scatter radars. Similar to the earlier version, this revised thermo-
spheric model was an empirical model of thermospheric temperature, den-
sity and composition. Also included were the longitude and local time ef-
fects, in the improved version. Keeping the same basic structure in the upper
thermosphere as in the previous MSIS model, the MSIS-83 presented a more
comprehensive and unified description. The most important revision was in
the representation of geomagnetic activity effects by using summed 3-hours
A, magnetic indices, combined with a 8-10 hour exponential decay in ther-
mospheric temperature and density after the disturbances/storm events. Fig-
ure(5.3) clearly illustrates this aspect [Hedin et. al. 1981]. It is understood that
the effects of the magnetic storms could only be modeled in an average way,
as the energy sources causing geomagnetic perturbations are highly variable
both spatially and temporally. As another major improvement in MSIS-83, the
lower boundary condition was reduced even lower i.e. to 85 km from 120 km,

to represent more or less the whole thermosphere.

The severe limitation of the earlier MSIS model, namely the dependence of O,
variations on ion measurements and chemistry, was also overcome by incorpo-

rating EUV absorption and mass spectrometer measurements into the model
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formulation [Offermann 1974; Ackermann et al. 1974; Cooley and Reber, 1969 and
Trinks et al. 1978] encompassing a wide range of solar activity i.e. Fjo7 rang-
ing from 70 to over 200. The MSIS-83 model had been used very widely and
proved to be of great utility for a number of upper atmospheric studies. A
further revision of the MSIS model was undertaken to incorporate the obser-

vations as obtained by
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various instruments onboard the Dynamics Explorer (DE-2) satellites. The data
base was expanded to include both composition and temperature data from DE-
2. The description of atomic nitrogen was added to the species incorporated in
the earlier version. Similar to MSIS-83, it had the additional ability to describe
the seasonal differences in the morphology of composition under both geomag-
netically quiet and disturbed conditions, in the high latitude regions. This new
version was termed as MSIS-86. Nearly, at the same time the need to assimi-
late various thermospheric models, which were based on direct observational data
and developed independently, and to arrive at a standard Reference Atmospheric
Model was realised. The result was the CIRA-86 model. It included all the new
sources of observational data available after 1972 and the theoretical models that

“had been developed since then. The MSIS-86 thermospheric model was accepted as

the standard reference atmosphere model - CTIRA-86 (Committee for International
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MSIS-86 thermospheric model was accepted as the standard reference atmo-
sphere model - CIRA-86 (Committee for International reference atmosphere).
Good consistency between the data sets and the model predictions for varying
geophysical conditions, in general, proved MSIS-86 to be a stable user-friendly
thermospheric model describing the average conditions very well. However,
as it is realised that the global experimental coverage for density and tem-
perature is very less between 90-150km, the model predictions in this altitude
range tend to be less reliable than that at higher altitudes. The mesopause
had remained an important region for the models as it serves as the base and
controls the processes in the thermosphere and the lower atmosphere. With
the growing understanding of different regions of atmosphere with the help
of programs like CEDAR (Coupled Energetics and Dynamics of Atmospheric
Regions), and LTCS (Lower Thermosphere Coupling Study) and MISETA pro-
gramme (Multi instrumented study of equatorial atmosphere), the need for
reducing the lower limit of MSIS-86 model down to lower and middle atmo-
spheric altitudes was realised. As a result, the MSIS-86 empirical model was
revised and extended to represent lower atmosphere and mesosphere in order
to provide a single analytical model for estimating composition and tempera-
ture profiles representative of the climatological average for various geophys-
ical conditions [Hedin 1987, 1991]. This revised and extended model was to
be known as MSISE-90. Supplemented by Rockets and incoherent scatter data
over upper mesosphere and lower thermosphere, the MSISE-90 predicted tem-
peratures fit to the observed temperature data to an overall standard deviation
of 3K and pressure data to 2%. This model represents current knowledge of the
‘climatological” averages, reasonably well. However, there is still a scope for
modification in MSISE-90 model near mesopause boundary. MSISE-90 utilises

considerably fewer parameters than other models and perhaps as mentioned
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earlier, is the most user friendly and readily accessible of all the thermospheric
models. Therefore in the present comparative study with measurements, only

the MSIS model is made use of.

5.3 Low Latitude Thermospheric Temperature During Storms

and ‘MSIS’ Model

Rishbeth in 1975, reviewed the ideas about thermospheric/ionospheric (F-region)
storms and conclusively showed that the changes in global thermospheric cir-
culation, affected and modified by the storm time energy inputs over high lat-
itudes, have significant effects on low latitude thermosphere and F-region of
ionosphere as well. Though several studies had been conducted on the be-
haviour of the thermosphere at high and mid latitudes during geomagnetic
storms [Hernandez and Roble, 1976, 1978; Jacka et al. 1979; Rees et al. 1984a, 1984b;
Yagi and Dyson, 1985; Fagundes et al. 1995a], the behaviour of the thermosphere
at low and equatorial latitudes is studied the least. Very few measurements
exist in this region during geomagnetic disturbances [Biondi and Meriwether,
1985; Ranjan Gupta et al. 1986; Tinsley et al. 1988; Burnside et al. 1991, Burns and
Killeen, 1992; Wu et al. 1994; Fagundes et al. 1996]. It is now accepted that the
low latitude thermospheric temperatures during storms, at times exhibit fluc-
tuations and enhancements relative to those during quiet conditions. Burnside
et al. [1991] in a study of the neutral thermosphere at Arecibo (a low/mid lat-
itude station) during two severely disturbed nights (14-15 Jan. 1986 and 13-14
July 1985) clearly showed an increase in neutral temperature around noon i.e.
on 14th July 1985 by about 200K when compared with the MSIS-86 model pre-
dicted temperatures. Also, Burrage et al. [1992], compared the thermospheric
temperatures, inferred from the density measurements obtained by mass spec-

trometer onboard AE-E satellite, with the MSIS-86 predictions and found that
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there was only a qualitative agreement between the two.

Number of studies similar to the ones described above, brought out the im-
portant fact that ‘MSIS’ is limited by the low resolution of the magnetic activ-
ity parameterisation that has gone into its formation of the model. MSIS-86
storm response, is a limited function of local time, hence could not represent
all the observations in case of Burrage et al. [1992]. In a similar study, focus-
ing on low latitude thermospheric and mesospheric temperatures. Fagundes et
al. [1996] showed that during the sudden storm commencement (SSC) phase,
the observed nocturnal thermospheric temperatures are generally higher than
those predicted by MSIS-86 model. However, the measured temperatures were
found to be lower than MSIS-86 predicted temperatures during the recovery
phase of the storm. For majority of moderate storms, the above results were

found to be true [Fagundes et al., 1996).

5.4 Deviation of Thermospheric Temperatures from the MSIS

Model

Perhaps, one of the important aspects of a geomagnetic storm related studies
would be to investigate the atmospheric response for a sudden surge of storm
energy input as compared to the gradually changing solar cycle and seasonal
effects. Results show that most of the changes in low latitude thermosphere
during a geomagnetic storm are caused by the processes whose sources lie in
the high latitudes. But, there are instances, when direct deposition of energy
over these latitudes has also been reported [Ranjan Gupta et al. 1986; Prolss
1981]. The energetic particles originating from the ‘Ring current’ are believed
to play a crucial role in this regard [Tinsley 1979, 1981]. Though, the magni-
tudes of storm effects in the thermosphere are smaller at low latitudes, still

they do persist for significantly longer periods even after the storm subsides
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[Fuller-Rowell and Rees, 1997; Fuller-Rowell et al. 1997; Abdu 1997]. Gurubaran
et al. [1995] while compiling the thermospheric data from Mt.Abu noted that
for high solar activity conditions and for geomagnetically quiet periods, sig-
nificant deviations existed between the measured and model temperatures on
several occasions. In most of those occasions, the model was found to be un-

derestimating the observed temperatures.

In the light of the above discussion, we set out a case study on four geomag-
netic storm days i.e. December 8th, 9th, 1993 and February 5th, 6th, 1994 mak-
ing use of the spectroscopically obtained thermospheric temperatures from Mt.
Abu alongwith those estimated from MSISE-90 model. The description of the
data, has already been presented in Chapter 2 and here we concentrate only
on the differences between the measurements and the model. The following,
[figure(5.4)] panels depict the measured neutral temperatures (7},), for all the
four days, with error bar alongwith the MSISE-90 model values predicted for
the occasion. The A, value is given for each individual day at the top of the
respective panels. The observed deviations of measured thermospheric tem-
peratures from the model predictions are clearly seen. The important thing to
be noted here is that these deviations, especially on 8th December, were both

positive and negative with respect to the
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MSISE-90 predictions and were to the extent of ~ 500K on December 8th
and on February 5th; large scale wave structures were seen on December 8th
and 9th, which are suggestive of large scale processes like TADs being active
in the upper atmosphere. The above comparison indicates that the model does
not probably take into account all the essential energy inputs over low lati-
tudes, which incidentally become significant with the increase of geomagnetic
activity. These observations prompt questions like- what causes the enhance-
ment and variations in temperature over low latitudes during geomagnetic
storms, and, how the model can be augmented to predict these temperatures

realistically.

Therefore, two important aspects of low latitude thermospheric behaviour emerge
for the present study i.e. (i) Study of the time response of low latitude thermo-
sphere to geomagnetic forcings at the time of storms; (ii) Increasing the utility
of ‘MSIS” model by appropriately incorporating certain unaccounted factors
after suitably parameterising them, based on the four storm days and eventu-

ally generalising the same.

5.5 Time Response of Low Latitude Thermosphere to Geomag-

netic Forcings

The temporal development of thermospheric effects during storms is essen-
tially determined by the changing intensity of the solar wind energy source.
The additional temporal variations are introduced ‘globally’ by large-scale dy-
namics of the thermosphere; and ‘locally’ by changes in the spatial distribution
of the energy injection. Apart from this, the presence of local dynamical pro-

cesses also affect time variations mentioned above.

Results show that at high latitudes the time delay between the magnetic and

thermospheric disturbances is rather short and of the order of an hour (even
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less); however larger time lags are observed at low latitudes as expected [Berger
and Barlier, 1981; Prolss, 1982). Though, all the observed changes in the ther-
mosphere at any latitude cannot be associated and adequately described by a
single local or global time constant, but at times during storms, the observed
thermospheric/ionospheric changes can be related, temporally to storm time
global dynamics. For instance the observed temperature and density changes
as a result of large scale meridional circulation have typical time constant of

2-8 hrs globally [Mayr and Hedin 1977, Rishbeth 1985, Prolss et al. 1988].

According to the present understanding, over low and equatorial latitudes the
‘storm” is understood on the basis of phenomenology of middle and low lati-
tude geomagnetic variations identified by the ‘Ring current’” as a source of mag-
netic field intensity variation and, is represented by the Dy index. Hernandez
and Roble (1978) showed a linear relation between the ¢ St) i.e. the rate at which
energy gets transferred into and from the earth’s ring current and the fluctu-
ations of the meridional velocities observed over Fritz peak (39°N;105.5°W) a
mid-latitude station. Quite a few similarities were shown to be prevalent in
meridional wind patterns and Correspondmg parameter and there had
been a time delay of 3-4 hours between the two on different occasions. This
suggests a time delayed response of midlatitude thermosphere to an imposed
geomagnetic disturbance. This study provides the first positive indication for
a ‘possible means’ of relating the thermospheric effects to ring current in terms
of d< “ parameter (time delayed), and a possible use of d< <) as an input pa-
rameter for global dynamic models of the thermosphere. Smce, the model pre-
dicted temperatures, for given parameters/conditions represent only the av-
erage thermospheric state, deviations of the observed temperatures AT,, from
this average were estimated for each temperature point and for each night, i.e.

on December 8th, 9th, 1993; Feb. 5th, 6th, 1994. Also, for each night, the %
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i.e. rate of change of Dy, was estimated. The ‘D indices are hourly indices

supplied by the Kyoto University, Japan.

A cross correlation analysis was performed, and no agreement was found be-

d(Dgt)

tween AT, and the instantaneous values of =

. This, in a way was quite
expected because the geomagnetic perturbations and various energy inputs
to the thermosphere during storms would take sometime before appearing
as low-latitude thermospheric temperature variations. So, a time delay was

D, . .
d dt“) and AT, and a cross-correlation exercise was per-

invoked between the
formed. The time delay was varied from 0 to 24 hrs, and a strong positive

correlation was found between the two
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Figure 5.5: Scatter plot for deviation of measured thermospheric temperatures from the

MSIS model as a function of time rate of change of Dy, for December 8th and February 5th.

in all the four days for a time delay varying between of 16-18 hrs. The observed
correlations were > 0.8 for all the four nights {figure(5.5)]. The important out-
come of the correlation study is that, the 7, with all its temporal variabilities
and a corresponding variation in ﬂ%ﬂl 16-18 hrs before, indicate towards a time
delayed response of the thermos.phere or in other words an ‘inertia-effect’ of the
thermosphere. So, the 16-18 hrs time delay in the choice of ﬂ};—‘l through cor-
relation exercise, stands for the response time for the latitude region of Mt. Abu
(24.6".V: 73.2 £, 19.2° diplat.), during periods of moderate geomagnetic storms. How-
ever it should be borne in mind that the response time would be dependent on the

atmospheric conditions at that instant.

Earlier stuaies on the response of the equatorial thermosphere - ionosphere sys-
tem using DE-2 data revealed that in the morning sector during summer months,
it takes about 12 hours for the storm effects to be registered in the neutral tem-

peratures {Burns and Killeen, 1992]. It was ascribed to gravity waves triggered

It
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triggered by the storm. Richmond [1979] suggested that meridional circulation
is also important and it could take ~ 10-12 hrs to produce similar effects. In the
present investigation, the time-delay is significantly longer (16-18 hrs). Since
the observations were made during winter months, the longer time delays
could very well be due to the transequatorial winds from the summer hemi-
sphere opposing the equatorward distribution of storm energy. However, a
reliable determination of the ‘response-time’ is not an easy task, especially using
data from only one site. Therefore, its extremely important to complement the
satellite observations with continuous ground based measurements. Owing to
these limitations, very few studies had been performed in the low latitudes to
investigate this aspect. In this regard, the result of the present investigation
that it takes ~16-18 hrs for the high latitude effects to percolate down to ~ 20°
dip lat. isimportant. However, it is understood very well that all the variations
in Dy are not solely due to the ring current as the low latitude perturbation in
magnetic field is also influenced by contributions from substorm related cur-
rent systems eg. the asymmetric ring current involving field aligned currents
[Fukushima and Kamide, 1973; Clauer and McPherron, 1978], the ionospheric cur-
rents [Takahashi et al. 1991; Fejer, 1997] and also the occasional collapse of the

cross tail current near the edge of the plasma sheet [Liu et al, 1991].

Taking the lead from the above finding of the ‘response-time” of low latitude
thermosphere, we set out a first order exercise to augment the existing ‘MSIS’
model for the same period. A detail of this exercise is discussed in the follow-

ing section.
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5.6 Parameterisation of D, and Augmentation of the MSIS
Model

Till now the prediction of thermospheric variations and perturbations in em-
pirical models are keyed to the geophysical indices like K, and A, which are
taken to represent the geophysical processes to a good measure. However,
these indices might not be representing the actual conditions especially over
low latitudes [I. Almar et al. 1992, 1996] and indeed it has been found that
they tend to smoothen out the variations. Therefore, making the model solely
depend on the K, and A, indices would have limitations as revealed by the
earlier studies. On the basis of results on the thermospheric response time,
an attempt has been made to parameterize the Dy index in order to be able
to explain the observed thermospheric temperatures. The logic that has been
adopted is as follows: During the main phase of any geomagnetic storm, en-
ergy is pumped into the ‘ring current’ and it builds up. Later, in the recovery
phase, the stored energy gets released into the system, more favourably at high
latitudes i.e. along the geomagnetic field lines. As mentioned in the previous
chapters, advection, diffusion and traveling atmospheric disturbances, redis-
tribute the energy, and, there would definitely be a time delay before the low
latitude region would start experiencing the impact of the geomagnetic storm.

Our results in the previous section also confirms this particular aspect.

d(Ds)

7 is taken as

The rate at which the the Dy, index changes with time i.e.
a measure of the energy exchange into the atmospheric system. The ratio-
nale for treating it so is discussed later. These time delays, obtained after the
cross correlations for individual events are considered to be reasonable in com-
plying with the available information on meridional winds and gravity wave
propagation characteristics and it turned out to be ~ 18 h for the month of De-

cember. An empirical linear model is fitted to the data, following this delayed
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correlations for the December data and a relation was established between the
deviations in the measured and model predicted temperatures (AT,,) and the

rate at which the D variations occurred before 18 h.

d(D,
AT, = 19.124x (dtt) + 171.464 (5.1)

A similar relation was arrived at, for the month of February 1994 data, also
independently. This sort of a relation could therefore be considered as repre-
sentative of this particular solar epoch and the constant term would then be
the background thermospheric condition not getting represented by the MSIS
model. In addition there are quite a few other processes that contribute to the
low latitude energetics which are not quantified as yet. The lack of under-
standing of these processes limits our efforts. However during geomagnetic
storms, the storm energy input is expected to dominate and therefore no at-
tempt is made in this part of the study to consider and account for some of the
prominent local processes. This aspect has also been attempted in the present

study and would be discussed in the later chapters.

Using the above relation to represent the periods under consideration, the AT,
values were estimated for the remaining three nights. Thus obtained AT, is
treated as an additive term to the standard MSIS model temperature. The
estimated temperatures using this empirical relationship (after applying the
correction to the MSIS model) are depicted in figure(5.4)(pp 162) by crossed
swords, while the actual measurements are represented by crosses with error
bars. One can notice that the observed features are now reproduced remark-
ably by the improved model, termed as I-MSIS model. The large shooting up
of temperature at ~2200 IST on 8" December 1993, the oscillatory features of
5" and 6" February, 1994, do get reproduced fairly well. The 9" December
temperature data revealed much faster fluctuations with periodicities of < 1

h. Since the Dy data used in the present analysis is from the hourly Dy; values,
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smaller periods could not be extracted. At least ten minute Dy values would
be needed for a further detailed study. Inspite of this limitation the I-MSIS

model values are seen to pass through the actual data points.

In this exercise, a relationship between the rate at which the energy of the ring
current gets dissipated in the TIS and the difference between observed and
model predicted temperatures has been established and has been successfully
used to improve the model on a case study basis. This study brings out the
important point that the temporal evolution and development of geomagnetic
activity effects has to be taken into account while modeling the same. Some
earlier studies have also indicated towards this aspect [Hedin et al. 1981; Nisbet
et al. 1983; Prolss and Roemer, 1987; Slowey 1987; Fuller- Rowell et al. 1997 and
references therein]. Apart from this, the crucial point for the augmentation of
MSIS model for low latitudes, is the proper identification and analysis, of the
form in which the magnetic indices are to be used in modeling the various
effects for both geomagnetically quiet and disturbed conditions.

Therefore, we set out a detailed study for further validation of % as a poten-
tial index to be used in the MSIS model extending the study to various states
of the thermosphere during different geophysical conditions. The following

sections deal with this aspect in detail.

5.7 Thermospheric Temperatures During Geomagnetically Quiet

Conditions and the Model (MSIS) Predictions

It is clear now that the Dy variations represent the variabilities in the neutral
temperatures during disturbed conditions. It is extremely difficult to define
a baseline for geomagnetically quiet conditions because of the continuous in-
flow of solar wind energy, however small it may be, even during these so called

quiet times. So the question which comes naturally to our mind is - whether
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the imprint of the ‘D" variabilities on thermospheric temperature holds true
even during geomagnetically quiet periods. To find an answer, we extended
our correlation analysis of measured thermospheric temperature data from Mt.
Abu without making any distinction for the data in terms of geomagnetic ac-
tivity. These measurements span the period of October 1986 to March 1987 and
November 1990 to April 1991. Data samples range between the minimum of
solar cycle 21 and the maximum of solar cycle 22. All the data correspond to
geomagnetically quiet periods i.e. (max. A, = 17). The temperature data have
already been reported by Gurubaran et al. [1995] indicating the limitations of
neutral atmospheric model MSIS-86. Figure (5.6) depicts the thermospheric
temperatures for four nights during February 1991 as a sample for the vari-
abilities and deviations from the model typically encountered. Dashed lines
represent the MSISE-90 model values for each day under consideration. The
deviation at times is as large as ~ 300 K. Though the mean temperature during
high solar activity period i.e. 1991 has risen here (800 to 1200K), still the devia-
tions of the measurements from the model predictions on most of the nights is
quiet notable. Not only temperature enhancements were seen, but some kind
of wavelike fluctuations were also discernible during many nights. Data cor-
responding to October, November 1986, January 1987, and February and April
1991
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were subjected to detailed time delayed correlation analysis. The data being
presented in this section, not only was distributed over high and low solar
activity epochs but covered different seasons, though in different years. Due to
the bad viewing conditions during the Indian monsoon (July-Sept) each year,
there is no data available during these months. The correlation analysis here
aims at bringing out the response time of low latitude thermosphere, and a

seasonal dependence of the ‘response-time’, if there is any.

Though the time resolution of the Dy; is coarse, i.e. 1 hour, still the obtained
correlation coefficients were high, of the order of ~0.8 and more; for individual
nights. In fact it was found that the estimated time-delays corresponding to the
nights belonging to a particular month were found be lying in the same range,
and these time delays were different for different months. In other words, it
turns out that the thermosphere has, seasonally, a characteristic time delay or

response time.

Figure(5.7) shows these estimated response-times as a function of the month.
The seasonal changes are superimposed over the changes dependent on the
solar activity. These two superimposed contributions in total ‘response time’
can be filtered out only, if we have continuous observations of thermospheric
temperatures over a year during a particular solar epoch. Ideally one should
have a chain of observatories along a particular meridian in order to arrive and
validate these results. The possible coupling mechanism between the high and

low latitude regions during quiet times are briefly discussed below.

5.8 Neutral Dynamical Effects

In a recent study of quiet time upper thermospheric winds over millstone
Hill (a mid latitude station 43°N, 72°W) between 1984 and 1990 Hagan [1993],

brought forth a re-confirmation of the earlier results that the meridional winds
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over MHO (Millstone hill observatory) were southward for prolonged periods
diurnally for most of the days of the year. Weak northward winds were ob-
served only briefly during the morning hours. These winds, apart from the
regular zonal flow, are the ones which redistribute the polar energies to lower

latitudes and vice-versa,
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Figure 5.7: The TIS response in terms of time delays estimated for different months using
the ground based spectroscopic data from Mt.Abu.

though their contribution to overall energetics is small. This result provides an ev-
idence, that the aurorally driven circulation cell is important even during geomag-
netically undisturbed periods, and the average auroral activity is strong enough
to drive thermospheric circulation equatorward for most of the days, throughout
the year, even during low solar activity epoch. Significant local time effects also
modulate this prevailing circulation pattern to a great deal. The contribution of
these thermospheric circulations in producing the low latitude thermospheric tem-
perature variations are extremely important in defining the thermospheric energy
budget during geomagnetically quiet periods. At the same time, results from the-
oretical studies also support the above argument. In fact, Roble and Dickinson
{1973], Roble and Emery [1983], Roble et al. [1987] while discussing their results
oh NCAR-TGCM/TIGCM model simulations, have shown that the high-latitude
heat source is present all the times. However; the meridional winds alone, in a

way, cannot explain the observed seasonal dependence of response-time.

Short term changes in tidal forcing of global winds, atmospheric gravity waves
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seasonal dependence of response-time.

Short term changes in tidal forcing of global winds, atmospheric gravity waves
and planetary waves also give rise to these observed perturbations in electric
tield over low latitudes during geomagnetically quiet times [Balachandran et al.
1992; Sastri et al. 1995; Richmond, 1994; Forbes et al. 1992; Parish et al. 1994;
Chen, 1992]. One very important result about the gravity waves is that their
propagation speed is much faster during summer (hotter thermosphere) than
during winters [Fuller-Rowell et al. 1997]. As, the gravity waves also facilitate
the redistribution of energy, the above fact indicate towards smaller response-

time during summer.

5.9 Electrodynamical Effects

The contributions from electrodynamical effects which may be both local and
nonlocal in origin also may have to be taken into account. One thing which
can be said about some of the local electrodynamical effects is that they pro-
duce almost instantaneous effects in the ionosphere. The low latitude thermo-
sphere, apart from being constantly under the influence of meridional thermo-
spheric circulation even during quiet times, experiences the indirect neutral
heating caused by the ionospheric currents, quiet-time ring currents and as-
sociated magnetospheric current systems. It has been known that even dur-
ing quiet-time, equatorial electric fields and currents often exhibit fluctuations
with quasi-periodicities ranging from few minutes to few tens of minutes.
These short term variations can be associated with ionospheric wind dynamo

system [Richmond 1994].

Further, it is known that a steady magnetospheric electric field creates a charge
separation in the plasmasphere in such a way that the electric fields are shielded

out from low latitudes during quiet periods. This charge separation region is
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known as Alfven-layer. Now, with any perturbation in magnetospheric field
from steady state value temporarily disrupts the charges from shielding con-
tiguration and the field penetrates down to low latitudes. In other words, the
low latitude electric field fluctuations may occur due to Alfven layer charges
which exist even when no other external source is found to be present [Kelley
1989]. Ring currents at an L value of 4R, over the equatorial region plays im-
portant role in creating the Alfven Layer i.e., charge separation layer. Earle and
Kelley [1987] reported experimental evidence that the shielding process acts
like a high pass filter, allowing electric fields with periods shorter than about
8h to penetrate to the equatorial ionosphere. The process of neutral heating by
electric field fluctuations is a complex phenomenon based on the coupling and
feedback mechanisms between the ionosphere and the thermosphere. These
fluctuating electric fields in the ionosphere, can be responsible for the dynamic
input of energy and momentum to the neutral atmosphere through processes
of joule heating and ion-drag. Since, the correlation study was done using D
(amagnetic field component) as an index representing ring current energy fluc-
tuations, contributions to observed low latitude fields from higher above i.e.,
magnetospheric ring current and its associated current systems over high lati-
tudes, cannot be ruled out. Though, the energy deposition to low latitudes in
the form of energetic neutral atom precipitation as a result of resonant charge
exchange processes of the ring current ions is not very significant during quiet
conditions, the linkage of ring current to the inner magnetospheric auroral cur-
rent system is important. The low latitude electrodynamics is influenced by
these currents which give rise to electric field perturbations over these lati-
tudes, as explained above. Therefore, it is obvious that a combination of all
these various processes must be responsible for causing both instantaneous

and delayed perturbations over low and equatorial thermosphere - ionosphere
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system [Fejer 1997]. Gonzalez et al. [1979] clearly showed examples of both type
of effects in a study of measured electric field change over Jicamarca (Peru)

and Chatanika (Alaska).

However, it is important to mention here that the response-time of the thermo-
sphere is not just the time taken in transporting the energy from high latitude
to the latitude of our interest, instead, it is the time taken by thermosphere after
absorbing any additional energy pulse at any place and manifest it in terms of
temperature fluctuations. Also the nature of the energy pulse can be both local
and nonlocal for the place where we want to study the thermosphere. There-
fore, the ‘response-time’ in this context is a more fundamental and complex
property of thermosphere than just the traveling time of disturbance in ther-
mosphere from high to low latitudes. Unfortunately we are still very far from
a complete understanding of these various dynamical processes and involved
time-delays. We lack in understanding of the relative effects of these processes
on the lower latitudes diurnally, monthly (seasons), yearly and on longer time
scales. On the basis of the understanding and explanations provided above,
we reiterate that the observed time delays or response-times obtained as a re-
sult of the present investigation are an outcome of the manifestations of vari-
ous processes within a larger magnetosphere - ionosphere - thermosphere sys-
tem in terms of the involved coupling and feedback mechanisms. In simple
terms its taken that the observed differences of the neutral temperatures from
model predictions are due to the redistribution of high latitude energy over
the latitude of our interest, mainly through quiet time thermospheric circu-
lation. However, the seasonal dependence needs further investigation both

experimentally, and theoretically.

In the following section, we have discussed the results of the ongoing augmen-

tation of the ‘"MSIS” on the basis of the ‘response-times’ for Mt. Abu latitudes
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during quiet times. A comparison of the augmented ‘MSIS” model (I-MSIS)

prediction with the observed thermospheric temperature is also presented.

510 Augmentation of the MSIS Model for Quiet Conditions

Similar to the Dec. 1993 data, a relation between the {0 and AT, , Was es-
tablished for each individual day, already described in sect10n(5.6). A linear
model was fitted to the difference of observed neutral temperatures from the
model predictions and the properly time- delayed d ) defined according to
the response time, characteristic of the day/month of the year. There are two
important aspects of the observed low latitude F-region thermospheric tem-
peratures, (i) the observed absolute temperature difference from the model

predictions; (ii) the observed temporal variabilities on individual nights.

In the linear model fitted to the AT, and P St data on individual nights, no
clear trend emerged in the estimated slopes and gradients. Since, the data
used in this analysis belonged to different months in different years, seasonal
variations of gradients and intercepts exhibited a scatter. These estimated gra-
dients and intercepts were used to estimate the I-MSIS predictions using the
Mt.Abu spectroscopic data. However, to investigate the seasonal variations in
gradients and intercepts, one should have a continuous data base at least for
one year. This limitation has successfully been overcome by using DE-2 satel-
lite data, to be presented and discussed in the next chapter. Using the linear
relations, found on the basis of gradients and intercepts for each month, we
estimated the additive terms to be used for the augmentation of MSIS, for each
individual day characterised by the Dy and the response-time of the month.
These additional terms when added temporally to MSIS predicted tempera-
tures gives us the new improved ‘MSIS” (I-MSIS) model predicted tempera-

tures.
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The figure(5.8) depicts the two nights of temperature observations for the month
of October 1986. Also shown are the corresponding MSIS predicted tempera-
tures, represented by the dashed line. The I-MSIS model predictions are de-
picted for comparison with the observed temperatures. Oct. 26th was a geo-
magnetically quiet day (A4, ~3). The observed temperatures, restricted only
to premidnight hours, showed a gradual rise in temperature from ~ 650K
at 1900hrs to ~ 900K at 2200hrs. The MSIS predictions were overestimating
the observations before 2000hrs and underestimating after that. While the im-
proved MSIS (I-MSIS) predictions were able to reproduce the observations re-
markably well. The observed temperature pattern on Oct. 28th was very simi-
lar to the one seen on Oct. 26th. The temperatures, on this night also, increased
from a low value of 750K at 2000hrs to ~ 850K at 2200hrs. The deviations in
observed temperatures from the MSIS model predictions are relatively smaller
on this night. The I-MSIS predictions were lower by ~ 100K than the observed
temperatures before 2100hrs. However, the I-MSIS predictions were able to re-

produce the variability, and also the absolute magnitude of temperatures after

2100hrs.

The days considered for the month of Nov. 1986 are geomagnetically, relatively
more active, as can be seen in terms of the magnetic indices A,. Figure(5.9)
depicts the observed thermospheric temperatures from Mt.Abu on Nov. 23rd

and 26th.
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Figure 5.8: Comparison of observed thermospheric temperatures from Mt Abu with MSIS
model for the month of October 1986. Also shown are the I-MSIS model predictions.

The observed temperatures on the night of Nov. 23rd were higher than the corre-
sponding MSIS predictions. The deviation of the observed témperature from the
model at 2100hrs was more than > 300K while at 2200hrs the prediction of the
model was perfect. Rest of the times, the temperatures remain grossly underesti-
mated by the model. The I-MSIS predictions also could not explain all the obser-
vations except at 2200hrs. Even the variabilities shown by the observed tempera-
tures are not being reproduced on this night. At the same time, the I-MSIS model
was able to reproduce all the observed temperature variabilities on Nov 26th. The
.day being geomagnetically more active, the temperature on this night were signif-
icantly higher eg. ~ 1200K at 1900hrs. The deviations from the MSIS predictions
were quiet large, for instance deviation at 1900K was ~ 400K. The I-MSIS model
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Figure 5.9: Comparison of observed thermospheric temperatures from Mt Abu with MSIS
model for the month of November 1986. Also shown are the I-MSIS model predictions.

though reproduced the temporal variability in observed temperatures, its predic-
tions seemed to overestimate the observations at all the times. It is important to
note that the extent of overestimation seem to be constant corresponding to each

observation.

Figure(5.10) depicts the temperature observations corresponding to Jan. 24th and
25th 1987. The geomagnetic conditions on both the days seemed to be nearly the
same, as is evident from the corresponding A, values. The average temperature
levels were also the same (~ 900K). The MSIS prediction remained less than the
observationa on both the occasions. The I-MSIS, like on other occasions, was able
to reproduce the temperature variabilities quite well. The I-MSIS prediction after
2200hrs on 24th and before 2000hrs on 25th were remarkably good. However, at
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Figure 5.10: Comparison of observed thermospheric temperatures from Mt.Abu with MSIS
model for the month of January 1987. Also shown are the I MSIS model predictions.

other times on both the nights the I-MSIS fell short (< 100K) of the observations in
terms of absolute magnitude.

The four days in the month of Feb. 1991 represent the solar maximum conditions.
Figure(5.11) depicts measurements alongwith the model predictions for all the four
days. The temperature showed lot of temporal variabilities on all the nights.The
observed temperatures on Feb. 7th, decreased from an initial high of ~ 1300K at
2100hrs to ~ 800K at 0100hrs, which showed a slight recovery in the later hours.
The MSIS model predicted average temperature trend.The deviations of observed
temperatures from the model were by ~ 150K). The I-MSIS model seemed to be

well capable of reproducing the observed temperature trends, though, before
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2300hrs the I-MSIS predictions fell close to MSIS predictions. The temperatures
on Feb. 11th, before 0000hrs, seemed to be well predicted by the MSIS model.
But, the MSIS fell short to explain the enhanced observed temperatures after
0000hrs. The observed deviations were to the tune of > 200K). The reproduc-
tion of observed temperatures by the I-MSIS model seemed to remarkable in
terms of the temporal variability. However, the I-MSIS predictions were less
than the measurements after 0100hrs. The observed temperatures on Feb. 13th
were all the times higher than the MSIS model predictions. The average devia-
tion observed was ~ 150K on this night. The I-MSIS model seemed to be able to
reproduce the variability but underestimated the temperatures before 0100hrs.
The deviation between the observed and I-MSIS produced temperatures was
also quite large i.e ~ 300K at 2300hrs. These deviations, however got reduced
after 0100hrs. The observed temperature on Feb 17th exhibited wavelike per-
turbation, its magnitude decreasing with time. The temperature at 2100hrs
was quite large i.e ~ 1625K, deviating from the corresponding MSIS predic-
tions significantly. The deviations got reduced after 2100hrs except at 0000hrs
and 0200hrs. The I-MSIS model predictions, noticeably, were very similar to
that of the MSIS model. The variability observed in temperature also did not

reflect prominently in its predictions.

The variation of the measured thermospheric temperatures with time for the
days during April 1991 is depicted in figure(5.12). Five days are considered for
the month of April. The observed temperature on all the five nights showed a
tendency of decreasing from a high premidnight value to a low postmidnight
value. As was evident in the figure, the observed temperature on 10th April

decreased from 1400K at 2000hrs to ~ 800K at 0200hrs, increasing afterwards
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steadily to ~ 1200K at 0400hrs. The MSIS is incapable of predicting the vari-
abilities observed in temperatures. On the other hand, the I-MSIS model re-
markably reproduced all the temperatures till 0100 hrs. After 0100hrs, I-MSIS
could not predict the sudden rise observed in the measurements, instead it re-
mained constant after 0200hrs. The observed temperature on 11th, showed a
nearly constant deviation (~ 100K) from the corresponding MSIS predictions

except during 0100-0200hrs. The model
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predictions were almost exact during this time. The I-MSIS predictions signif-
icantly reduced the deviations to < 50K at all the times, but the predictions
slightly overestimated the temperatures in the interval 0100-0200hrs. The pre-
diction of observed temperatures was fairly good on 13th April. It is clearly
seen in the figure, that the I-'MSIS model reproduced nearly all the measure-

ments, including the fast temporal changes.

The observed temperatures on 14th April exhibited a gradual change from
1300K at 0000hrs to 900K at 0300hrs. The temperature increased steadily af-
terwards. The temperatures deviated from the MSIS model predictions. The
deviations are both positive and negative w.r.t. the model predictions. The
deviation was to the extent of ~ 200K at 0000hrs and 0300hrs. The prediction
of I-MSIS was remarkably good for this day. A slight difference (< 30K) was
observed between the two in the post midnight period. However, the repro-
duction, by the I-MSIS, of the overall temperature variability with time can
be considered to be very good. Similar, situation was observed on 15th April
also. The observed temperatures were found to be deviating on both sides
with respect to the MSIS model predictions. The deviations, however, were
low on this night except at 2200hrs. The I-MSIS, like all the previous occa-
sions, reproduced all the measurements within ~ 40K including the temporal
variability. The deviation of the I-MSIS predictions from the measurement is

comparatively larger at 2200hrs.

On the basis of the above discussion, two things can be noted, when the ob-
served temperatures are compared with the ‘[-MSIS” predictions. (a) all the
temporal variabilities exhibited by the measured temperatures are fairly well
reproduced by the I-MSIS model. (b) Though, On many occasions even the

‘dc’ difference between the observed and I-MSIS predictions were explained ,
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there were occasions at times, when it seems to be underestimating the tem-

peratures.

Detailed analysis of the deviations of temperature measurements even after
taking into account the sudden changes of solar flux (Fj7) and the magnetic
activity indices (A;), revealed that there is an inherent ‘limitation” embedded
in the spectroscopically observed data which might lead to the discrepancies
between the observed and model predicted temperature substantiating earlier
suggestions [Hernandez and Roble, 1995]. The temporal variations does not,
however, seem to get affected by the above stated limitation. The cause of this
limitation in view of the current understanding is discussed in the following

text.

5.11 Limitations of Ground Based (Optical) Spectroscopic Tech-

niques in Estimating the Thermospheric Temperatures

Biondi and Meriwether [1985], while discussing the measured response of the
equatorial thermospheric temperature from Arequipa Peru (16.4°S, 71.5°W;
4.4°S magnetic) to geomagnetic activity and solar flux changes, using Fabry-
Perot interferometric technique showed that the nightly variation of 7,, mea-
sured on 62 nights, agreed well with MSIS model predictions only occasionally
but, on an average, exceeded the model predictions by ~ 180K. In an even ear-
lier study of winds and temperature over Kwajalein Atoll, Marshall islands
(94°N, 167.5°E; 8.6° diplat.), it was observed that the thermospheric tempera-
tures, on an average were higher by 330 K than the MSIS model predictions.
In a similar study, the measurements of temperature from Natal (5.9°S, 35.2°W,
geographic; 6.4°S diplat.) for 15 nights during August and September 1982
as a part of the Brazil Ionospheric Modification Experiment (BIME) showed

that the measured neutral temperatures exhibited good agreement with the
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MSIS model values only during early part of the night but a significant post-
midnight increase of 250K existed on some nights. Contrary to the these obser-
vations, Sahai et al. [1992] have reported results from Brazil (23°S geographic)
which are in good agreement with MSIS-86 predictions. Simultaneous FPI and
incoherent scatter measurements of temperatures reported in two papers [Cog-
ger et al. 1970; Hernandez et al. 1975] revealed only small differences of ~ 30
K. But in more recent results from the Indian zone, Sastri et al. [1994] and Gu-
rubaran et al. [1995] showed the optically measured temperatures from Kavalur
(12.5°N, 78.5°E) and Mt. Abu (24.6°N, 72.7°E) respectively to be significantly
deviating from the MSIS predicted temperatures; the difference ranging from
~ 100 to 500 K. Since all the versions of the MSIS models involved empiri-
cal fitting of temperature data base (derived mainly from incoherent scatter
radar and in situ mass spectrometer measurements) to solar and geomagnetic
indices, intercomparison of the 7;, values determined by FP and MSIS tech-
niques, might suggest that the source of discrepancy between the observed
thermospheric temperatures and predictions of MSIS model could be due to
the different methods of temperature determination. The nonthermal broad-
ening of the 63004 nightglow emission line by remnants of dissociative kinetic
energy from the recombination reaction which produced O('D) atom, [Torr and
Torr, 1984] cannot account for these elevated temperatures. So the FP measure-

ments should be in agreement with at least one element of MSIS data base.

These different observations indicate towards something which is intrinsic to
the ground based optical interferometric techniques which might reflect in
terms of comparatively broader Doppler profilesi.e. larger thermospheric tem-
peratures. The effects of wind shear and temperature gradients within the in-
strumental field of view are usually neglected on the basis of an assumption

that the observations are so heavily weighted to the emission peak (i.e. ~ 250
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km), so that the FPI wind and temperatures can be assigned uniquely to that
altitude. From the earlier results one could appreciate the reigning contro-
versy. Sica et al. [1986] presented temperature measurements in the auroral
regions, which were significantly lower than the expected exospheric temper-
atures. This was ascribed to the fact that the centroid of the O('D) auroral
emission extends predominantly to lower altitudes than the O(' D) nightglow
emission peak. This is a clear example for the discrepancies that can be in-
duced to inferred temperatures because of the uncertainties associated with

location of the peak emission height with respect to the exobase.

In fact, the peak altitude of the O(' D) emission layer can vary on occasions by
tens of kilometers [Hays et al. 1978] and the interpretation of the FPI observa-
tions, therefore, is subject to this ambiguity. Significant temperature changes
may be observed as the rise/fall of the emission layer can move it to the re-
gions of strong temperature gradients below the exosphere. As discussed by
McCormac et al. [1987], as an example, for solar maximum conditions, the ex-
ospheric temperature is not reached below 400 km, and therefore the O('D)
emission peak (~ 250 km) would lie in a region where strong altitude gra-
dients of thermospheric temperatures exist. This, consequently would lead
to erroneous interpretation of observed FPI Doppler profiles from the region.
Similarly for solar minimum conditions, when the atmosphere is thought to be
nearly isothermal above ~ 250 km, the altitude gradients are very small. There-
fore, the recovered FPI temperatures and winds would nearly be representing
the exospheric values. As is clear from the above discussion, the altitude region
covered by the interferometer depending on its viewing geometry, the actual
location of the peak of emission profile, and the shears if any present in the air-
glow emission etc., would play a very crucial role in deciding the nature of the

Doppler profile as observed from the ground. To understand the relationship
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between FPI measurements and corresponding exospheric values, we carried
out a simulation exercise taking into account the measurement processes and
conditions of our observing station Mt.Abu (24.6° N,72.7° E geographic; 20°
N dip lat.), and developed a theoretical ‘station processor’. The analogy is
drawn from earlier works of [McCormac et al. 1987; Hernandez et al. 1995]. This
station processor calculates the emission weighted, height-integrated Doppler
line profiles as would be observed from a ground station. The discussion of

this station processor is given in the following section.

5.12 Station Processor

Every volume element falling in the altitude range covered by the field of view
of the interferometer at the thermospheric heights, is a source of emission char-
acterised by the emission rate and the temperature at that altitude. In other
words, every single volume element is represented by a unique Doppler pro-
tile depending upon the instantaneous thermodynamic state. A ground based
instrument, located at any particular location and gazing the sky at an arbi-
trary azimuthal and zenithal direction would observe an integrated sum of
all the Doppler profiles, specified above, emanating from individual volume
elements falling in the line of sight of the instrument. Also associated with
it would be the Van-Rhijn effect. We have assumed the atmosphere to be in
the form of isothermal layers like ‘onion-peels” as proposed by Hernandez et al.
[1995]. Therefore, an emission line profile that would be observed by a ground
based spectrometer is, the emission-rate weighted sum of all the line profiles
from layers (onion-peels) in its line of sight at a slant angle related to the zenith
angle of observation. If the altitude region covered by the instrument is in-
fested with altitudinal or horizontal temperature gradients and wind shears,
thus observed Doppler profile as per the above description, would lead to an

over estimate of the temperatures and also the winds.
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The response of the FPI to the emission originating from a thermospheric

volume element along the line of sight can be given by following expression.
N(Z) = cS(A\U(2),T(Z),1(Z)) x ()

where S(U, T, A\, n) represents the source function which is a function of (i) neu-
tral wind U; (ii) neutral temperature 7’ (iii) real volume emission rate ; (iv) the
wavelength and 7 is the instrumental function, all at the altitude of ‘Z”. The

final sum or the integrated profile as observed at the ground is given by:
Nline of sight — C/ S()‘v Ua T: 77) * ¢(>\)dl

here ‘1" is the path length along the line of sight and the summation is car-
ried out for all volume elements (Layers) separated by a given altitude incre-
ment. In our case, we have taken this increment to be discrete and of 5 km
step. The volume emission rates at 20° lat. i.e., the latitude of our interest,
were obtained from the earlier works of Abreu et al. [1982] during solar mini-
mum, and Fesen and Abreu [1987] observations from the VAE (Visible Airglow
Instrument) on AE-E satellite during solar maximum, spring equinox condi-
tions. Altitude profiles of temperature for both solar maximum and minimum
conditions were generated using MSISE-90 model for geomagnetically quiet
conditions. Taking into account the volume elements covered by the layers

each of width 5 km (vertical), inside the instrument
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Figure 5.13: top: The station processor estimation of the resultant profile (solid line) in the
region between 240-280km with a uniform wind of 70m/s. bottom: The similar simulation
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tield of view at thermospheric heights, and integrating it along with volume
emission rates for corresponding temperature at that representative altitude,
the resultant profiles were obtained. Figure (5.13) (bottom) shows three repre-
sentative profiles from three different altitudes and also shown is the resultant
profile estimated for the given conditions. Further analysis of the resultant
profile and its comparison with model estimated exospheric temperatures, re-
vealed that the spectroscopically measured temperatures are 5-7% higher. Sim-
ilar result was obtained when we induced a shear of ~70 m/s for the emission
layer peak in the volume element having altitudinal width of 50 km and the

results are depicted in Figure(5.12).

For comparison, only four nights of data during Oct. and Nov. 1986, corrected
using the station correction term i.e 5-7% for Mt.Abu are presented here [fig-
ure(5.13)]. The corresponding IMSIS predictions were not shown in this fig-
ure. In fact, new equations would have to be worked out after proper station
correction to the spectroscopically measured temperatures. Therefore compar-
isons were made only with respect to the MSIS model temperatures. It is clear
from the figure that the station corrected temperatures still exhibited large de-
viations from the MSIS predictions. On 28th. Oct, the temperatures after sta-
tion correction deviated more from MSIS before 2000hrs and after 2000hrs, the
agreement with MSIS predictions got improved. For the Nov 23rd night, more
number of corrected measurements seemed to be close to the MSIS predictions.

The same holds true for the observations on 26th Nov’1986 too.

Therefore, while measuring the thermospheric temperatures, it is important
to know the atmospheric processes which are responsible for the steep tem-

perature and wind gradients under quiet conditions. A correct identification
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and quantification of those processes can only explain all the discrepancies be-
tween measured neutral temperatures and the model predictions, more signif-
icantly so over low latitudes. In addition, the presence of large scale processes
always increases the uncertainties on account of the steep spatial gradients,
and dynamical changes produced by them. Therefore it becomes extremely

important to delineate the effect
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Figure 5.14: Comparison of observed thermospheric temperatures from Mt. Abu with MSIS

model for the month of Oct. and Nov. 1986. Also shown are the station corrected measure-

ments, for comparison.
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of these local processes to parameterise and model their behaviour. Thus these
spectroscopically measured temperatures put a constraint, if used directly i.e.,
without a station correction, for the comparison with existing thermospheric

model predictions.

In the following Chapter, a detailed discussion follows on the importance of
in situ temperature measurements and their representation by the model. The
role of large scale processes over low latitudes especially around the latitude of
Mt. Abu (~ 24.6°) in the context of augmentation of the existing thermospheric
model (MSIS-90) for more realistic representation of neutral temperatures is
discussed comprehensively. Results on the quantification of one of these most

prominent large scale processes will also be presented.



Chapter 6

Parameterisation of Local and Nonlocal Processes and their

Incorporation into the MSIS Model

6.1 Introduction

It has been shown in the earlier chapters, that the spectroscopically observed
thermospheric temperatures very often exhibit significant deviations from the
MSIS model predictions. The existence of such large temperatures and the as-
sociated variabilities had also been reported by other direct measurements as
well. In case of the, ground based estimation by optical interferometry, the
deviations from the model could arise mainly due to two factors. One is the
inherent limitation of the ground based optical techniques leading to an over-
estimation of the thermospheric temperatures to an extent of 5-7% and the
other factor is that all the processes and energy inputs for quiet and disturbed
geophysical conditions are not adequately accounted for by the model espe-

cially when it comes to low latitudes. The parameterization of these processes,

d(Dst)
dt

in terms of based on the low latitude thermospheric ‘response time” dur-
ing different seasons as developed in the present investigation, is an impor-
tant step towards indirectly incorporating these unaccounted nonlocal energy
sources into the MSIS model which significantly improved the MSIS model

predictions for variabilities in thermospheric temperatures. However, a capa-

bility for the prediction of overall temper