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ABSTRACT

We study the dynamics and directed transport in a class of chaotic Hamiltonian sys-

tems. The system we consider is aδ−kicked particle in the presence of(i) double-

barrier potential and(ii) periodic lattice of square-well potentials. In contrast to

the well studied kicked rotor, the kicked system, in the presence of two variants of

square-well potentials, studied in this thesis does not obey the Kolmogorov-Arnold-

Moser (KAM) theorem. Due to this, invariant curves are absent and instead the

phase space displays intricate chains of islands and fully connected chaotic layer

even for very small kick strength. However, a special feature of the system reported

in this thesis is that, inspite of being a non-KAM system, dynamics is KAM-like in

some regions of phase space. We study the effect of interplaybetween of non-KAM

and KAM-like phase space dynamics on dynamical properties of the system. We

report a number of novel and interesting dynamical featureslike (a) the classically

induced suppression of energy growth,(b) non-equilibrium steady state and(c) mo-

mentum filtering effect. We also report results for the quantum analogues of these

dynamical features.

To study the directed transport properties of the system, westudy evolution

of a set of initial states. We study the effect of spatio-temporal symmetries on

net current of a set of states. We observe that the system shows ratchet effect,

i.e., directed current in absence of net bias, upon breaking certain spatio-temporal

symmetries. We explain how the non-KAM nature of the system imparts some

useful characteristics to it as ratchet model. Throughout this work, we also analyse

the quantum dynamics of the system, mainly in the semiclassical regime, and study

the consequences of quantum effects. We also show that the system can act as a

quantum ratchet.
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CHAPTER 1

Introduction

Controlled transport of matter or energy is at the heart of many physics problems.

Search for different ways of controlling and manipulating motion of particles like

electrons, atoms, molecules, etc. encompasses many challenging problems of this

class. Many of these problems are inspired by societal desire for new technologies

and has always boosted the innate thirst for knowledge. The ever reducing size of

electronic devices has come to mark the cutting edge in technology today. These

devices rely on controlling directed but typically dissipative transport of electrons

in different materials. Apart from electronic devices, directed transport occurs in

natural systems as well. Transfer of water from roots of a tree to its leaves is the

simplest example of such systems. However, this thesis is devoted to the physics

of directed transport in a set of theoretical models relevant to some microscopic

systems that can be tailor made.

In most devices, directed transport is driven by an energy source and a drain.

This system of source and drain is deliberately designed to produce a net biased

force for directed motion. However, humans have always longed for machines that

would work perpetually without any interference. Unfortunately, a real perpetual

1
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machine1 is forbidden by the second law of thermodynamics, as will be clear in

later sections, and indeed no such machine exists that can extract work out of a

system in equilibrium situation. Nevertheless, this aspiration provoked the study of

the systems which are capable of extracting work from randommotion of particles

in absence of any net bias though in a non-equilibrium situation. Typically, it is

possible to actually implement this in systems of microscopic dimensions. They

are termed ratchets and the phenomenon of extracting work inthis manner is called

ratchet effect.

This thesis is pivoted around the study of ratchet phenomenon in some theoret-

ical models relevant in the study of chaotic quantum systems. The models them-

selves are experimentally realizable in the laboratory using a test bed of cold atoms

and optical lattices. Along with the ratchet effect, we study some associated trans-

port properties like particle pumping, momentum filtering,classical suppression of

energy and dynamical localization. It is appropriate to begin with an introduction

to ratchets and their brief history.

1.1 The Ratchets and Their History

In a general sense, ratchets are devices used to restrict motion to one particular

direction. For instance, a turnstile can be turned only in one direction on applica-

tion of force. This is one of the commonly occurring example of ratchet device

encountered in daily life. However, the notion of ratchets and ratchet effect that sci-

entists deal with is not uniquely defined. Nevertheless, there are few points common

among various types of ratchets in science. For example, they are systems that work

outside of equilibrium in a random environment and provide directed transport in

periodic media in absence of any net bias. Symmetry breaking, spatial and/or tem-

1Perpetual machines of physicist’s interest are of two kinds. Perpetual machines of first kind
would function without any energy input and are trivially ruled out by first law of thermodynamics.
Perpetual machines of second kind would extract work from a system in an equilibrium state vio-
lating the second law of thermodynamics. Perpetual machines of second kind gained much interest.
None of these machines are realizable in practice.
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poral, is also a central concept in the study of ratchet phenomena. The best way to

reveal the flavor of the field will be through a discussion of the work already done in

the field. An expedition through major contributions in the field, therefore, follows.

As already mentioned, the study of ratchets was provoked by the quest for per-

petual machines which can put to work the energy absorbed from their surrounding

without any deliberate human interference. A self winding wrist watch, also called

as perpetual watch, is a macroscopic example of something close to a real perpetual

machine. It is designed to use the random motion of wearer’s wrist as a source of

energy which is stored and used to turn its hands unidirectionally even when it is not

worn. This self winding mechanism, however, has to be invoked periodically which,

of course, needs wearer’s intervention. Such novel designswere hardly thought to

be possible in microscopic systems until the fabrication techniques evolved to man-

ufacture devices that are of sub-micron dimensions. Moreover, microscopic can not

escape from the effect of ambient thermal noise. Then the natural question arises -

is it possible to extract useful work from a system without a net biased force in the

presence of thermal noise? First comprehensive theoretical work addressing this

question was done by Smoluchowski through his thought experiment in 1912, later

on popularized and extended by Feynman in 1952 [Fe63]. Smoluchowski gave

the first qualitative explanation of why a device would failsto extract work from

random motion of particles in an equilibrium situation. Feynman in his extension

to Smoluchowski’s thought experiment showed that it is possible to extract work

from random motion of particles but only after breaking the thermal equilibrium.

Before we voyage further into history of ratchets, it worth mentioning about Peter

Reimann’s review [Re02] that gives a more detailed account of history and funda-

mental concepts of ratchets. This discussion will move along a path that will lead

to the subject of the thesis.
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1.2 Deterministic Ratchets

As mentioned in Ref. [Re02], another motivation for the early work on ratch-

ets is rooted in intracellular transport research in biological systems, said to

be stemming from A. Huxley’s ground-breakingsliding filament modelof mus-

cle contraction in 1957. Since late 1980s, there have been renewed interest in

transport phenomena in biological systems, probably due toadvancement in mi-

croscopy and micro scale control. The study of biophysical machines relying on

ratchet phenomena for their functioning, popularly known as molecular motors,

offered physicists more realistic situations to analyze deeper physics of ratchet

effect. Therefore, most of the early physics of ratchets dealt with the models

inspired from biological system [Ma93, Ma94, As94]. In all these bio-inspired

ratchets, the source of non-equilibrium fluctuations have been the thermal noise

that manifests itself as Brownian motion of molecules. Therefore these ratchet

systems are known as thermal ratchets, Brownian ratchets orBrownian motors.

This ground breaking work that explained basic principles of ratchet phenom-

ena inspired the study of diverse models for Brownian ratchets exploring the ef-

fect of properties of noise and potential, interaction, damping, quantum effects

etc. [Do94,Ba94,Ce96,Re97,Ku98,Ka98,Bl98,Sc97].

Simultaneously, the need for a better understanding of the phenomena encour-

aged the study of minimalist ratchet models including new mechanisms not based

on thermal noise. This initiated the study of deterministicratchets in which chaos

played the role of noise in providing random environment [Ju96,Sa99,Ma00,Tr00,

Ba00]. In this direction, ratchet effect in a deterministicsystem free from both

noise and dissipation was considered [Sc01,Gr02]. These noise and dissipation free

ratchets are based on Hamiltonian systems. The desire to realize artificial nano-

structured ratchets have been the motivation for for incorporation of quantum effects

in these Hamiltonian ratchets [Ko03]. Kicked rotor system has served as paradig-

matic model for the study of Hamiltonian chaos both in classical and quantum ver-

sion [Iz90, Za07]. It can be thought of as a pendulum that receives periodic kicks
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by a sinusoidal potential. With the advent of laser cooling and optical lattices, the

kicked rotor model has been experimentally realized in the laboratory [Mo95]. As

a result, much of the work on the chaotic Hamiltonian ratchets is based on kicked

rotor system. First, we describe the kicked rotor model in some detail.

1.3 Kicked Particle System

The Hamiltonian of the kicked rotor system is given by,

H =
p2

2
+ ǫ cos (x)

∞∑

n=−∞

δ(t− n), n ∈ integer. (1.1)

This represents a system in which a particle is subjected to aspatially periodic po-

tential fieldcos (x), modulated by a periodic sequence of delta functions in time.

The term kick stands for effect of potential that acts for infinitesimally small du-

ration due to modulation by the delta function. The potential field is generally

referred to as kicking field and its amplitudeǫ as kick strength. Between any two

kicks, particle act like a free particle. Notice that the mass and kicking period, ie.

time duration between twoδ-kicks is set to be 1, and periodicity or wave length of

the kicking field is set to be2π for simplicity. In fact, for any arbitrary values of

these parameters, Hamiltonian can be reduced to the above form through appropri-

ate coordinate transformation.

The Hamilton’s equations of motion corresponding to the system in Eq. (1.1)

are

ẋ = p, (1.2a)

ṗ = ǫ sin (x)

∞∑

n=−∞

δ(t− n). (1.2b)

Clearly, forǫ = 0, corresponding to the free evolution of the particle, Eq. (1.2a)

can also be trivially integrated and we obtain the solutionsof Eq. (1.2) as

x = x0 + pt, ; p = p0. (1.3)
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Here,x0 andp0 represent the initial position and momentum of the particle. By

applying the periodic boundary condition and restricting the position variable tox ∈
[−π, π], we can transform to action-angle coordinates(J, θ). The kicked particle

system with periodic boundaries is equivalent to the kickedrotor. In phase space

(θ, J), this trajectory will be represented by straight line extending from−π to π

intersectingJ-axis atJ0(= p0, in this case).

For ǫ 6= 0, this system is non-integrable. However, the evolution canbe treated

period-wise. Let(xn, pn) be the position and momentum of particle just before the

nth kick. One notices that motion over one kicking period can be divided into two

parts:

(i) Kicking part - This takes place for infinitesimal duration over which no change in

position occurs, but momentum will change according to Eq. (1.2b) due to energy

absorbed from the kick. The evolved momentumpn+1 after the kick can be obtained

by integrating Eq. (1.2b) over durationδt of delta kick, in the limit ofδt→ 0, as

pn+1 =

∫ n+ δt
2

n− δt
2

ǫ sin (x)

∞∑

n=−∞

δ(t− n)dt = pn + sin(xn). (1.4)

(ii) Free evolution part - This takes place in between the kicks during which particle

moves with constant the momentumpn+1, according to Eq. (1.2a). Adding distance

traveled by particle during this period toxn, one gets,

xn+1 = xn + pn+1. (1.5)

Thus, we obtain the Chirikov map [chirikov], popularly known as standard map,

defined on an infinite plane−∞ ≤ xn, pn ≤ ∞,

pn+1 = pn + ǫ sin(xn), (1.6a)

xn+1 = xn + pn+1. (1.6b)

Notice that the map can be made periodic both inx andp. By applying periodic
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boundary conditions over one period(2π) from −π to π in bothx andp space, we

get,

Jn+1 = Jn + ǫ sin(θn), (1.7a)

θn+1 = θn + Jn+1. (1.7b)

Figure 1.1 shows phase space of standard map for different values ofǫ. Note that

each of the trajectories(θn, Jn) actually represents only a stroboscopic section, at

times just before the kicks, of continuous trajectory(θ(t), J(t), t). However, since

the motion between the kicks is trivial free motion, all the phase space features can

be studied on this section. Forǫ << 1, we see there exist many continuous curves.

Each curves represents a torus which is deformed due to perturbation (ǫ 6= 0).

These curves are called invariant curves because of associated conserved quantity

w known as winding number number. This is defined asw = (θn−θ0)
nd

, n →
∞ and determines the long time average velocity. Here,d represents length of

spatial period which set to be2π. The rational values ofw would correspond to

periodic orbits. A periodic orbit would appear as set of finite number of points in

the stroboscopic section. Irrational values ofw are associated with quasiperiodic

orbits. These are the orbits in which trajectory never repeats itself, however, after

long enough time it comes infinitely close to its starting point. Both the periodic

and the quasiperiodic orbits represent regular motion. Thus we see that forǫ << 1,

the phase space is mostly populated with regular orbits.

Invariant curves generally tend to be barriers to global connectivity in phase

space. This is a consequence of the fact that two trajectories in phase space can

not intersect each other. Asǫ increases, the invariant curves get more and more

deformed and ultimately begin to break down. This leads to a connected and mixed

phase space comprising chaotic as well as regular region, the so-called islands. For

ǫ >> 1, all these invariant curves break down and the phase space islargely chaotic

in which some islands, which represent regular orbits, are embedded. In this situ-
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Figure 1.1:Phase space of standard map for different values of kick strength,ǫ. The kick
strengths are (a) 0.15, (b) 1.0, (c) 4.5, and (d) 10. Gradual transition from regular to chaotic
dynamics occur with increasingǫ.
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ation, the unbounded spread in momentum and energy space becomes possible (to

observe them one has to remove periodic boundaries applied along p). However,

the rate of energy growth can be hampered by the presence of sticky regions around

stable islands where a chaotic trajectory might spend more time compared to other

regions of phase space [Za07]. For large kick strengths, thesystem displays approx-

imately normal diffusion with diffusion constantD = ǫ2

2
being a function only of

the kick strength. Deviations from normal diffusion have been studied by Rechester

and White [Re80].

Notice that the transition of the standard map from regular to chaotic dynamics

is gradual with the increasing perturbation strengthǫ. Such gradual transition in

systems like the standard map is guaranteed by the celebrated Kolmogorov-Arnold-

Moser (KAM) theorem [Ta89, Ot93]. According to KAM theorem,under certain

conditions, if a small perturbation is applied to an integrable system, then corre-

sponding to each invariant curve of the integrable system, there exist another invari-

ant curve (also called KAM torus) which is close to original one. In other words,

in presence of small perturbation, the invariant curves areonly slightly deformed.

One of the conditions of the KAM theorem is that the unperturbed system should

be analytic. Much of this thesis is concerned with of non-analytic potential and

hence KAM theorem does not apply. In such a scenario, as we shall see in the next

chapters, all the invariant curves are destroyed even for very small perturbation.

In case of quantum kicked particle [Iz90], the evolution canbe studied through

one time-period evolution operator, known as Floquet operator, that evolves an ini-

tial state over one kicking period. This is expressed as,

Û = exp

(
− iǫ

~s

cos x̂

)
exp

(
− i

~s

p̂2

2

)
. (1.8)

Here, the first term represent the effect of kicking and the second the effect of free

evolution between the kicks. The eigen states of the FloquetoperatorÛ , known as

Floquet state, will represent the asymptotic dynamics of the system. These states

are the equivalent of the stationary states for the time independent quantum system.
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One major feature observed in quantum version of the system is the dynamical

localization [Re04, St93]. Forǫ >> 1, as discussed earlier, the classical dynamics

is nearly diffusive. However, in the corresponding quantumsystem, the diffusive

growth of energy is arrested by dynamical localization [Ca79, Ca84] arising due to

destructive quantum interferences. We will see that dynamical localization plays an

important role in Hamiltonian ratchets based on kicked particle system.

1.4 Quantum Ratchets

The work of Schanz et. al. [Sc01, Hu04] appears to be the first proposal to study

chaotic Hamiltonian ratchets. In this work, it was argued that in a regime of mixed

phase space with islands of regularity embedded in a chaoticlayer, directed trans-

port is possible if appropriate spatio-temporal symmetries are broken. The directed

transport in this proposal arises from the imbalance between the transport due to the

island structures and the chaotic layer in phase space. Thisimbalance is induced by

breaking the spatio-temporal symmetries in the system. Thequantum ratchet ap-

pears in the corresponding semiclassical regime in which the classical mechanism

largely carries over to the quantum regime.

Is it possible to obtain directed transport in chaotic regime of the system ?

Monteiro et. al. [Mo02] show, using kicked rotor model, thatit is indeed possi-

ble. Classical kicked rotor, for large kick strengths, is predominantly chaotic. It

leads to unbounded growth in energy as a function of time,En ≈ Dn, whereD

is the diffusion coefficient. Upon breaking spatio-temporal symmetries appropri-

ately, the particles with positive and negative momenta have diffusion coefficients

D+ andD− respectively. Thus, the rate of energy growth continues to be linear

but is different for particles travelling in different directions. Thus, it leads to net

mean momenta〈p〉 6= 0, i.e.,directed motion becomes possible. However, there is

a catch. The unbounded growth in energy dilutes the mean momenta continually

and hence it will not work as a meaningful ratchet. However, thanks to dynamical
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localization in the corresponding quantum system, the energy growth is arrested and

we obtain a quantum ratchet in which the net mean momenta〈p〉 has converged to

a non-zero value. Thus, the system works as a quantum ratchet. This effect was

claimed to be a true quantum ratchet mechanism. Typically, in systems based on

kicked rotor, spatial symmetry is broken by manipulating the phase and temporal

symmetry is broken by additional kicks in every cycle. However, in one possible ex-

perimental realization of the quantum ratchet [Jo07a], spatial symmetry is broken

by a rocking potential and temporal symmetry by placing additional kicks. This

represents one of the first experimental results on quantum ratchets. Another ex-

perimental effort based on kicked rotor was performed by Dana et. al., [Da08] in

which Bose-Einstein condensate in standing waves were usedto realize quantum-

resonance ratchets leading ratchet acceleration. Directed transport in a driven (as

opposed to a kicked) classical system was experimentally realized using atomic ru-

bidium Bose-Einstein condensates in time modulated optical lattices [Sa09]. In this

case, the ratchet effect arises due to desymmetrization of the Floquet states in the

quantum regime. With these developments, there were reports on control of ratchet

effect in cold atoms [Ke08], ratchets in driven quantum systems [De07], ratchet ac-

celerators [Wa08,Da11], quantum ratchets at resonance [Po07,Cu09] and proposals

for ratchets in other models of quantum chaos [Wa08a, Er09].The bulk of ratchet

work in the context of chaos and quantum chaos is based on somevariant of the

kicked rotor, which as we pointed out earlier, is an example for how KAM theory

works out in practice. However, there is the other class of system that does not obey

the KAM theory. The central idea in the thesis is to study the directed transport in

non-KAM systems and exploit their dynamical features for directed motion.

1.5 Motivation

The kicked rotor is a popular model of chaos and for the same reason turns out to

be popular in the context of chaotic ratchet as well. Much less is known about the
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systems that do not obey KAM theorem. In the last two decades,at least a couple

of non-KAM systems have been studied in some detail; the kicked harmonic os-

cillator [Ch87, Ch88] and kicked particle in infinite well [Sa01]. In the first case,

the classical system is degenerate which leads to non-KAM behavior. The the sec-

ond case, the classical system is non-analytic, the reason for being non-KAM. We

now know from earlier studies that in either of these cases, the system displays

abrupt transition to chaos (as opposed to smooth transitionin a KAM system such

as kicked rotor) and the phase space can be mixed but without any invariant tori.

Kicked harmonic oscillator was shown to be experimentally realizable using an ion

trap [Ga97]. However, infinite wells are only an idealization and cannot be ex-

actly replicated in experiments. A suitable modification would be to consider finite

potential wells. This might look like a simple modification possibly retaining the

non-KAM nature of the system but it leads to significant changes in the dynamics.

Firstly, this allows for transport in the spatial and momentum coordinates. In the

infinite well, there can be no true transport along coordinate axis. For instance, in

a recent experiment, Henderson et al [He06] constructed a quasi-one-dimensional

finite box using a combination of optical and magnetic trap, with the Bose-Einstein

condensates BECs in the box receiving periodic kicks. This setup was used to study

the effect of atomic interactions on the transport of BECs. In place of the dynam-

ical localization they observed a classical saturation in the energy of BECs due to

a balance between the energy gained from kicks and the energylost by leakage

of BECs over the finite barrier. Then, one of the questions would be the role of

non-KAM dynamics in such results. Going beyond finite well, we can construct

potentials with double barrier or a lattice of finite wells. Such stationary potentials

have relevance in applications. Much of electronic devicesare based on quantum

wells such as double barrier structures constructed from semiconducting materials.

Hence the transport and ratchet effect in a prototype such asthe finite well can lead

to better understanding of the non-KAM dynamics with and without the ratchet cur-

rents. Due to its potential applications in electronic devices, this could ultimately
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lead to better control over ratchet type currents in such systems. For instance, the

effect of non-KAM chaos on transport properties of semiconductor superlattices has

already been addressed by Fromhold et. al. [Fr01, Ba08] though not in the context

of ratchets. However, it must be pointed out that electronicdevices do not rely on

ratchet effect for the conduction of electrons but on the external bias provided by the

power source. All this points to a potential experimental realization of kicked sys-

tem placed in finite well potential. Motivated by these considerations, we choose

to study dynamics and directed transport properties of a non-KAM Hamiltonian

system described briefly below.

We study dynamics and directed transport properties of systems that can be

defined by a general Hamiltonian of the form

H =
p2

2m
+ Vs(x) + ǫf (x) g (t) . (1.9)

In this,Vs is the stationary potential that could represent a square well or a 1D lattice

of wells. Both these stationary potential are non-analytic. Due to presence of these

non-analytic potentials, the system is non-KAM,i.e. it does not KAM theorem. The

system is driven by a periodic series of kicks obtained usingsmooth potential field

varying spatially asf (x) and temporally modulated by series of delta functions

given byg(t). ǫ is the strength of kicking field. In order to study the system in

different situations, we use different specific forms forVs, f (x) andg (t). In the

next chapters, the work in this thesis covers the following problems. We basically

study the effect of non-KAM potential on the dynamics of the system. We study

the effect of spatial and time symmetry on the dynamical features of these systems

along with the consequences of breaking these symmetries. We also study the effect

of these symmetries on net directed transport of the system.We also study the

quantum version of the system through wave packet evolutionand Floquet analyses.

We address the effect of quantum dynamics on various dynamical properties of the

system.
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Kicked Particle in a Double-barrier Structure:

The Phase Space Dynamics

The dynamics of a particle in a one dimensional lattice of finite wells (Fig. 2.1) is a

fundamental model of significant interest in condensed matter physics [Bu92,As76].

For instance, Konig-Penney model [Li80] forms the basis forour understanding of

crystalline structure in solids. A kicked particle in such apotential is the candidate

for the study of ratchet effect in this thesis. Before we consider a lattice of finite

wells, firstly we begin with a study of a kicked particle in double-barrier structure

(DBS). This would be a segment extending from the mid-point of the left barrier to

mid-point of the right barrier. This system turns out be an ideal building block for

analyzing the dynamical aspects of kicked particle in a lattice of finite wells. The

transport of electron through a double-barrier structure is perhaps one of the most

important idea that finds application in resonant tunnelling diodes and in many other

electronic devices [Le03] though without the applied kicks.

From the point of view of classically chaotic Hamiltonian systems, kicked par-

ticle in a DBS is one possible generalization of the widely studied kicked rotor sys-

tem [Ch79,Re04]. Then, it is not entirely surprising that the dynamics of a particle

14
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Figure 2.1:Grey line shows the periodic lattice of identical equally spaced finite wells.
Dotted lines superimposed on it show two kinds of periodic units. Solid black line shows
the double barrier structure.

in DBS, in the region between the two barriers, can be analyses in terms of kicked

rotor dynamics. In this chapter, we derive a classical map for studying the evolution

of a kicked particle in the presence of a double-barrier structure. This map can be

thought of as a standard map [Re04] in which the effect of finite barriers has been

incorporated. The role of kick strength, symmetries and length scales involved in

determining phase space features are discussed. The semiclassical regime in which

quantum dynamics mimics the classical one is also highlighted in this chapter.

2.1 The System

We consider the system described by the Hamiltonian

H =
p2

2m
+ Vsq(x) + ǫ cos

(
2πx

λ
+ φ

) ∞∑

n=−∞

δ(t− nT ), (2.1)

where the stationary potential is given by,

Vsq(x) = V0 [Θ(x+ b+ a) − Θ(x+ a) + Θ(x− a) − Θ(x− a− b)] . (2.2)

In this, Θ(.) represents a unit step function. The double-barrier structureVsq(x) is

shown as part of a series of wells in Fig. 2.1, and again separately in Fig. 2.2. This
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Figure 2.2:Schematic of the stationary part of the potential: The double-barrier structure

potential can be written in piece-wise form as,

Vsq(x) = 0, −∞ ≤ x ≤ −a− b, (2.3a)

= V0, −a− b ≤ x ≤ −a, (2.3b)

= 0, −a ≤ x ≤ a, (2.3c)

= V0, a ≤ x ≤ b, (2.3d)

= 0, b ≤ x ≤ ∞. (2.3e)

The two barriers are taken to be identical in this work and each of them has width

b and heightV0. The barriers, separated by a distance2a, are positioned symmet-

rically the origin, at±a, for convenience. Along with this stationary potential, the

particle is subjected to extremely short impulses acting atequal intervals of time.

These impulses are collectively represented as a series of delta functions shown in

the last term and, therefore, called as delta kicks. The strength of the impulsive

force applied by these kicks varies as a sinusoidal functionof wavelengthλ and

amplitudeǫ. Application of these kicks is equivalent to a periodic flashing of the

cosinusoidal potential field of given wavelength and amplitude modulated tempo-

rally through a series of delta functions. The amplitudeǫ is generally referred to as

kick strength. The symbolφ represents the phase of the kicking field with respect

to the origin.
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The set of canonical transformations given by

t = t̃T, x = λ
(x̃− φ̃)

2π
, p =

p̃TEc

λπ
,

H =
H̃Ec

2π2
, ǫ =

ǫ̃EcT

2π2
, V0 =

Ṽ0Ec

2π2
, b =

λ

2π
b̃, (2.4)

with Ec = mλ2/2T 2 leads to a new dimensionless Hamiltonian

H̃ =
p̃2

2
+ Ṽsq(x̃) + ǫ̃ cos (x̃)

∞∑

n=−∞

δ(t̃− n). (2.5)

All the discussions in this chapter will henceforth refer tothe scaled parameters and

variables though for convenience we suppress the tilde symbols and the Hamiltonian

can be written as,

H =
p2

2
+ Vsq(x) + ǫ cos (x)

∞∑

n=−∞

δ(t− n). (2.6)

Here,

Vsq(x) = V0 [Θ(x− φ+ b+Rπ) − Θ(x− φ+ Rπ) + Θ(x− φ− Rπ) − Θ(x

−φ− Rπ − b)] with R = 2a/λ being the ratio of the width of the well to the

wave length of the kicking field. Following the canonical transformation, note

thatR is a ratio of two length scales in the system and is a dimensionless quan-

tity. Further, the kicking period and the mass in the transformed coordinates be-

comes unity. Consequently, the set of parameters determining the classical dynam-

ics of the system are, namely,ǫ, R, b, V0 andφ. Of these,R, b andφ determine

the positions of discontinuities in the potential (position of the wall boundaries) at

B = {−xl − b,−xl, xr, xr + b} wherexl = −Rπ + φ andxr = Rπ + φ. Note that

if φ= 0, thenxl = xr. In that situation, we takexr = xw andxl = −xw. Thus, the

qualitative nature of the classical dynamics depends on thekick strengthǫ and the

potential heightV0 and positions of the wall boundaries collectively denoted by B.
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2.2 The Classical Map

The Hamiltonian in Eq. (2.6) is integrable forǫ = 0. The situation corresponds to

a particle moving freely in presence of barriers with momentum that has a constant

magnitude and its sign changing on every reflection from the barriers. Forǫ = 0,

it is possible to transform to a new set of action-angle variables. In the well region,

which supports periodic motion, for a particle with energyE ≤ V0, the action-

angle transformation results inH = π2J2

8a2 , whereJ is the action variable. In the

case whenǫ > 0 andVsq(x) = V0 (a constant), the dynamics is non-trivial leading

to the well studied standard map [Re04] as shown in chapter 1.However, forǫ > 0

in the presence of DBS potential shown in Eq. (2.2),i.e., in the presence of both the

kicking field and the non-analytic potential, the system becomes non-integrable. In

this case, the dynamics is even more rich and complex than a kicked rotor system.

To best of our knowledge, such a system has not been studied until now in the

context of Hamiltonian chaotic systems.

To simplify the task of dealing with non-analytic potential, we separate out the

effects of the kicking and the stationary potential by rewriting the Hamiltonian in

Eq. (2.6) as,

H = H0 + Vsq(x). (2.7)

where,H0 = p2

2
+ ǫ cos (x)

∑∞
n=−∞ δ(t− n) is the time-dependent part andVsq(x)

separately accounts for the effect of stationary part. Now,we evolve the system

as being entirely governed byH0 that leads to the difference equations in Eq.

(2.8a) and then incorporate the effect of discontinuities in Vsq(x) through appro-

priate boundary conditions and this leads to Eq. (2.8b). This leads to the following

map:

pn = pn−1 + ǫ sin(xn−1),

xn = xn−1 + pn, (2.8a)
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

 pn

xn



→ R̂



 pn

xn



 . (2.8b)

Equation (2.8a), that represents the effect ofH0, is identical to the standard map

except that the periodic boundary conditions have not been applied here because the

potentialVsq(x) is explicitly non-periodic. We can writêR = R̂k . . . R̂2R̂1, i.e., as

time ordered product of operatorŝR1, R̂2, . . . , R̂k that separately represent effects

due to encounters of the particle, in between two kicks, withthe discontinuities of

Vsq at positions represented byB1, B2, . . . Bk, respectively. Here,k represent to-

tal number of boundaries encountered by particle in betweenany two consecutive

kicks. Depending on the energy, each of thesek encounters could either be a reflec-

tion (sign of momentum changes) or refraction (magnitude ofmomentum changes)

atBi ∈ B, i = 1, 2, ....k.

To keep track of the potential discontinuities encounteredby the particle be-

tween successive kicks, the following procedure is implemented. Between two

kicks acting at integer times, sayn andn + 1, we denote the state of the parti-

cle after incorporating effect ofith encounter with the discontinuity that happens at

Bi by
(

xi
n

pi
n

)
. We define]xi

s, x
i
n[ with i = 0, 1 . . . k as the path, starting fromxi

s, a

particle would traverse between the two kicks after encountering ith discontinuity

if there were no discontinuities to be faced till the next kick. For i = 0, xi
s would

simply bexn−1 andBi for i > 0. x0
n andp0

n would bexn andpn obtained directly

from Eq. (2.8a). Now,Bi+1 would be the position of the discontinuity that lies with

in the interval]xi
s, x

i
n[ and is closest toxi

s. For the discontinuity in the potential

Vsq(x) atBi+1, we have,

(
xi+1

n

pi+1
n

)
= Ri+1

(
xi

n

pi
n

)
(2.9)

Now,Bi+2 can be determined fromxi+1
s = Bi+1, xi+1

n and the correspondingRi+2

is applied to
(

xi+1
n

pi+1
n

)
. In this manner, boundary conditions are appliedk times until

]
xk

s , x
k
n

[
∩ B = ∅.
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The map in Eq. 2.8 would be complete if the transformation that the operator̂Ri

effects on the state
(

xi−1
n

pi−1
n

)
to incorporate the effect ofith discontinuity is explicitly

written down. LetEn denote the energy of the particle just after thenth kick (at

timen). If En < V0, particle will suffer reflection at the discontinuity atBi. This

implies that the momentum of particle after incorporation of effect of this encounter

should bepi
n = −pi−1

n . In the case forEn > V0, particle will suffer a change in

the magnitude of its momentum (due to change in its kinetic and potential energy

with its total energy conserved) while it crosses the potential discontinuity. We call

this process refraction. The momentum after a refraction can be obtained using

conservation of energy and we get,

pi
n = sign(pi−1

n )

√
(pi−1

n )2 − (sign(Vdiff )) 2V0, En > V0, (2.10)

where, sign(.) denotes the sign andVdiff = V (Bi) − V (xi−1
s ). The positionxi

n of

the particle after it encounters discontinuity atBi can be obtained by evolving it

with the new momentumpi
n starting fromBi for remaining time of evolution (until

the next kick). This time will be equal to(xi−1
n − Bi)/p

i−1
n . This gives,

xi
n = 2Bi − xi−1

n for reflection, (2.11)

xi
n = Bi +

(xi−1
n −Bi) p

i
n

pi−1
n

for refraction. (2.12)

Using these transformation that relate
(

xi−1
n

pi−1
n

)
to
(

xi
n

pi
n

)
, we can definêRi through Eq

(2.13). ForEn ≤ V0 (reflective boundary condition), we have



 xi
n

pi
n



 = R̂i



 xi−1
n

pi−1
n



 =



 2Bi − xi−1
n

−pi−1
n



 . (2.13a)
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ForEn > V0 (refractive boundary condition), we have


 xi

n

pi
n


 = R̂i


 xi−1

n

pi−1
n


 =




Bi +
(xi−1

n −Bi) p
i
n

pi−1
n

sign(pi−1
n )
√

(pi−1
n )2 − (sign(Vdiff ))2V0


 .

(2.13b)

Thus, the dynamics of system in Eq. (2.6) can be described by the standard map

defined on an infinite plane, i.e.,−∞ ≤ xn, pn ≤ ∞ (Eq. (2.8a)) and subjected to

potential barriers (Eq. (2.8b)). Notice that by puttingV0 = 0 in Eq. (2.13b), we

obtainR̂i = I for all i, whereI is the identity matrix of order 2. Then̂R = I and,

as expected, Eq. (2.8) reduces to standard map forV0 = 0. Thus, the transformation

in Eq. (2.13) can be viewed as deviation from standard map dynamics induced after

each encounter of the particle with a discontinuity of the potentialVsq(x). Note that

the map we have obtained can be thought of as a generalizationof the generalized

standard map [Sa01].

Note that the map derived above relates the positions and momenta just be-

fore two consecutive kicks. In other words, it gives only stroboscopic view of the

three dimensional phase space(x, p, t), and the stroboscopic section is taken at the

"phase" of kicking period that corresponds to times just before the kicks. Unlike in

case of standard map, in which the motion between the kicks isfree motion with

constant momentum, momentum may change between the kicks due to reflection or

refraction at a potential discontinuity in system in Eq. 2.1. However, this change in

momentum between the kicks does not affect the major phase space features, like

regions of chaos, regularity etc, which are main objects of interest in this chapter.

Thus, it will be sufficient to analyze a stroboscopic sectionof phase space in this

chapter.
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Figure 2.3:Stroboscopic Poincare section (black) forR = 0.95, ǫ = 0.15, V0 = 0.5, φ = 0
andb = 0.5. All the continuous curves (in color) markedC1 to C6 are for the corresponding
standard map with kick strength 0.15. The black box at position x = ±xw indicates the
width b of the barrier. The solid circles (in red) show a trajectory starting fromA1 until
it exits the potential well atA9. The time ordered sequence of the trajectory isA1 to A2,
reflection at−xw, A3 to A4, reflection atxw, A5 to A6, cross the boundary atxw, A7 to A8,
cross the boundary atxw + b, exit the potential atA9. See text for details. Open red circles
show trajectory of a particle with initial state atB1 evolving toB2

2.3 Phase Space Dynamics

Figure 2.3 shows a stroboscopic section obtained by evolving the map in Eq. (2.8)

for uniformly distributed initial conditions inx ∈ (−xw, xw), p ∈ (−pc, pc), where

pc =
√

2mV0 is the minimum momentum required for barrier crossing. In this pa-

per, we have chosen kick strengthǫ << 1 such that the corresponding standard map

displays only KAM curves. Throughout this thesis, we use thephrase "correspond-

ing standard map" to mean Eq. (2.8) withVsq(x) = 0. As pointed out earlier, the

limit Vsq(x) = 0 reduces Eq. (2.6) to kicked rotor system. Firstly, a striking feature

is the absence of invariant curves and the appearance of a mixed phase space. This

is in stark contrast with the standard map which displays mostly quasi-periodic or-

bits for kick strengths of this order as shown in Fig. 1.1. Figure 2.3 also shows snap

shots (solid circles in red) of a trajectory in between successive encounters with the
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discontinuities atB. Clearly, the evolution between two successive encounterswith

the boundaries is confined to a trajectory that is identical with one of the quasiperi-

odic orbits of the corresponding standard map shown as continuous lines in the

figure. In this chapter, we analyze the dynamics of our systemin Eq. (2.5) in terms

of the quasi-periodic orbits of the corresponding standardmap. Due toVsq(x), par-

ticle breaks away from one quasiperiodic orbit and joins another at each encounter

with the boundaries. This leads to the absence of quasiperiodic orbits and the de-

velopment of mixed phase space comprising intricate chainsof islands embedded

in chaotic sea. Another model of non-KAM chaos, namely, the kicked harmonic

oscillator also displays such intricate chain of islands [Ch87,Ch88,Be91,Za05].

We illustrate the effects of discontinuities in Fig. 2.3 by following a typical

initial condition markedA1 in the chaotic layer. This evolves toA2 on the invariant

curveC2 of the corresponding standard map. After a long time, this point appears

on the curveC1 and goes fromA3 to A4. After a reflection at−xw, it goes from

A5 to A6 onC3. Then it shifts to the barrier region(xw, xw + b) and moves onC7

fromA7 toA8. Depending on the winding number of the orbit in(xw, xw + b), the

particle could have gone back in to region between the barriers or escape from the

finite well. In the present example, it makes its escape out oftwo barrier structures

and its state meets the curveC5 atA9. Once the particle has escaped it does not

encounter the potential discontinuity, responsible for its breaking from one orbit

and jumping to another. As a result, its state evolves on samecurve asn → ∞
thereafter.

From a theoretical perspective, the absence of quasiperiodic orbits can be at-

tributed to the non-analyticity ofVsq(x) which violates the assumptions of KAM

theorem. KAM theorem requires that the unperturbed systemH0 be analytic [Ar68]

though later proofs have required just about few derivatives to exist. Thus, the non-

KAM nature of the system leads to onset of chaos even forǫ < 1. However, once

the particle escapes from DBS, this non-KAM potential does not affect it anymore

and, thus, the system displays KAM behavior for|x| > xw + b. Figure 2.3 also
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shows the trajectory of a particle that escapes from DBS without suffering a single

reflection. As seen in Fig. 2.3, the discontinuities atxw andxw + b relocate the

incoming particle fromC5 (µ5) to another orbitC6 (µ6), whereµ5 andµ6 are their

winding numbers, respectively. Figure 2.4 schematically shows how the difference

between the trajectories followed by particle before and after a refraction depends

uponb. When a state reaches a barrier region, the loss of kinetic energy to poten-

tial energy makes it travel lesser distance than what it would travel in the absence

of boundaries. As a result it breaks away from the invariant curveC(µ5) and joins

with a new invariant curveC(µ6). The departure from the phase point at which state

should reach in absence of barriers is proportional tob since the fraction of evolu-

tion time between the kicks spent with decreased kinetic energy is proportional to

b. Appendix A shows that the difference between the two orbits, C(µ5) andC(µ6)

for example, on which a state evolves before reaching and after crossing the barrier,

measured as(µ6 − µ5) → 0 whenb → 0. In other words, refraction becomes iden-

tity operation asb→ 0. This leads to appearance of invariant curves identical to the

standard map implying KAM-like behavior, even for|x| < xw + b as shown in Fig.

2.5.

The initial conditions starting from a region defined by|p| < pc will spread in

momentum space as the system evolves. Here, we will discuss some constraints

applicable to phase space region these states can explore, which will actually repre-

sent the limits on the extent of mixed phase space. Let us consider first the simpler

case ofb → 0. In the Fig. 2.5, we identify quasiperiodic orbits or invariant curves

C±(µa) andC±(µb) of corresponding standard map,µa andµb being their winding

numbers. The invariant curvesC±(µb) are defined in such a way that that minimum

value of|p| on each of them is equal topc. Any state evolving on a standard map

orbit C(µ) with µ > µb, will surely approach barrier with|p| > pc for which re-

fractive boundary conditions apply. Since forb → 0 refractive boundary condition

becomes identity operation, any of these state must cross the barrier evolving unin-

terruptedly on its original standard map orbit. Thus, the phase space beyondC±(µb)
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Figure 2.4:Figure shows schematically the effect of refraction at the barrier. Grey boxes
represent the barrier region in phase space. The three phasepointsa, b andc represent the
states of particle evolving onC(µ5) starting froma in absence of barriers. Red arrows
connects the phase pointc, the evolving state would reach in absence of barrier, with the
point d or e it actually reaches in presence of barrier after evolving between the kicks.

should be regular. At the same time, any state initially onC(µ) with µ ≤ µb, can

not crossC±(µb). This is because forb → 0, only transformation that can make

a state jump from one quasiperiodic orbit to other, changingthe winding number

associated with it, is reflection. Now, a state encounteringreflective boundary must

have|p| < pc and therefore must appear on an orbit with|p| < pc after reflection

takes place. Since none of the orbits withµ > µb overlap with region defined by

|p| < pc, the state must appear on an orbit withµ < µb. This means that initial

conditions lying betweenC+(µb) andC−(µb) can not diffuse beyond phase space

region enclosed between these orbits.

The invariant curvesC±(µa) are defined in such a way that maximum value of

|p| on each of them ispc. Now, any state evolving on an invariant curve withµ < µa

approaching barrier must have|p| < pc and will surely get reflected. However, if
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Figure 2.5:Stroboscopic plot forb = 10−5, R = 0.7, φ = 0, ǫ = 0.15, V0 = 0.5. Dashed
line (in red) represents the boundary of regionM. The scatter of points betweenC+(µc)
andC+(µth) on right and betweenC−(µc) andC−(µth) on left side of the DBS represent
the particles escaping out of the well (whose initial stateswere inM).

Figure 2.6:Stroboscopic plot forR = 0.5. All the other parameters are same as in Fig. 2.5.
Dashed line (in red) represents the boundary of regionM. The scatter of points between
C+(µc) andC+(µth) on right and betweenC−(µc) andC−(µth) on left side of the DBS
represent the particles escaping out of the well (whose initial states were inM).
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a particle’s state lies on an invariant curve withµa < µ < µb, it might escape or

not. This implies that a chaotic state must first reach the anyof the invariant curves

C(µ) with µa < µ < µb before it can escape the barriers. Thus, the quasiperiodic

orbits followed by escaped particles must correspond toµa < µ < µb.

Based on the above constraints,C±(µb) should represent the border between

the regular and mixed phase space. However, the real limits on the mixed phase

space are represented by someµ < µb. This happens because asµ increases in

the rangeµa < µ < µb, the overlap of an invariant curve with regionp > pc

increases. This increases the probability that a state evolving onC(µ) approaches

barrier with |p| > pc and hence its escape probability increases. Usually there

exists some value ofµ = µc < µb, for which any state evolving on it will definitely

escape. ThenC±(µc) will act like an actual border between mixed and regular phase

space. Also,µc will act like upper limit on winding numbers of invariant curves on

which escaped particles evolve. Moreover, the lower limit on µ for invariant curves

followed by escaped particles can take a value larger thanµa, sayµth depending

on the details of dynamics around|p| = pc. Figure 2.5 shows that the escaped

particles evolve on a band of invariant curvesC(µ) with µth < µ < µc. In this case,

µth = µa, however, in Fig. 2.6 we see that the highest point ofC(µth) is clearly

abovepc which is actually top point ofC(µa) (not shown here) too. Figure 2.5 also

highlights the mixed phase space region enclosed in red dashed line.

The existence of above discussed limits on the mixed phase space region and

on winding numbers of escaped particles are easier to explain in case ofb → 0.

However, they do exist in case ofb >> 0 also. For the case withb >> 0, any

state approaching barrier with|p| > pc may or may not escape from the DBS.

As soon as it crosses the potential discontinuity at the inner edge of the barrier

(|x| = xw), it jumps to a quasiperiodic orbit of much smaller winding number due

loss of kinetic energy to potential energy. If this new orbithappens to be close

to be located across thep = 0 line, it may turn the evolving state back towards the

well. This is apparent from small elliptic orbits in barrierregion observed on section
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shown in Fig. 2.3. Thus, invariant curves may get broken evenbeyond the region

enclosed betweenC±(b) for b >> 0. However, there must exist some invariant

curveC(µ) in corresponding standard map with sufficiently largeµ such that if any

state evolving over it approaches barrier, it will jump to another invariant curve for

which direction of momentum never changes. In that case the evolving state will

not get turned back into well during its evolution through barrier region and will

escape from the DBS. Beyond such invariant curves, on both sides ofp = 0, no

state should get reflected or turn back into well region. Thusthe region beyond

these curves will be regular due to absence of repeated encounter with the barriers,

although trajectory of the particle is discontinuous at barrier edges. The finite spread

of chaotic layer shown in Fig. 2.3 along the momentum axis is due to existence of

these regular regions on both sides of mixed phase space region. This is in contrast

to general behavior of non-KAM systems in which such break down of invariant

curves leads to a mixed phase space. Hence, we call this also as KAM-like behavior.

Again, the real border between the regions of mixed and regular dynamics as well as

limits on theµ for quasiperiodic orbits followed by escaped particles is determined

by detailed dynamics of the system for a given set of parameters.

The above discussion can be be summarized as follows ; we can define a phase

space regionM (|x| < xw + b; |p (x) | < p (x;µc)), such that system has mixed

phase space insideM in general and regular dynamics outside it. Here,p (x;µc) is

momentum of any state on the curveC+ (µc) at positionx. In Figs. 2.5 and 2.6,

a close numerical approximation of the regionM is highlighted by the red dashed

line.

We remark that forb → 0, the phase space structures insideM are identical

to those of well map that describes the dynamics ofδ-kicked particle in an infinite

well [Sa01]. This is to be expected since the well map has onlyreflective boundaries

for |p| ≤ ∞. Further, the well map is hyperbolic forR < 0.5 for anyǫ > 0. The

Hamiltonian in Eq. (2.1) also displays complete chaos forR < 0.5 insideM.

This is seen in Fig. 2.6 as no regular structures are visible in this region to the
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accuracy of our calculations. In fact, it can be shown that the phase space between

the barriers will always be fully chaotic if force between the barriers is monotonic

and increasing,i.e.,−d2V (x)
d2x

> 0 throughout the region between the barriers for any

arbitrary kicking potentialV (x). The region defined byM is determined by the

positions of potential discontinuitiesB andC±(µc). It can be shown thatC±(µc)

will remain close to±pc(= ±
√

2mV0) whenb → 0 for any ǫ for which standard

map has mostly regular phase space. Thus, the extent of chaotic region will depend

grossly on the positionsB and heightV0 of the barriers only. This implies that it is

possible to engineer chaos in a desired region by varying these parameters.

2.4 KAM-like Behavior: Role of Symmetries

In this section, we explore the conditions under which KAM ornon-KAM type of

dynamics can be realized in the system. In Eq. (2.1), the non-analyticity ofVsq

violates the assumptions of the KAM theorem. Hence, generically we expect this

system to display the signatures of non-KAM system such as the stochastic webs

instead of quasi-periodic orbits and an abrupt transition to chaos. These features

are shown in Fig. 2.7(a,c,d,f). However, we show that even inthe presence of non-

analyticity inVsq(x), quasi-periodic orbits similar to that in a KAM system can be

realized, as shown in Fig. 2.7(b,e) if certain symmetry conditions are satisfied.

As argued before, until interrupted by the barriers, the dynamics is confined

to a particular invariant curve of the corresponding standard map. We recall that

corresponding to every trajectoryC+ of standard map withpn > 0, there exists one

and only one trajectoryC− with pn < 0, such that a particle will evolve on these

trajectories in exactly the same way but in opposite direction. Consider the(R, φ)

pairs for which the condition

±Rπ + φ = l 2π, l ∈ Z (2.14)

is satisfied. When Eq. (2.14) is satisfied, as shown in Appendix B, application ofR̂i
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takes a particle fromC+ to C− and application of̂Ri+1 brings it back toC+. This

leads to quasiperiodic behavior in which the particle is confined to a pair of tori.

This quasiperiodic orbit undergoes smooth deformation, just like in a KAM system,

until it breaks for large kick strengths. Hence we call this KAM-like behavior for its

striking resemblance to the qualitative behavior of a KAM system. In general, there

exist infinite (R,φ) pairs for which KAM-like dynamical behavior can be recovered

in this system. In Fig. 2.7(b,e), we show the sections forR = 1, φ = 0 and

R = 0.5, φ = π/2 for which KAM-like behavior is obtained. In Fig. 2.7(a,c,d,f), we

also show cases where Eq. (2.14) is not satisfied and hence for|p| < pc stochastic

webs and chaotic regions are seen.

Symmetry related invariant curves likeC+ andC− are due to the symmetry of

the kicking field about anyx = mπ+φ wherem is an integer. It turns out that when

Eq. (2.14) is satisfied, kicking field is symmetric aboutxw andx−w. The existence

of KAM-like behavior in presence of non-analytic potentialcan be attributed to

existence of centers of symmetry of kicking field at−xw andxw.

2.5 Quantum Dynamics

In this section we discuss the simulations of the wave packetevolution in the sys-

tem to study its quantum dynamics. We start by writing down the time-dependent

Schroedinger equation corresponding to the scaled Hamiltonian in Eq. (2.6),

i~s

∂ψ

∂t
=

[
−~

2
s

2

∂2

∂x2
+ Vsq + ǫ cosx

∑

n

δ(t− n)

]
ψ. (2.15)

The scaled Planck’s constant is~s = 2π2~

EcT
. This being a kicked system, we can

obtain the one-period Floquet operator that evolve an initial wave packet over one

time periodT and is defined as,

Û = exp

(
− i

~

∫ t+T

t

Ĥ

)
. (2.16)
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Figure 2.7:Stroboscopic Poincare section for the Hamiltonian in Eq. (2.1) showing the
regionx ∈ (−xl, xr), p ∈ (−pc, pc) for b = 0, ǫ = 0.15, V0 = 0.5. The other parameters
are (a)R = 0.95, φ = 0 (b) R = 1.0, φ = 0, (c) R = 1.05, φ = 0, (d) R = 0.45, φ = π/2,
(e)R = 0.5, φ = π/2 and (f)R = 0.55, φ = π/2.
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PuttingT = 1 and replacing~ with ~s and making initial timet coincide with origin

of time axis, Floquet operator for scaled system defined in Eq. (2.15) becomes,

Û = exp

(
− i

~s

∫ 1

0

(
p̂2

2
+ V̂sq + ǫ cos x̂

∑

n

δ(t− n)

)
dt

)
. (2.17)

Just like in case of standard map, one can divide the evolution into free evolution,

but subjected to stationary potential in this case, and the kicking part. The evolution

operator evolving a wave packet from a time just before a kickto just before the

next kick comes out to be

Û = exp

(
− iǫ

~s

cos x̂

)
exp

(
− i

~s

[
p̂2

2
+ V̂sq

])
, (2.18)

such thatψ(x, n) = Ûnψ(x, 0).

Since p̂ and V̂sq in Eq. (2.18) do not commute, we first divide the duration

between successive kicks intoN△t small time steps and the second term of Eq.

(2.18) becomes
N△t∏

i=1

exp

(
− i

~sN△t

[
p̂2

2
+ V̂sq

])
. Then, we apply the split-operator

method [Ta07] to evolve the system according to which

exp

(
− i

~sN△t

[
p̂2

2
+ V̂sq

])

= exp

(
− i

~sN△t

[
p̂2

2

])
exp

(
− i

~sN△t

[
V̂sq

])
+O(△t)2.

(2.19)

We use Fast Fourier transform [Fr05] to obtainψ̃ (p) from ψ (x) and vice-verse.

In our calculations, we have takenN△t ∼ 2500, the typical temporal step size is

O(10−3) and spatial step size isO(10−4) to ensure that the evolved wavepackets

converged to at least 6 decimal places.

From evolved wave packet, we calculate the Husimi distribution [Hu40, Ta89a]
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Q(x0, p0, n) defined by

Q(x0, p0, n) = |〈ψ(x, n)|x0, p0〉|2 (2.20)

corresponding to evolved state|x0, p0〉 at timen to study the phase space dynamics.

In this, 〈x|x0, p0〉 the minimum uncertainty wavepacket centered at(x0, p0). In

terms of wavefunction, Husimi distribution can be expressed as,

Q(x0, p0, n) =

∣∣∣∣
∫ ∞

−∞

1

(2π△x)2
exp

(−i
~s

x0x

)
exp

(−(x− x0)
2

4(△x)2

)
ψ(x, n)dx

∣∣∣∣
2

.

(2.21)

Here,△x is the width in position space of the minimum uncertainty wavepacket

centered at(x0, p0).

In the semiclassical regime, the dynamics in the Husimi representation mimics

the classical dynamics of the system in phase space [Ta89a].In Fig. 2.8, we show

the Husimi function distribution atn = 250 from which one can clearly see that the

density of Husimi distribution shows pattern similar to classical structures shown in

Fig. 2.3.The initial wavepacket atn = 0 is located in between the two barriers. We

choose parametersb and~s for which the Husimi distribution closely resembles the

classical phase space and shows that the probability density associated with the ini-

tial wavepacket will ultimately leave the barrier region bypredominantly following

the classical path rather than by tunnelling. Thus, the system stays in the semiclas-

sical regime and tunnelling is largely suppressed. Quite clearly, for such a choice of

parameters in the semiclassical regime, the classical dynamical features would be

reflected in the quantum dynamics as well.



2 Kicked Particle in a Double-barrier Structure: The Phase Space Dynamics 34

Figure 2.8:(Top) Husimi distribution for evolved wave packet. Initialwave function corre-
sponds toQ(x0, p0, n) sharply localized inside chaotic region around(0, 0). In Grey scale
version, grossly the darker areas represent the region withlarger value of Husimi distribu-
tion function (for figure at the bottom as well). It shows thatthe Husimi function decays
very steeply outside[x−w, xw] and acquires negligible values compared to those for region
inside [x−w, xw]. We have taken~s = 0.0025, R = 0.85, b = 0.2, ǫ = 0.15, V0 = 0.5,
φ = 0. (Bottom) Enlarged and better resolved view of inset from figure on the top shows
path followed by probability density outside the barrier region.



CHAPTER 3

Kicked Particle in a Double-barrier Structure:

Dynamical Features

In this chapter, we present the dynamical features in a system of kicked particle in

the double barrier structure arising due to intricate interplay between non-KAM and

KAM-like dynamics. These classical features also leave their imprint in the semi-

classical regime of the corresponding quantum system. In particular, we study the

temporal evolution of an initial distribution located inside the well region at time

n = 0 as the periodic kicks act on the system. We take the ensemble size, i.e., the

number of initial states, large enough that we can study somestatistical properties

of the evolving phase space distributions. We report results on the following in-

teresting dynamical features; (i) classically induced suppression of energy growth,

(ii) non-equilibrium steady states, (iii) momentum squeezing and (iv) momentum

pumps. All these features are important in the context of transport properties of this

system.

35
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3.1 Classically Induced Suppression of Energy

Growth

In the kicked rotor model, one of the significant results is the quantum suppression

of classical diffusion. For large kick strengths, the kicked rotor displays classical

diffusion in energy [Re04]. In this regime, the particles tend to absorb unbounded

energy. However, in the corresponding quantum system, the unbounded energy

growth is arrested by quantum localization [Ch89, Iz90], aneffect arising due to

destructive quantum interferences and this is shown to be analogous to Anderson

localization [An58, Fi82, Gr84]. This is purely a quantum phenomena. In contrast

to this, in this chapter we discuss the suppression of energygrowth, in the system

represented by Eq. (2.1), arising due to the influence of KAM-like classical struc-

tures in phase space.

3.1.1 Mechanism of Escape from DBS

Based on the discussions in section (2.3), we have shown thatthere exists a region

M (|x| < xw + b; |p (x) | < p (x;µc)) such that the system exhibits mixed phase

space insideM and exhibits regular dynamics outsideM. Any state initially lo-

cated insideM, during the course of further evolution, is bounded by the invariant

curvesC+(µc) andC−(µc). When it escapes from regionM, it will evolve over

an invariant curveC(µ) with µth < µ < µc. For typical values of kick strengths

ǫ << 1 used in this work, we obtain a subdiffusive (mixed phase space) or diffu-

sive (in case of full chaos between the barriers; see Fig. 3.1) region immersed in a

regular region. Then, evolving particles can leak from the (sub)diffusive region into

the regular one through the small window betweenC±(µc) andC±(µth).

If we start at timen = 0 with a localized distribution of points in phase space

all located in the (sub)diffusive region, they will begin todiffuse as kicks begin to

act on them. This leads to fast growth of total energy of all the particles initially.

However, this initial diffusion will get arrested because the invariant curvesC+(µc)
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andC−(µc) act as dynamical barriers to diffusion in momentum space. Some of

them will absorb sufficient energy and escape from the DBS. The escape of ener-

getic particles from the DBS region will continue, however,leading to more and

more absorption of energy by the particles from kicking fielduntil all of them leave

the DBS. Figure 3.1 shows stroboscopic section for a situation in which the phase

space corresponding to the well region is fully chaotic and is bounded by the in-

variant KAM-like curves. The valuespmin andpmax shows the momentum range of

the particles escaping out of the well region. Momentum distribution corresponding

to same set of parameters as Fig. 3.1 at timesn = 0, 50 and 100 is shown in Fig.

3.2(a,b,c). Clearly, the momentum distribution falls within the limits imposed by

C±(µc) as shown in Fig. 3.1. All the particles escaping out of well region, lie in

momentum bands corresponding to the band invariant curves lying between

C+(µth) and C+(µc), if p > 0, C−(µth) and C−(µc), if p < 0. (3.1)

As the system evolves, more and more particles enter these bands.

3.1.2 Saturation of Energy Growth

Once a particle has escaped, it gets locked on to an invariantcurveC(µ) with

µb < µ < µc. Hence its momentum and energy will fluctuate about the average

momentum and energy of all the states lying onC(µ) and, thus, no net increase in

the energy of escaped particles. Hence, any net absorption of energy should take

place only through particles which are not yet escaped. LetN andNn be the total

number of particles and number of particles left in the well region at timen, re-

spectively. Let〈E〉 denote the mean energy of all the particles in the system. As

the system evolves with time, more and more particles escapeout of the well region

and consequentlyNn/N decreases. This leads to decrease in energy absorption rate

with time. As timen → ∞, Nn/N → 0 which results ind〈E〉
dt

→ 0. This implies

the existence of an asymptoticsteady statein which momentum and, hence, en-
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Figure 3.1:Stroboscopic section forR = 0.5, ǫ = 0.3, b = 0.2, V0 = 0.5 andφ = 0.
Lower and upper limits on momenta of escaped particles are represented bypmin andpmax,
respectively. The width of momentum band in which escaped particles lie is given denoted
with ∆p. The momentum span of trajectories followed by escaped particles at a fixed value
of x is represented by∆px. Grey strip aroundp = 0 is the region in which all the initial
states were distributed uniformly.

ergy distribution converge to a stationary distribution corresponding to the situation

in which all the particles have escaped out of the well. In thequantum domain, a

similar steady state is obtained if the parameters, including the effective Planck’s

constant~s, are chosen to be in the semiclassical regime.

In Fig. 3.3, the classical and quantum momentum distributions are plotted for

timesn = 250, 275 and 300. The steady state behavior is seen in the nearly in-

variant momentum distributions forn > 250. As a result of this,〈E〉 saturates to

〈E〉s, where the〈.〉s represents the mean taken over an ensemble of particles when

Nn/N → 0. Formally, this could be written as,

〈E〉s =

∫ pmax

pmin

g(p)
p2

2
dp, (3.2)

whereg(p) is the momentum distribution over the invariant curves withµth < µ <

µc. In general,g(p) does not seem to have any universal form. It depends on the

detailed phase space structure in the vicinity of the barrier region. Letσ(p, n) be
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Figure 3.2:Distribution of states in momentum space at (a)n = 0, (b)n = 50, (c)n = 100
corresponding to parameters and initial set of states used in Fig. 3.1.
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the momentum distribution of escaped particles at timen, so that mean energy of

escaped particles can be defined as

〈E〉out =

∫ pmax

pmin

σ(p, n)
p2

2
dp. (3.3)

Obviously, asn → ∞, Nn/N → 0 andσ(p, n) → g(p). For smalln, much be-

fore the steady state is reached, momentum distributionσ(p, n) should also follow

g(p) determined by details of phase space dynamics for given set of parameters.

However, it will exhibit large fluctuations due to small number of escaped parti-

cles. This means that before steady state is reached,〈E〉out (not shown here) will

fluctuate about〈E〉s. These fluctuations can be canceled by taking time average of

〈E〉out after some time of evolution when steady state is still very far. The broken

horizontal line in Fig. 3.4 shows〈E〉s estimated in this manner. The dashed line

in the Fig. 3.4 is the mean energy〈E〉 for the corresponding quantum system. The

quantum mean energy can be calculated as,

〈E〉n =
1

2

∫ ∞

−∞

ψ̃∗(p, n) p2 ψ̃(p, n) dp. (3.4)

For our choice of effective Planck’s constant, the system isin the semiclassical

regime and the quantum dynamics mimics the classical behavior though pronounced

deviations are noticeable. Note that asn → ∞, the quantum mean energy is sat-

urated. Note that the quantum mean energy departs from the classically estimated

values for〈E〉s. This departure from classical distributions is also seen in Fig.

3.3(a,b,c). This discrepancy between the classical and quantum mean as well as

classical and quantum steady state distributions can be attributed to finiteness of ef-

fective Planck’s constant. In contrast to the quantum suppression of energy growth

in the kicked rotor, which arises from quantum interferenceeffects, in our system

given by Eq. (2.1), the energy growth is arrested due to classical effects.

The difference between mean energy〈E〉 at a given time and saturated mean

energy〈E〉s being purely due to the fraction of particle remaining inside the well
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Parameters are same as those for Fig. 3.3. The triangles in thex-axis are the times for which
momentum distribution is drawn if Fig. 3.3
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Figure 3.5: (Top) 〈E〉 vs timen for (a) full chaos between the barriers (R = 0.5) and
(b) mixed phase space (R = 0.8). (Bottom) Number of particles remained inside the well
regionNn vs timen for (a) full chaos and (b) mixed phase space between the barriers. Other
parameters are:ǫ = 0.2, b = 0.2, V0 = 0.5 andφ = 0.

region, we can write a gross relation〈E〉s − 〈E〉 ∝ Nn

N
. So, faster the rate at which

Nn

N
→ 0, faster will be the rate at which〈E〉s − 〈E〉 → 0. For a given value of

ǫ, as we move from full chaos regime to mixed phase space by changingR, rate

at which particle leave well region decreases. This leads todecrease in the rate at

which steady state is reached as shown in Fig. 3.5. The lower graph in Fig. 3.5

shows the fraction of particles that are left inside the wellas a function of time.

Clearly, faster escape rate leads to faster convergence to steady state. Since the rate

of loss of particles from the DBS should increase with increase in ǫ keeping all

other parameters constant, the rate at which steady state isreached also increases

with increase inǫ. This is shown in Fig. 3.6.

We emphasize that the classical phase space features underlying this classically

induced suppression of energy growth, and other features discussed in this chap-

ter, appear only for small kick strengthǫ << 1 for which corresponding standard

map shows regular dynamics. In the context of experiments, small kick strengths

is a useful feature since it would not substantially heat up the cold atoms which

constitute the test bed for kicked rotor type systems. Note that the quantum local-
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Figure 3.6: 〈E〉 vs n for (brown) ǫ = 0.1, (red) ǫ = 0.2 and (green)ǫ = 0.3. Other
parameters are:R = 0.5, b = 0.2, V0 = 0.5 andφ = 0.

ization in kicked rotor was achieved in the laboratory through cold atoms in optical

lattices more than a decade back [Mo94, Mo95]. However, in the last few years,

there were a series of experiments with BECs evolving in finite box and optical

speckle type potentials which displayed suppression of energy growth due to clas-

sical mechanism [He06,Cl05,Fo05,Sc05a,Sa08]. In these experiments, in contrast

to the expected localization due to quantum effects, the observed suppression of

energy growth could be explained by purely classical mechanism in which energy

exchange between the particles played vital role. The system studied in this thesis

essentially provides a non-trivial classical localization feature in a non-interacting

system. We believe this could be a useful model to understandthe interplay between

interactions, localization and disorder.

3.1.3 Behavior for Large Kick Strengths

In section 5, we showed evidence for suppression of energy growth leading to steady

states for low kick strengths,ǫ < 1. In this section, we show that the classical

dynamics of our system in Eq. (2.6) displays nearly normal diffusion corresponding

to an unbounded growth of energyfor large kick strengths, i.e., ǫ >> 1. This
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Figure 3.7: (Black line) Theoretical〈E〉 vs n for standard map forǫ = 5. (Red circles)
Numerically calculated〈E〉 vs n for system defined in Eq.(2.6) for same valueR. Other
parameters for second case (red circle):R = 0.9, b = 0.2, V0 = 0.5 andφ = 0.

behavior is similar to the classical dynamics of the standard kicked rotor. This

normal diffusion forǫ >> 1 can be explained as follows. Note that ifǫ < 1 we

had emphasized the role played by non-KAM and KAM-like classical structures in

bringing about energy saturation effect. However, if the kick strengthǫ >> 1, then

most of the invariant curves in the region of KAM-like behavior are also destroyed

and the chaos dominates throughout the phase space. In such ascenario, the energy

growth is not arrested and, instead, we obtain the diffusiveenergy growth regime

similar to the one that would be seen in the case of kicked rotor at same value

kick strengths. This is shown in Fig. 3.7 withǫ = 5.0. At this value of kick

strength, classical kicked rotor is largely chaotic. For the classical kicked rotor,

energy growth is〈E〉 = ǫ2

4
t [Re04]. This estimate is also consistent with the energy

growth in the case of the system in Eq. (2.6) forǫ >> 1. Hence, for large kick

strengths, our model in Eq. (2.6) behaves like a kicked rotorwith identical value of

kick strengths. Then, the role of finite barriers becomes insignificant and classical

suppression of diffusion is not observed.
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Figure 3.8:Classical (solid black line) and quantum (dashed line) momentum distributions
at n = 700 for R = 0.5, b = 0.2, ǫ = 0.1, V0 = 0.5 andφ = 0. For quantum simulation
~s = 0.0025. Initial momentum distribution is uniform as shown by rectangular blue curve.

3.2 Momentum Squeezing

In this section we report results for what we call momentum squeezing. At the out-

set, we state that this phenomena is unrelated to quantum squeezing which is due to

saturation of uncertainty inequality [Lo00]. As demonstrated in Fig. 3.3, the clas-

sical momenta of particles escaping from the DBS lie in finite(and narrow) width

momentum bands approximately centered atp = pc andp = −pc. One possible

manifestation of this confinement in momentum space is momentum squeezing that

can be achieved by tuning system parameters. It is possible to choose parameters

such that momentum distribution of escaped particles become narrow. Figure 3.8,

shows an initial broad momentum distribution in region between the barriers. This

also shows evolved momentum distribution after 700 kicks,i.e., for n = 700. By

this time, a large fraction of particles have escaped from the well and the distribution

has become nearly bimodal with peaks nearpc and−pc. We call this phenomena

momentum squeezing.

If the phase space in regionM is fully chaotic, all the particles having initial

states inside it atn = 0 will escape from the DBS, making region between the



3 Kicked Particle in a Double-barrier Structure: DynamicalFeatures 46

-3 -2 -1 0 1 2 3
p

0

0.5

1

1.5

2

2.5

3

f 5
0

0
0(p

)

Figure 3.9:Evolved momentum distribution atn = 5000 for parameters and initial state
same as used in Fig. 3.8. Zero density between two peaks indicate that all the particles have
escaped from DBS.

barriers empty after sufficient number of kicks, and their momentum distribution

will evolve into a pair of distinctly narrow bands as shown inFig. (3.9). The chaotic

layer between the barriers also ensures that the final resultwill be independent of the

details of initial distribution. In case of mixed phase dynamics insideM, particles

having their initial states on some stable island will remain on them even asn→ ∞.

However, all the particles with initial states lying in the chaotic sea will escape the

DBS and reach the thin momentum band. In this case, only the fraction of particles

remaining inside the DBS, in asymptotic regime of evolution, will depend upon the

details of initial distribution of the states. The momentumband width for escaped

particles will remain unaffected, however. Figure 3.10, shows two regions of phase

space in which initial states were distributed. It also shows the stable islands for

which states never escape even after long time of evolution if these were initially

lying on them. It also shows the evolved momentum distribution for two sets of

initial states. In the case for which all the initial states lie in the chaotic sea, the

fraction of particles that have escaped after a given time ofevolution is much larger

than in the case in which many initial states lie on stable islands.

The properties of the system as a momentum squeezer can be tuned using sys-
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Figure 3.10:(Left) Stroboscopic section forR = 0.95, b = 0.2, ǫ = 0.1, V0 = 0.5 and
φ = 0. The phase space between the barriers is mixed phase space. However, the chaotic
region is empty because after long evolution all the chaoticparticles have escaped. Two sets
of initial states (i) uniformly distributed in brown box (ii) uniformly distributed on purple
line, are used to get evolved momentum distribution atn = 50000. The section corresponds
to second set. (Right) Evolved momentum distribution atn = 50000 for first set of initial
states is shown in green and for second set it is shown in red.

tem parameters. We have already seen that as we go from mixed phase space to

fully chaotic regime between the barriers the evolved distribution becomes inde-

pendent of the details of the initial distribution. Now, thewidth of the the momen-

tum band∆p is, in general, very large compared to∆px, the width of momentum

space spanned by the bundle of invariant curves on which states of escaped particles

evolve, for a givenx as shown in Figs. 3.1 and 3.9. In case of Fig. 3.9, it is negligi-

ble compared to the overall width of the momentum band. Hence, the width of the

momentum band∆p of escaped particles∆p, in most cases, is grossly determined

by the two extremal values of momenta on any individual invariant curves followed

by escaped particles (see Fig. 3.10). Asǫ → 0, these invariant curves flatten and

tend to become horizontal, representing constant momenta.Hence, the difference

between two extreme momenta on a given trajectory decreasesasǫ decreases. As a

result, band width∆p decreases asǫ→ 0, keeping all other parameters constant, as

shown in Fig. 3.11.

The effect of changingV0 will manifest through corresponding change inpc
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Figure 3.11: Evolved momentum distribution forǫ = 0.05 (blue), ǫ = 0.1 (green) and
ǫ = 0.2 (red). Other parameters are:R = 0.5, b = 0.2, V0 = 0.5 andφ = 0.

which increases with increase inV0. Since the momentum of escaped particles is

narrowly distributed around threshold momentumpc for b → 0 or around some

momentum abovepc for b >> 0, the peaks in momentum distribution will shift

towards higher momentum on increasingpc. This is shown in Fig. 3.12. How-

ever, fluctuations in this behavior for very small changes inpc can not be ruled out

because the exact momentum distribution depend upon details of the dynamics. An-

other interesting property that has very clear dependence on pc and, hence, onV0 is

squeezing power of the system. Consider two cases in which the value ofpc differ

by one period of corresponding standard map, say,pc = 1 andpc = 1 + 2π. The

momentum span of the invariant curves corresponding to escaped particles turns

out to be nearly same for both these cases due to periodicity of corresponding stan-

dard map. However, the chaotic layers in between the barriers has broader range

in momentum space. This implies that a set of initial states with much broader

initial momentum distribution can lead to bimodal distribution with same width of

peaks. If the momentum values are scaled by dividing withpc, the width of peaks in

bimodal distribution is smaller as shown in Fig. 3.13. Thus,the factor by which ini-

tial broad momentum distribution can be squeezed is larger for second case. Hence,
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Figure 3.12: Evolved momentum distribution atn = 1000 for V0 = 0.5 (red),V0 = 1.25
(green). Other parameters are:R = 0.5, b = 0.2, ǫ = 0.1 and φ = 0. The threshold
momenta corresponding toV0 = 0.5 andV0 = 1.25 are marked aspc1 andpc2, respectively.

larger squeezing power.

Recalling the canonical transformation in section 2.1, changing scaledpc need

not necessarily imply changing the barrier height. According to the transformation

p = p̃TEc/λπ in equation array (2.4), the threshold momentum in scaled coordinate

system can be expressed in terms of unscaled parameters aspscaled
c

√
2V0

m
= pc

2πT
λ

.

So scaledpc can be increased by decreasing particle mass or wavelength of kicking

field or by increasing the periodicity of the kicks without changing original barrier

height. However, one needs to tune other original parameters as well to keep the

scaled parameters other thanpc constant. Thus, squeezing power of the system can

be well controlled.

As already noted that the width of the bundles of invariant curves ∆px, i.e.

difference between maximum and minimum value ofp at a givenx across the com-

plete set of curves, on which states of escaped particles evolve remains quite small

throughout the position space.

The width of a momentum band∆p arises due to undulating nature of the invari-

ant curves. If the system is evolved for sufficiently long enough time, the particles
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Figure 3.13:Evolved momentum distribution at timen scaled withpc for two values ofV0

corresponding topc = 1 (red) andpc = 1 + 4π (green). Since the time taken for sufficient
number of particles to escape from the DBS, so that their distribution can analyzed, is longer
for largerpc, we taken = 5000 for pc = 1+4π andn = 1000 for pc = 1. Other parameters
are:R = 0.5, b = 0.2, ǫ = 0.1 andφ = 0.

evolving over the invariant curves would have ergodically explored all the phase

points on this curve. Then, long time average momentum of an escaped particle is

denoted by,

〈p〉∆n =
1

∆n

∆n∑

i=1

pi. (3.5)

The distribution of〈p〉∆n for an ensemble of particles will have a width much

smaller than the width of momentum distribution. Figures 3.14(a and b) show

distribution of〈p〉∆n for the same sets of parameters used in Figs. 3.3 and 3.10,

respectively. Momentum distribution is also shown for comparison. Initial momen-

tum distribution is identical to the one shown in Fig. 3.8. Clearly, distribution of

〈p〉∆n is much narrower than the momentum distribution. This one could anticipate

from Poincare sections. We see in Figs. 3.1 and 3.10 that∆px is much smaller than

∆p. The difference is quite large in Fig. 3.10. The effect of undulating nature of

invariant curves, which is mainly responsible for width themomentum band, gets

evened out on taking average over∆n. Then, the width of〈p〉 is mainly determined
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Figure 3.14:Green curves shows evolved distribution of〈p〉∆n (refer to text for its def-
inition) at n = 5000 for parameters corresponding to Fig. 3.3 (left) and atn = 50000
for parameters corresponding to Fig. 3.10 (right). Red curves show corresponding evolved
momentum distributions.

by ∆px which is usually small. The narrowly distribution of〈p〉 indicates that es-

caped particles, in long term, move much more coherently than anticipated from

their momentum distribution.

3.3 Pumping Action

In this chapter, until this point, we have considered onlyφ = 0. For φ = 0, the

system is spatially symmetric and the effect of this symmetry is seen in symmetric

momentum distributions shown in Fig. 3.15. However, when spatial symmetry of

the system is broken by takingφ 6= 0, the phase space structures between the barri-

ers become asymmetric. Figure 3.16 shows stroboscopic section for an asymmetric

case (φ 6= 0). The invariant curvesC(µ) with µth ≤ µ ≤ µc, on which the states
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of escaping particles evolve are no longer bound to be symmetric aboutp = 0. If

φ = 0, µth andµc was identical forp > 0 andp, 0. As a result ofφ 6= 0, the

momentum distribution becomes asymmetric. As the kicks begin to act, the clas-

sical particles evolve in to asymmetric momentum distributions even if the initial

distribution atn = 0 was symmetric aboutp = 0. This scenario, in general, leads to

〈p〉 6= 0 for all the particles,i.e.,net directed motion, in the absence net bias. Please

note thatR = 1.0 in Fig. 3.15. This means that the region between the barriers

contains one full wave length of cosinusoidal potential. This implies the net bias in

the well region is zero,i.e.,
∫ xr

xl
−dV (x)

dx
dx = 0, whereV (x) is the kicking potential

at x. In this case, the net transport occurs in absence of net biasand thus, the sys-

tem acts like a ratchet of finite dimension, generally known as apump. The chaotic

layer in the well region ensures that the pumping action is independent of the ini-

tial conditions. This is one of the few examples of pumping mechanism based on

Hamiltonian chaotic dynamics. In general, the field of quantum pumps is an active

area of research in condensed matter physics [Br98], almostno attention had been

paid to pumping action using chaotic dynamics with the exception of the work in

Ref. [Di03]. In this work, they consider square well type potentials whose walls

or the depth are driven by an external field. After breaking relevant symmetries,

directed currents emerge in this finite system. However, no system is known that

can act simultaneously like a pump as well as momentum squeezer.

3.4 Non-equilibrium Steady State

In this section, we show that the system can support non-equilibrium steady state

for fully chaotic dynamics between the barriers atxl andxr. We start with initial

conditions uniformly distributed on a thin rectangular band aroundp = 0, as dis-

played in Fig. 3.17(a). As the kicking field begins to impart energy to the system,

the initial distribution begins to diffuse in phase space and some of them leave the

DBS region upon absorbing sufficient energy. Figures 3.17(c-d), shows phase space



3 Kicked Particle in a Double-barrier Structure: DynamicalFeatures 53

-3 -2 -1 0 1 2 3
p

0

1

2

3

4
f 2

0
0

0
0(p

)

Figure 3.15:Initial (brown) and evolved (black) momentum distributionfor R = 1.0, b =
0.2, ǫ = 0.1, V0 = 0.5 andφ = 0.5. Asymmetric momentum distribution indicates net
transport.
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Figure 3.16:Stroboscopic section forR = 1.0, b = 0.2, ǫ = 0.1, V0 = 0.5 andφ = 0.5.
For non-zeroφ the phase space is also asymmetric.
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Figure 3.17:Phase space distribution of unescaped particles at (a)n = 0, (b) n = 20, (c)
n = 80, (d) n = 150 for R = 0.5, b = 10−5, ǫ = 0.15, V0 = 0.5 andφ = 0.0. Nearly
identical distributions in (c) and (d) indicate the non-equilibrium steady state.

distribution at different times of evolution. At any discrete timen, the mean energy

< En > of the particles lying inside the well is< p2/2 >, where< . > represents

average at timen over the classical states (evolved from initial states overn kicking

cycles) for which< xl < x < xr. In the corresponding quantum regime, we have

〈E〉in =

∫ xr

−xl

ψ∗(x, n)
p̂2

2
ψ(x, n) dx (3.6)

The effect of the operator̂p2 onψ(x, n) can be calculated using fast Fourier trans-

form and is equal to inverse Fourier transform ofp2ψ̃(p, n). Figure 3.18 shows that

initially 〈E〉in increases and after a time scaletr, 〈E〉in saturates to a constant. Dur-

ing this time scale, the behavior is similar to the classicaldiffusive regime of the

standard map.

The existence of steady state can be understood as follows. For the parameters

used in Fig. 3.17 the phase space in regionM is fully chaotic. As kicks begin to

act, any localized classical distributionρ0(x, p) is quickly dispersed throughout this

region. The total energyEn of the particles in the well region increases. Simulta-

neously, the particles with|p| > pc leave the finite well leading to loss of energy.
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As the momentum distribution broadens, the loss process becomes more and more

significant leading to decrease ind<E>in

dn
, i.e. the rate at which< E >in is increas-

ing. Eventually the loss of energy due to loss of particles and absorption of energy

from kicks leads tod<E>in

dn
= 0. This must happen at a timetr, when there is a net

loss of energy but the corresponding decrease in number of particles keeps< E >in

constant. Now, constant< E >in ensures that the normalized momentum as well as

phase space distribution does not change as system evolves during the time interval

[tr, tr + ▽], where▽ << tr. Invariant normalized phase space distribution leads to

same statistical behavior (fraction of particles lost, fraction of energy lost etc.) at

tr + ▽ as at thattr and, thus, in turn ensures thatd<E>in

dn
= 0 at tr + ▽ as well.

This means that onced<E>in

dn
= 0, it freezes at this value. Hence,< E >in and

the normalized momentum distribution will remain invariant for n > tr. Figures

3.17(c and d) show nearly identical phase space distribution except that the density

of particles between the barriers is smaller in later case. Figure 3.19 shows nearly

identical normalized momentum distribution at two very different times after the

NESS is reached.

From a physical perspective, the invariant normalized distribution in the DBS

region even after continual loss of particles from energetic region can be attributed

to chaotic mixing inside the well region. If the region between the barriers displays

mixed phase space, the reorganization of states within the complex structures inside

M modifies the phase space distribution. When this happens,d<E>in

dn
is no longer

bound to remain zero. Hence, full chaos inM region is essential to support NESS.

One of the factors that determinetr is the rate at which any initial distribution

of states diffuses in the chaotic region and steady state distribution shown in Fig.

3.19 is achieved. This rate increases withǫ in general. For the present case with

complete chaos, one expects this rate to be proportional to1/ǫ2, just like in the

diffusive regime of standard map and hence one expectstr ∝ 1/ǫ2. Numerical

results shown in Fig. 3.18 show a good agreement with this gross estimate fortr.

Figure 3.18 shows that the quantum mean energy〈E〉in follows the classical
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Figure 3.18:Nonequilibrium steady state in the system in Hamiltonian 2.6. The solid lines
are the classical results and the symbols correspond to quantum results. The mean energy
for the particles held in between the double-barrier structure 〈E〉in saturates to different
constants for different values ofǫ. The other parameters areR = 0.5, b = 10−5, V0 = 0.5
andφ = 0.0 and for quantum simulations~s = 0.0025. The solid symbol (triangle up)
marks the time scale tr at which the system relaxes to the steady state.
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Figure 3.19:Classical steady-state momentum distribution forǫ = 0.25 at n = 100 solid
andn = 200 (dashed red). The other parameters areR = 0.5, b = 10−5, V0 = 0.5 and
φ = 0.0.
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curve quite closely. These results correspond to~s = 0.0025 and reflect the be-

havior in the semiclassical regime. Larger values ofǫ correspond to moving away

from semiclassical regime towards purely quantum regime. Thus, we should expect

quantum averages to deviate from classical averages in a pronounced manner. This

is borne out by the numerical results in Figs. 3.18(a,b,c). There is current interest

in quantum non-equilibrium steady states about which not much has been explored

until now [Zn10]. Forǫ >> 1.0, the quasiperiodic orbits of the standard map are

sufficiently destroyed to allow global transport in phase space. Then, particles do

not have to rely on discontinuities inVsq to diffuse in phase space. This leads to

unlimited energy absorption by the particles between the barriers and NESS is not

supported. Then, the system essentially works like the kicked rotor in the strongly

chaotic regime.

Note that all the features involving energy and momentum distributions are stud-

ied on a stroboscopic section of three dimensional phase space(x, p, t), despite the

fact that the momentum and, hence, energy distribution between the kicks is not

invariant in this system. This can be justified as follows. Inthe case of momen-

tum squeezing and pumping it is the momentum or energy distribution of particles

escaped from the DBS that is significant. Since the momenta ofescaped particles

do not change between the kicks, as they move in constant stationary potential, it is

sufficient to consider their distribution on stroboscopic section. In the case of clas-

sically induced suppression of energy and non-equilibriumsteady state, the change

of sign of momentum due to reflection or change in kinetic energy of a particle due

to refraction do not change the total mechanical energy of a particle. So the energy

distributions will essentially remain invariant between the kicks.



CHAPTER 4

Kicked Particle in a Lattice of Finite Wells: The

Classical Ratchet

From a theoretical point of view, generally ratchets are systems with infinite spatial

extension and it is often achieved through use of periodic boundary conditions. To-

wards this goal, in this chapter, we analyze the dynamics of kicked particle in a one

dimensional lattice of finite square potential wells (1DLFW). A single double bar-

rier structure introduced in chapter 2 was useful to understand the phenomenology

of non-KAM chaos and in this chapter we extend the system to the case of a periodic

lattice. The primary motivation is to study the ratchet effect in non-KAM systems

and also to make the connection with condensed matter systems in which trans-

port in a periodic lattice is a problem of significant research interest (for instance,

see [Fe08,Du05,Sc07]). The recipe to analyze the classicalphase space of a lattice

of finite square wells and study its consequent dynamical features are adopted from

chapters 2 and 3. This is not entirely surprising since the potential to be studied in

this chapter is built up using double barrier structure (DBS) as the basic unit. In

fact, the map derived in section 1.2 can be used here along with additional periodic

boundary conditions imposed due to the periodic nature of the potential. We study

58
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Figure 4.1:Schematic of one dimensional lattice of finite square wells.

the phase space feature of the system and its directed transport properties. Based

on these results, we report on the conditions for the system to work as an effective

ratchet system.

4.1 The System

The system can be described by the Hamiltonian given by

H =
p2

2m
+ Vsq + ǫ cos

(
2πx

λ
+ φ

) ∞∑

n=−∞

δ(t− nT ). (4.1)

This is similar to the Hamiltonian in Eq. (2.1) except that inthis case the stationary

potential becomes

Vsq = V0

s=∞∑

s=−∞

[Θ(x+ sd+ b+ a) − Θ(x+ sd+ a)

+ Θ(x+ sd− a) − Θ(x+ sd− a− b)] .

(4.2)

Figure 4.1 shows the schematics of the stationary potentialcomprising a series of

identical blocks of the basic DBS potential. In this form, itis similar to the Konig-

Penney potential [Li80]. We consider a situation in which this series is long enough

that it can practically be treated like an infinite lattice ofwells as represented by

summation from−∞ to ∞ in Eq. (4.2).
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Performing the canonical transformations as in Eq. (2.4) and separating the

stationary potential from kicking and kinetic energy part,the Hamiltonian in scaled

coordinate system, just as in section (2.2), can be written as,

H = H0 + Vsq (4.3)

In this case, the potential becomes

Vsq = V0

s=∞∑

s=−∞

[Θ(x+ s2π − φ+ b+Rπ) − Θ(x+ s2π − φ+Rπ)

+ Θ(x+ s2π − φ− Rφ) − Θ(x+ s2π − φ− b− Rπ)]

(4.4)

andH0 = p2

2
+ ǫ cos (x)

∑∞
n=−∞ δ(t−n). In this case too, the mass and the kicking

period in scaled coordinate system is unity. The spatial periodicity of the stationary

potential in scaled coordinates is equal to2π. The absolute values of these parame-

ters does not affect the qualitative dynamics of the system.Unlike the case of DBS,

it must be noted thatR = 2a/λ andb are not independent parameters, but are re-

stricted by the constraint2Rπ+b = 2π in scaled coordinate system. This expresses

the relation that periodicity of the potential is equal to the sum of the widths of the

barrier and well region. For the purpose of simplicity and comparison with DBS,

we use bothR andb in Vsq. After canonical transformations, the dynamics of the

system will be determined by the set of parametersV0, ǫ, φ and one of theR or b.

4.2 The Phase Space Unit Cell

In the case of kicked particle in DBS, the phase space dynamics was studied on a

stroboscopic section of three dimensional phase space, as it is done for the kicked

rotor. The aim is to study the dynamical features in phase space, both qualitatively

and quantitatively. As discussed in chapters 2 and 3, ignoring the dynamics between

the kicks would not affect these features. In the context of transport properties, the

change in the momentum of a particle which has not yet escapedduring its evolution
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between the kicks would be insignificant as the transport properties of the system are

finally determined by momenta of escaped particles which does not change between

the kick. However, in the periodic lattice of DBS potential,even the particles having

initial states in chaotic region will never be able to escapethe repeated encounter

with the potential boundaries. Thus, all the contribution to 〈p〉 comes from these

"unescaped" particles and, hence, can not be neglected. Since, the momenta of the

particles that frequently encounter boundaries can changebetween the kicks if an

encounter occurs between the kicks,〈p〉 should in general be different at different

times between the kicks. Therefore, in case of 1DLFW the phase space dynamics

of the system on a stroboscopic section corresponding to times just before the kicks

is not sufficient and one has to consider the three dimensional space(x, p, t).

Utilizing the spatial and temporal periodicity, we reduce the (x, p, t)−space to

aunit cell (q, p, τ) with

q = mod(x± π, 2π) ± (−π) and τ = mod(t± 0.5, 1) ± (−0.5). (4.5)

In these expressions,“ ± ” represents“ + ” for positive values ofq and t and

“ − ” for negative values ofq andt. Notice that the kicking sequence defined in

Hamiltonian (4.4) is such that perioidic kicks act at integer times and the origin of

t-axis coincides with mean position of aδ-kick. In case of DBS, it choice have

been convenient. However, for now onwards we shift the origin of t-axis such

that it lies in the middle of twoδ-kick. With this choice, time at the mid-point

between two kicks will always correspond toτ = 0, time just before any kick will

correspond toτ = 0.5− and time just after any kick will correspond toτ = −0.5+.

The major phase space features can be studied on some stroboscopic section of

(q, p, τ)−space. We need to consider three dimensional picture in(q, p, τ) space

only while studying the ratchet current. The current will depend on the instant of

timeτ within the kicking period as discussed above.
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4.3 The Classical Map

All the dynamical features can be studied on some stroboscopic section of

(q, p, τ)−space as in the case of DBS and standard map. To study the ratchet effect,

the three-dimensional phase space can be divided in to a number of such strobo-

scopic sections. As we show later in section (4.7), computing 〈p〉 at a finite number

of stroboscopic sections corresponding to different values of τ will be sufficient.

We identify each of the stroboscopic section by the value ofτ it corresponds to and

denote itS(τ). Further, we denote particle’s state inn-th kicking cycle on the sec-

tion S(τ), that is the point onS(τ) at which trajectory of the particle intersects it

in n-th period of time, by(qn, pn, τ). Now, to study the dynamics on a particular

stroboscopic sectionS(τ), we derive a map that will relate a state(qn−1, pn−1, τ)

with (qn, pn, τ).

To begin with, we considerτ = 0.5+, corresponding to the time just before a

kick. We recall that in case of DBS we derived the map in Eq. (2.8) for studying

stroboscopic section (just before a kick) by separating outthe effect ofH0 andVsq.

In that case,τ did not play a significant role because we were concerned onlywith

one of the many possible sections. In the same spirit, the dynamics of the system

governed by Hamiltonian (4.3) can be studied using following map:

pn = pn−1 + ǫ sin(xn−1),

xn = xn−1 + pn, (4.6a)


 pn

xn


→ R̂


 pn

xn


 (4.6b)



 pn

xn



→



 pn

mod(xn, 2π)



 . (4.6c)

The system is evolved under the action ofH0 using Eq. (4.6a) and the effect

of potential discontinuities is incorporated through Eq. (4.6b). However, there
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is an additional transformation given in Eq. (4.6c) that implements the periodic

boundary conditions. The operator̂R is identical to that defined in section (2.2).

We recall that the first of two difference equations in 4.6a describes the evolution of

a state from the time just before the kick to time just after it. The delta kicks have

infinitesimal width along time axis and so there is no change in the position of the

particle during a kick. The momentum of particle changes dueto energy absorbed

from kicking field. During the rest of the evolution until thenext kick happens, the

momentum of a state evolving underH0 remains constant and its position changes.

The second difference equation, which largely governs the evolutions between the

kicks, is the one in which the effect of boundary conditions through Eq. (4.6b) is to

be incorporated.

Now, we consider the case ofτ = 0.0. This corresponds to time instants at

the mid-point between two consecutive kicks. In this case, the kicking cycle does

not begin with a change in momentum followed by the free evolution subjected to

boundaries. Instead, there are two parts for free evolutions, one before and one

after the kick. Consequently, the corresponding map that will evolve (xn, pn) over

one time period on the stroboscopic sectionS(0) should contain two difference

equations similar to the second one in the pair of Eqs. (4.6a), each followed by

boundary conditions. Thus, we obtain the map as,

xn = xn−1 + ▽
bpn−1, (4.7a)


 pn

xn


→ R̂


 pn

xn


 , (4.7b)


 pn

xn


→


 pn

mod(xn, 2π)


 , (4.7c)

pn = pn−1 + ǫ sin(xn), (4.7d)
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Figure 4.2: Periodic series ofδ-kicks. Positions of vertical line represent the times at
which kicks act.▽b(0) and▽

a(0) represent the durations of free evolutions before and after
the kick forτ = 0. ▽

b(τ1) and▽
a(τ1) represent the durations of free evolutions before and

after the kick forτ = τ1.

xn = xn + ▽
apn, (4.7e)


 pn

xn


→ R̂


 pn

xn


 , (4.7f)


 pn

xn


→


 pn

mod(xn, 2π)


 . (4.7g)

In this map, Eqs. (4.7a) and (4.7e) correspond to free evolution parts, one before

the kick and one after the kick. The effect of kick is incorporated through Eq. (4.7d).

In this▽
b and▽

a represent the durations of free evolution before and after the kick

for evolution. Forτ = 0.0, ▽
b = ▽

a = 0.5. In general, we have

τ = |▽b| − |▽a|. (4.8)

The map in Eqs. (4.7) can be used for any value ofτ by making appropriate choices

for ▽
b(τ) and ▽

a(τ), where(τ) is used to generalize the notations for arbitrary

values ofτ . Figure 4.2 shows free evolution parts about a kick for two values ofτ .
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In fact, the above recipe can be generalized to evolve any state over one period of

kicking cycle for any periodic series of delta kicks. Consider a kicking cycle shown

in Fig. 4.3. The figure shows a kicking cycle that contains twounequally spaced

kicks in each period. Different heights of vertical line indicate that the strengths

of two kicks lying in same cycle are unequal. We use this kind of kicking cycle in

section (4.5) to break the temporal symmetry of the system, as this series of kicking

cycle does not have any center of symmetry. However, we keep the spatial variation

of kicking field same as in Hamiltonian in Eq. (4.1). Mathematically, this new

kicking field can be written as

V (x, t) = cos

(
2πx

λ
+ φ

)(
ǫ1

∞∑

n=−∞

δ(t− nT − t1) + ǫ2

∞∑

n=−∞

δ(t− nT )

)
,

(4.9)

and in scaled coordinate system the kicking field becomes

V (x, t) = cos (x)

(
ǫ1

∞∑

n=−∞

δ(t− n− t1) + ǫ2 cos (x)

∞∑

n=−∞

δ(t− n)

)
, (4.10)

wheret1(scaled)=t1(original)
T

and all other scaled coordinates are related with the

original according to canonical transformations in Eq. (2.4).

Now, for above two kick cycle, different values ofτ would mean different se-

quence of kicks and free evolutions as shown in Fig. 4.3. We define a kicking

sequence in terms ofǫj(τ), ▽
b
j(τ) and▽

a
j (τ). Hereǫj(τ) denotes the strength of

j-th kick in sequence corresponding to a givenτ , ▽
b
j(τ) and▽

a
j (τ) denote the free

evolution times before and after thej-th kick. A state(xn, pn, τ) can be evolved for

such a sequence of kicks and free evolutions in a manner analogous to one in which

a state is evolved through a sequence of free evolution before a kick, kick and free

evolution after the kick in Eq. (4.7) for single kick cycle.
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Figure 4.3:Periodic cycle ofδ-kicks. Each cycle contains two kicks of unequal strength.
Positions of vertical line represent the times at which kicks act and their heights represent
their strengths. The sequences of the kicking and free evolution parts are shown forτ = 0
andτ = τ1.

4.4 Phase Space Features

For the Hamiltonian in Eq. (4.1), the choiceǫ = 0 is the integrable limit. The mo-

mentum|p| and hence the energyp2/2 are the constants of motion. It is possible to

transform the system to action-angle variables forǫ = 0. Forǫ > 0, the phase space

typically displays mixed dynamics, a direct consequence due to multiple reflections

and refractions of the particle with the non-analytic potential boundaries. It must

be emphasized that the mixed phase space region in between the barriers does not

display invariant curves as would be expected for a non-KAM system. This is borne

out by the section shown in Fig. 4.4.

As shown for the case of DBS in Fig. 2.3, in the periodic lattice too, a kicked

particle evolves over the invariant curveC(µ) representing a quasiperiodic orbit

of the corresponding standard map (withVsq = 0) until it encounters potential

discontinuity. In this,µ is the winding number of the invariant curve. Moreover, the

periodic boundary conditions applied at the potential boundary does not break away

a state fromC(µ) as the underlying standard map itself is periodic. However,the

repeated reflections and refractions at the potential discontinuity leads to a particle
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Figure 4.4:Stroboscopic section corresponding toτ = 0, i.e. S(0.0), for b = 0.2, ǫ =
0.15, φ = 0 andV0 = 0.5. System exhibits mixed dynamics in all parts of phase space.
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being kicked from one invariant curve to another. This results in mixed phase space

region as shown in Fig. 4.4. Due to an array of potential barriers, the particle can

never escape from the whirl of reflection and refractions, unlessb → 0 for which

refraction becomes an identity operation as discussed in chapter 2. This is in strong

contrast with the case of DBS. In DBS, a particle that has oncecrossed a barrier

executes regular motion on an invariant curve leading to KAM-like region in phase

space. This region encloses a mixed phase space or chaotic layer in phase space.

In contrast to this, in the case of lattice of square wells, there is no region in

which the system can exhibit KAM-like behavior. Thus, the mixed dynamics inside

the well region comprising both chaos and quasiperiodic orbits prevails throughout

the phase space as the bounding KAM-like curves do not exist along coordinate

or momentum axis. As a result of this, a distribution of points at timen = 0

starting from the chaotic sea will diffuse in phase space in the absence of dynamical

bounds. However, the rate of diffusion may vary with the region of phase space and

the choice of parameters and, in some case, can get significantly suppressed. Figure

4.5 shows stroboscopic sectionS(0.0) at four different times. Clearly, the spread

of phase points continues even in regions well beyond|p| = pc. As a result of this

spreading, the energy of the system grows continuously withtime as shown in Fig.

4.6.

In the limit b → 0, the refraction does not practically affect the invariant curve

on which state of a particle is evolves. Thus the trajectory of a particle whose state

evolves on any of the invariant curve for which reflection is not possible should

remain unaffected in the presence of potential barriers. Incase of DBS, innermost

of such curves were identified asC±(µc) for spatially symmetric case. We denote

them byC−(µc) andC+(µc) for current system too. Obviously, the phase space

region beyondC±(µc) will be similar to that of the corresponding standard map.

This region is mostly populated by quasiperiodic orbits which break only for very

high kick strengths. Thus the current system also displays KAM-like dynamics in

regions beyondC±(µc). In contrast to DBS case,R andb are not independent in
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Figure 4.5: Evolving set of initial states shown on Stroboscopic sections S(0.0) for pa-
rameters same as for Fig. 4.4 at (a)n = 0, (b)n = 50000, (c)n = 100000, (d)n = 200000.
For this all the initial states were taken on a small region around (0,0) as shown in (a).

Figure 4.6: Due to continual spread in phase space as shown in Fig. 4.5, the mean energy
〈E〉 of all the particles keeps increasing. Parameters are same as in Figs. 4.4 and 4.5.
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Figure 4.7:Stroboscopic sectionS(0.0), for b = 10−5, ǫ = 0.15, φ = 0.0 andV0 = 0.5.
It shows that the phase space is regular ifb → 0, as well asφ = 0.

case of 1DLFW. Since2Rπ + b = 2π, asb → 0, R → 1. For spatially symmetric

case,i.e., if φ = 0 andR = 1, Eq. (2.14) is satisfied for which the dynamics

between the barriers is regular even in the region enclosed betweenC±(µc). This

is shown in Fig. 4.7. However, for spatially asymmetric case, i.e., for φ 6= 0, the

condition given by Eq. (2.14) is not satisfied and phase spacedisplays a region

of mixed dynamics trapped between regular regions as shown in Fig. 4.8. Thus,

for b → 0, it becomes possible to have a diffusive phase space region sandwiched

between two non-diffusive regions.

Now, if we start at timen = 0 with an initial distribution of points in the region

defined by|p| ≤ pc between the barriers, they will start spreading in phase space as

the kicks begin to act. However, the spread in the momentum space gets arrested

at the invariant curves that separate the regular and chaotic regions. As a result,

the energy growth in the system gets arrested and system reaches a steady state as

shown in Fig. 4.9.
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Figure 4.8:Stroboscopic sectionS(0.0), for b = 10−5, ǫ = 0.15, φ = 0.5 andV0 = 0.5. It
shows that the phase space comprises mixed dynamics region trapped between two regular
regions forb → 0.
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Figure 4.9:Due to trapping of mixed phase space region between the regular regions (see
Fig. 4.7), the growth of energy gets arrested after some finite time of evolution. Parameters
for this figure are same those for Fig. 4.7
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4.5 The Classical Ratchet Effect

In this section, we study the directed transport in the absence of net bias,i.e., the

ratchet effect in the system of kicked particles in 1DLFW. One indicator of ratchet

mechanism is that the ratchet current〈p〉 6= 0 for an ensemble of initial conditions.

We take a large set of initial conditions and calculate〈p〉 as a function of time

for different choices of parameters. Then we study the effect of spatio-temporal

symmetries on the ratchet current. We start withb → 0 and later show the effect of

finite b.

For b → 0, the system has “ideal” phase space feature for the typical param-

eter regime we deal with. In chapter 2, we discussed that forb → 0, the mixed

phase structures are identical to those of well map [Sa01]. That applies to case of

periodic lattice also, as the additional periodic boundaries as such can not change

the phase space features as long asb → 0. In case of lattice of finite wells, like

in the case of DBS, refraction takes place for|p| > pc. This refraction is a sig-

nificant distinction between well map and system defined in Eq. (4.1). However,

refraction is equivalent to identity operation asb → 0. Hence, the only reflections

taking place at boundaries are responsible for breaking of KAM-tori. So these bro-

ken KAM-tori should generate same structures in phase spaceas in case of well

map. Please note that in case of well map all the KAM-tori are broken (provided

R is not an integer), but in case of our lattice of well or DBS with b → 0 only

a subset is affected. Withb → 0, we takeR < 1, for which the broken KAM

tori (due to effect of barriers) in the well region should lead to chaotic orbit except

around the principal resonance region,i.e.,around stable fixed points at(−π, 0) and

(π, 0), as shown by Sankaranarayananet. al. [Sa01, Sa01a], for the kicked particle

in infinite potential well. A hierarchical structure comprising chain islands is gener-

ated around(xl, 0) and(xr, 0), wherexl, xr are the left and right boundaries of the

potential well. Now, we chooseV0 such that these chains of islands never overlap

with the transporting region(|p| > pc) and, hence, can not directly contribute to net

transport. This translates to mean that the phase space accessible to initial states,
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corresponding to energies below the thresholdV0, consists of a chaotic layer and

possibly stable islands around(xl, 0) and(xr, 0) lying completely inside[−pc, pc].

The section shown in Fig. 4.7 corresponds to such a scenario only. Any initial state

lying on any of those stable islands will remain confined to that and, hence, can not

contribute to net directed motion. So the ratchet current will be determined by the

〈p〉 of the chaotic layer which will be independent of initial conditions. When the

appropriate spatio-temporal symmetries are broken, we generically expect〈p〉 6= 0.

At the same time, the steady state ensures that the ratchet current does not get di-

luted due to continual broadening of energy distribution. Notice that steady state

that arrests the diffusion associated with classical chaosis a result of the interplay

between the non-KAM chaos within the well region and KAM-like region above

the barriers.

4.5.1 The Lattice of Double Square Wells

Whenb → 0, φ = 0 andR = 1, the condition in Eq. (2.14) is satisfied and hence,

for ǫ << 1, the phase space is filled with invariant curves. This is whatwould

be obtained for a kicked rotor with an identical value of kickstrength. Hence, to

obtain mixed phase space we setφ 6= 0 in which case the system becomes spatially

asymmetric. While this gives the required mixed phase spacelayer forφ 6= 0, one

disadvantage is that the spatial symmetry is already broken. Hence the effect of

spatial asymmetry on ratchet current cannot be studied.

To overcome this problem, we modify the system given by the Hamiltonian in

Eq. (4.1). In order to study the effect of spatial symmetry for b → 0, we use

the stationary potential schematically shown in Fig. 4.10.The periodic unit of this

stationary potentialVsq contains two potential wells of unequal width with its overall

length, in scaled coordinate system, being equal to4π, i.e.,equal to two wavelengths

of the kicking field. This ensures that the periodicity ofVsq is commensurate with

that of kicking field so that the overall spatial periodicityis maintained. The overall

spatial period of the system in scaled coordinates with thisnew stationary potential
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Figure 4.10:Schematic of lattice of double square wells. Barrier widthb is taken to be
negligible. Two consecutive finite square wells define one periodic unit. The lengthd of a
periodic unit of this new stationary potential is twice the wavelengthλ of kicking field.

Figure 4.11:Stroboscopic sectionS(0.0), for b = 10−5, ǫ = 0.15, φ = 0 andV0 = 0.5.
The corresponding stationary potential is shown in Fig. 4.10.

will be 4π. The unequal width of two wells will ensure that forφ = 0, Eq. (2.14) is

not satisfied for the wells and the system can have mixed phaseeven forφ = 0. The

stroboscopic sectionS(0.0) for this new stationary potential is shown in Fig. 4.11.

4.5.2 The Effect of Spatio Temporal Symmetries

The spatial symmetry of the system can be controlled throughφ. The temporal

symmetry of the system can be controlled through control over the sequence and

magnitudes of kicks. For the series of delta kicks shown in Fig. 4.2, the system will
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Figure 4.12: 〈p〉 vs n for ensemble of initial states all lying in chaotic layer forspa-
tially symmetric (red) and spatially asymmetric (green) system. Temporal symmetry is
maintained in both the cases.〈p〉 is calculated onS(0.5), ie. corresponding toτ = 0.5.
Parameters areb = 10−5, V0 = 0.5, ǫ = 0.2, φ = 0.5.

beT−symmetric aboutτ = 0. This kicking sequence corresponds to kicking term

(third term) in HamiltonianH0. However, for series of kicks defined in Eq. (4.9)

and shown schematically in Fig. 4.3, there does not exist anycenter of symmetry

and this kind of temporal variation in kicking field can be used to break the temporal

symmetry of the system. Figure 4.12 shows〈p〉 calculated onS(0.5) as a function

of discrete timen for the completely symmetric case as well as for the case in which

spatial symmetry is broken by makingφ 6= 0 but temporal symmetry is maintained.

It shows that the mean current of the system is zero when none of the symmetries

is broken, whereas it settles to a constant non-zero value when spatial symmetry of

the system is broken.

The saturation of mean current shown in Fig. 4.12 is due to existence of steady

state demonstrated in section (4.4). Once the chaotic states sufficiently diffuse in the

bounded chaotic layer, their net momentum attains a nearly constant value, except

that there are fluctuations due to continuously changing phase space distribution

around small islands embedded in the chaotic sea. In such a situations, the initial

change in〈p〉 can be treated as a transient and net transport in system is determined

saturated value of the current. However, in presence ofT−symmetry, phase space

can be decomposed into pairs of stroboscopic sections in which the saturated cur-

rent carried by diffusive layers in each of the sections are equal and opposite, as
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shown in Fig. 4.13. It also shows that these pairs of section correspond to equal

and opposite values ofτ . The existence of such pairs imply that the net ratchet cur-

rent averaged overτ (equivalent to average over all the stroboscopic sections)will

always be zero. This result is consistent with the theoretical expectation revealed

by S. Flachi.e. [Fl00], according to which, in the presence of temporal symmetry,

the net current of a bound chaotic layer should be zero. Theirwork shows that if

system has a center of symmetry int−space, then corresponding to every trajec-

tory (x, p, t), there exist another trajectory(x,−p, 2t0 − t), t0 being the center of

symmetry. In the case of time periodic system that we are dealing with, the center

of symmetry, if it exists, lies atτ = 0. Also we are dealing with trajectories in

discrete timen at different sections corresponding to different values ofτ . In this

framework, the above theoretical result derived in [Fl00] implies that corresponding

to every trajectory(qn, pn, τ) there must exist another trajectory(qn,−pn,−τ). No-

tice that the mean〈p〉 for these two trajectories will be equal and opposite as they

pass through equal and opposite momenta. This means that corresponding to every

trajectoryA on sectionS(τ), there exists a trajectoryB on sectionS(−τ), such that

currents carried by them are equal and opposite. This explains the distribution of

current overτ values for time symmetric case as seen in Fig. 4.13.

When both spatial and temporal symmetries are broken, phasespace can not be

decomposed into such pairs as shown in Fig. 4.14. To break thetemporal symmetry

we use kicking cycle defined in Eq. (4.9). Now the net current averaged overτ

will be non-zero. Figure 4.15 shows saturated values〈p〉 for larger number ofτ

values for both T-symmetric and T-asymmetric case. To cancel the fluctuations in

〈p〉 values, seen in Figs. 4.13 and 4.14, we average over time after the steady state

has reached.

Note that the saturated value of〈p〉 is determined by steady state distribution

of states in chaotic layer, which is independent of the details of initial set of states.

Hence, the saturated current value will be independent of initial conditions. This is

shown in Fig. 4.17a. One class models for chaotic (quantum) ratchet rely on chaotic
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Figure 4.13:〈p〉 vs n for ensemble of initial states all lying in chaotic layer forspatially
asymmetric but T-symmetric case corresponding to different values ofτ . Saturated values
of 〈p〉 are equal and opposite for equal and opposite values ofτ . Parameters areb =
10−5, V0 = 0.5, ǫ = 0.15, φ = 0.5.
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Figure 4.14:〈p〉 vs n for ensemble of initial states all lying in chaotic layer forbroken
spatial and temporal symmetry corresponding to different values ofτ . Saturated values
of 〈p〉 are not equal and opposite for equal and opposite values ofτ . Parameters areb =
10−5, V0 = 0.5, ǫ1 = 0.08, ǫ2 = 0.16, φ = 0.5.
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Figure 4.15:〈p〉 vs τ for time-symmetric (left) and time-asymmetric (right) case. Spatial
symmetry is broken in both the cases. Clearly, for time-symmetric case〈p〉 values are
symmetrically distributed about zero leading to net current zero. This symmetry in〈p〉
distribution alongτ does not hold when temporal symmetry is broken. Parameters for the
two cases are same as those for Figs. 4.13 and 4.14, respectively.

regime in order to generate current independent of initial states [Mo00,Hu05] with

limited experimental realization [Jo07a]. However, full chaos is also associated

with unbounded spread in energy which is not in favor of an efficient ratchet effect.

Hence the proposals in Refs. [Mo00], provide for a quantum ratchet butnot a clas-

sical ratchet. In our model, there is a bounded mixed phase space, extent of which is

very well controlled, such that the islands in it do not contribute to transport, lead-

ing to net current independent of initial state. Thus, we present a ratchet model in

which one can obtain a ratchet current Independent of initial state at the same time

energy spread is well controlled. Thus, in our system, meaningful classical ratchet

currents can be obtained.

4.5.3 Effect of barrier width

In this section, we will discuss the behavior of〈p〉 as a function ofb for b >> 0.

We have seen that forb → 0, the 〈p〉 saturates to a constant value when steady

state is reached. As discussed in section 4.4, the steady state exists because the

mixed phase space is trapped between two regular regions. However, forb >> 0,

mixed phase dynamics prevails throughout the phase space asshown in Fig. 4.4.

In such a situation, any set of initial state lying in chaoticlayer will keep spreading
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Figure 4.16:〈p〉 vs n at τ = 0.5 for different values ofb. Other parameters areV0 =
0.5, ǫ = 0.15, φ = 0.5.

in phase space. As the phase space distribution of of an ensemble of states evolve,

the associated current,i.e., 〈p〉 will keep changing and will never converge to any

particular value. This is shown in Fig. 4.16. It shows that asb increases, the

fluctuations in〈p〉 increase. This also leads to large fluctuations in the net ratchet

current averaged overτ .

Another consequence of takingb >> 0 is the dependence upon initial states.

Clearly, in the presence of mixed phase space dynamics the evolution of a state is

highly dependent on the region of phase space it is evolving in. As a result,〈p〉 at

given value ofn will depend upon the initial state. Figure 4.17 shows〈p〉 for two

different sets of initial states. One set is of uniformly distributed points in a square

of area 0.01 and its center coincides with the phase point (0,0). The other set of

initial states is obtained by shifting the first set alongq-axis by 0.1 units. Asb→ 0,

the saturated〈p〉 is almost indistinguishable for two different set of initial states,

both lying completely in chaotic layer. However, in case ofb >> 0, 〈p〉 at any

givenτ is different for two different initial states. This impliesthat asb increases,

the current becomes more and more dependent upon initial states.
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Figure 4.17:〈p〉 vs n at τ = 0.5 for two different sets initial states (discussed in text) in
two different colors. The graph at the top corresponds tob = 10−5 and the one at bottom
corresponds tob = 0.4. Other parameters areV0 = 0.5, ǫ = 0.15, φ = 0.5. The value of
〈p〉 at a givenn is independent of the set of initial states used forb = 10−5, but is different
for different sets of initial states forb = 0.4.



CHAPTER 5

Kicked Particle in a Lattice of Finite Wells: The

Quantum Ratchet

In this chapter we analyze the quantum dynamics of kicked particle in a lattice

of finite wells. We first solve the Schroedinger equation for unperturbed system,

i.e., free particle in the presence of stationary potential without kicks. Then, we

incorporate the effect of kicking. In order to see the signatures of classical phase

space features, we generally remain confined to small value of Planck’s constant so

that there is sufficiently large number of energy levels in concerned energy region

which roughly extend from ground state to energy twice as high as the well depth

or, other words, twice as high as height of the barriers between which these well are

constructed.

5.1 The Unperturbed System

In this section, we begin with the solution for the unperturbed system,i.e., for ǫ = 0.

The Schroedinger equation for the system is described by theHamiltonian in Eq.

81
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(4.3) as

i~s

∂ψ

∂t
(x) =

[
−~

2
s

2

∂2

∂x2
+ Vsq(x) + ǫ cos(x+ φ)

∑

n

δ(t− n)

]
ψ(x). (5.1)

In this,φ appears in the kicking field term. Also, the potentialVsq(x) we use in this

chapter is given by Eq. (4.4). In Eq. (4.4),φ is set to be zero. This is equivalent to

shifting the origin ofx-axis in such a way that the barriers are always symmetrically

placed about the origin and the spatial asymmetry is introduced by shifting center of

symmetry of kicking field with respect to origin. Quantum systems are convenient

to analyze ifVsq does not shift on changingφ, so that the wave functions remain un-

affected. The Schroedinger equation (5.1) is similar to theone given in Eq. (2.15)

for a kicked particle in double barrier structure. The main difference between the

two being that in the present case the stationary potentialVsq(x) represents a series

of identical finite square wells (See Fig. 4.1). Thus,Vsq(x) is a periodic function

of x. In this form, the potential is similar to the Kronig-Penneypotential widely

discussed in condensed matter physics [Ki03] and is a relevant basic model that

explains conduction and insulation properties of solids. To study the classical evo-

lution, it was convenient to split the Hamiltonian as sum of two parts; one, in which

kicks changed the momentum and kinetic energy and the other being the effect of

stationary potentialVsq(x). However, to study the quantum dynamics, we rewrite

the corresponding Hamiltonian (obtained after applying the above described shift

of x-origin in Eq. (4.3)) as,

H = H0 + ǫ cos(x+ φ)
∑

n

δ(t− n). (5.2)

Here,H0 = p2

2
+ Vsq(x) is the autonomous unperturbed system. The Schroedinger

equation corresponding toH0 is

i~s

∂ψ

∂t
=

[−~
2
s

2

∂2

∂x2
+ Vsq(x)

]
ψ. (5.3)
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Figure 5.1:Figure shows the three regions (I, II and III) of periodic unit of Vsq(x).

Since the potential is spatially periodic with periodd, we haveVsq(x) =

Vsq(x + d). This periodicity implies that the Bloch theorem [As76] would apply.

This theorem tells us that the wavefunction in periodic potentials can be chosen to

be periodic with the same periodicity as that of the potential and modulated by a

phase factor. For convenience, we have coincided the centerof the potential well

with the origin of coordinate axis. Now one periodic unit of stationary potential

can be divided into three regions as shown in Fig. 5.1. The general solution of

Schroedinger equation (5.3) in these three regions is

ψ(x) = R1e
ik1x + L1e

−ik1x,
−d
2

≤ x ≤ −w
2
, (5.4a)

= R2e
ik2x + L2e

−ik2x,
−w
2

≤ x ≤ w

2
, (5.4b)

= R3e
ik1x + L3e

−ik1x,
w

2
≤ x ≤ d

2
. (5.4c)

To get the particular solutions, we

will determine the sets ofR1, L1, R2, L2, R3, L3, k1 andk2 for which ψ(x) satis-

fies the applicable boundary conditions. Here,k1 andk2 are the wave numbers of

eigenfunction in the barrier and well region, respectively. In the scaled coordinate

system, since the mass of the particle becomes unity and the Planck’s constant is
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replaced with scaled Planck’s constant~s, we have

k1 =

√
2(E − V0)

~s

w

2
< |x| ≤ d

2
; E > V0, (5.5a)

=

√
2(V0 −E)

i~s

w

2
< |x| ≤ d

2
; E ≤ V0, (5.5b)

k2 =

√
2E

~s

|x| < w

2
(5.6)

Now, we proceed to determine the eigenenergies, and hence the wavenumbersk1

andk2, and the eigenfunctionψ(x). We considerN units of finite well potential

with periodic boundary condition applied,i.e.,arranged on a ring lattice. Using the

Bloch theorem, we can write the wavefunction as

ψ(x) = ψ(x+ d)eiKd, K =
2sπ

Nd
(s = 0,±1,±2, . . . ). (5.7)

In this, the productKd is the propagation constant. This form for the wave function

implies that it can change by a phase factoreiKd for spatial positions separated by

distanced, i.e.,one period of the stationary potential. The allowed values of K are

restricted by the relationeiKd = ei(K+2π)d. Thus the phase factor, and hence the

wave function itself, repeats afterN units of the stationary finite well potential.

For an arbitrary positionx lying within the barrier region, we get,

R1e
ik1x + L1e

−ik1x = eiKd
(
R3e

ik1x + L3e
−ik1x

)
. (5.8)

This leads to

R3 = R1e
id(K−k1), (5.9)

L3 = L1e
id(K−k1). (5.10)
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Substituting this in the general solution in Eq. (5.4), we obtain

ψ(x) = R1e
ik1x + L1e

−ik1x,
−d
2

≤ x ≤ −w
2
, (5.11a)

= R2e
ik2x + L2e

−ik2x,
−w
2

≤ x ≤ w

2
, (5.11b)

= R1e
id(K−k1)eik1x + L1e

id(K−k1)e−ik1x,
w

2
≤ x ≤ d

2
. (5.11c)

Now we apply the continuity conditions

ψ (x+) = ψ (x−) , (5.12a)

ψ′ (x+) = ψ′ (x−) . (5.12b)

Hereψ′ represents the position derivative ofψ, x+ andx− are two points arbitrarily

close tox on its right and left hand side, respectively. Using Eq. (5.12) for x = w
2

andx = −w
2

leads to a set of linear equations inR1, R2, L1 andL2. Denoting the

coefficient vector as

R =




R2

L2

R1

L1



, (5.13)

the linear system to be solved becomes

MR = 0, (5.14)

where the matrixM is given by,

M =




eik2
w
2 e−ik2

w
2 −eid(K−k1)eik1

w
2 −eid(K+k1)e−ik1

w
2

k2e
ik2

w
2 −k2e

−ik2
w
2 −k1e

id(K−k1)eik1
w
2 k1e

id(K+k1)e−ik1
w
2

e−ik2
w
2 eik2

w
2 −e−ik1

w
2 −eik1

w
2

k2e
−ik2

w
2 −k2e

ik2
w
2 −k1e

−ik1
w
2 k1e

ik1
w
2



.

(5.15)
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The homogeneous system of linear equations (5.14) will havenon-trivial solution

only if

det(M) = 0. (5.16)

The condition in Eq. (5.16) leads to dispersion relations:

ForE > V0,

cos
(
k2
w

2

)
cos (k1[d− w]) − k1

2 + k2
2

2k1k2
sin
(
k2
w

2

)
sin (k1 [d− w]) = cos (Kd) .

(5.17)

ForE < V0,

cos
(
k2
w

2

)
cosh

(
k̃1[d− w]

)
−k2

2 − k̄1
2

2k̃1k2

sin
(
k2
w

2

)
sinh

(
k̃1 [d− w]

)
= cos (Kd) ,

(5.18)

wherek̃1 = ik1 =

√
2(V0 − E)

~s

.

The dispersion relations obtained above are transcendental equations in the un-

known variablesk1 andk2. Hence, we obtain numerical solutions to find(k1, k2)

pairs that satisfy either Eq. (5.17) or (5.18) for allowed values of propagation con-

stantK. The triplets(K, k1, k2) which solve Eq. (5.17) or (5.18) are substituted

back in (5.14). This linear system is then solved to obtain the vectorR, i.e., the

constantsR1, L1, R2 andL2. This is substituted in (5.11) along with the triplet

(K, k1, k2) to obtain the eigenstates of the unperturbed system represented by the

HamiltonianH0 in Eq. (5.2). For any particular state, its energy can be calculated

as

E =
k2

2
~

2

2
. (5.19)

Notice that the Eqs. (5.11) and (5.14) are periodic inKd. Hence, it is suf-

ficient to consider only one period ofKd, say, from−π to π which corresponds

to −N
2

≤ s ≤ N
2

in Eq. (5.7). This range is referred to as the first Brillouin

zone [As76]. Figure 5.2 shows energy levels calculated for two typical situations.

Graph on the right corresponds to a situation in which energylevels are distributed

among broad, well separated, bands. These are the conduction bands. Within each
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Figure 5.2:(Left) Energy levels of eigen states of unperturbed system,calculated forb =
0.1π, V0 = 0.5, ~s = 0.0067 andN = 1. It shows that energy levels are densely distributed
for ~s << 1. (Right) Energy levels of eigen states of unperturbed system, calculated for
b = 0.6π, V0 = 0.5, ~s = 1.1 andN = 64. For large values of~s, the energies of basis
states are distributed in broad well separated bands.

band there are densely distributedN discrete levels. This scenario exists for large

values~s andN . As ~s → 0, the behavior of the system goes closer to that of the

corresponding classical system. In this situation, the energy bands come close to

each other and shrink in energy space. The levels within a given band become prac-

tically indistinguishable. The left graph shows energy levels for a very small value

of ~s. Since the energy levels within a band become practically indistinguishable in

such a situation, we consider onlyN = 1 to save computation time. For~s << 1,

for which we get dense energy levels as shown in left graph in Fig. 5.2, the system

is in the semiclassical regime. For most part, we remain confined to this regime in

this thesis

5.2 The Kicked System

In this section, we solve the full system in Eq. (5.2) after incorporating the ef-

fect of kicks in the unperturbed systemH0. As done in case of DBS, we use the
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time-periodic nature of the kicking and write down one period Floquet operator.

We use the eigenstates of unperturbed system as basis statesto get the matrix form

of Floquet operator and calculate its eigen vectors, known as Floquet states, in the

chosen basis. These eigenvectors in Husimi representationcollectively contain the

information on the dynamics at discrete time steps in a way analogous to the stro-

boscopic section in classical phase space(q, p, τ). The results in chapter 4 show

that the ratchet current depends upon the phaseτ of the kicking period and we

have to consider the complete three dimensional picture(q, p, τ). To get a complete

quantum mechanical picture, we calculateF for different values ofτ . Any periodic

cycle of kicks can be divided into alternating regimes of free evolutions and kicks

as discussed in section (4.3). In this chapter we use two types of kicking cycles

comprising(i) one kick followed by evolution under the action ofĤ0 (see Fig. 4.2)

(ii) two kicks of unequal strength and two unequal periods of evolution under the

action ofĤ0 (see Fig. 4.3). The time evolution operator corresponding these types

of kicking cycle can be written in following form;

(i) One-kick cycle

F̂ (τ) = f̂a
1 (τ)k̂1(τ)f̂

b
1(τ), (5.20)

(ii) Two-kick cycle

F̂ (τ) = f̂a
2 (τ)k̂2(τ)f̂

a
1 (τ)k̂1(τ)f̂(τ). (5.21)

Here,fa
i (τ), f b

i (τ) represent the evolution under the effect ofĤ0 before and after

the i-th kick respectively. The operator̂ki(τ) incorporates the effect ofi-th kick.

The arrangement of free evolution and kicks within a cycle changes withτ , hence

f b
i (τ), f

a
i (τ), ki(τ) are different for different values ofτ , as discussed section (4.3)

also (see Fig. 4.3). We are using index representing kick number even for one-kick

case just to make the generalization to higher number of kicks per cycle easy.

Writing F (τ) explicitly as time ordered product of the operators for freeevolu-
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tion and kicking part for one-kick cycle, we get

F̂ (τ) = exp

(
− i

~s

Ĥ1▽
a
1(τ)

)
exp

(
−iǫ1(τ)

~s

cos(x̂)

)
exp

(
− i

~s

Ĥ1▽
b
1(τ)

)
.

(5.22)

Here,ǫ1(τ) represents the strength of kick. In case of two kick cycle, wewill have

kick strengthsǫ1(τ) andǫ2(τ). We use this kind of kicking cycle for breaking the

temporal symmetry. Note that in the earlier works on quantumratchets only kick-

ing cycles composed of kicks of equal strength is considered. Isherwood [Is04] has

shown that with identical kick strengths, minimum number ofkicks required in a

cycle, in order to get ratchet current, is three. The generalization to non-identical

kick strengths in a cycle used for breaking temporal symmetry of the system and

obtaining ratchet current with just two kicks is particularly useful in saving com-

putational time. The time duration of evolution before and after the kick are being

represented by▽b
i(τ) and▽

a
i (τ), respectively. We obtain matrix form of̂F (τ) in

the basis of the corresponding unperturbed system. In the chosen basis, the matrix

elements can be written as

Fmn(τ) = 〈m|F̂ (τ)|n〉, (5.23)

where,|m〉 stands form-th eigenstate of̂H0. Substituting in Eq. (5.22), we get

Fmn(τ) =

〈m| exp
(
− i

~s
Ĥ1▽

a
1(τ)

)
exp

(
− iǫ1(τ)

~s
cos(x̂)

)
exp

(
− i

~s
Ĥ1▽

b
1(τ)

)
|n〉.

(5.24)

Since|m〉 and|n〉 are eigenstates of̂H0, we have

〈m| exp

(
− i

~s

Ĥ1▽
a
1(τ)

)
= exp

(
− i

~s

Em▽
a
1(τ)

)
〈m|, (5.25a)

|n〉 exp

(
− i

~s

Ĥ1▽
a
1(τ)

)
= exp

(
− i

~s

En▽
a
1(τ)

)
|n〉, (5.25b)

whereEm andEn are eigenenergies of̂H0 corresponding to states|m〉 and |n〉,



5 Kicked Particle in a Lattice of Finite Wells: The Quantum Ratchet 90

respectively. Substituting back in Eq. (5.24), we get

Fmn(τ) = exp

(
− i

~s

Em▽
a
1(τ)

)
exp

(
− i

~s

En▽
b
1(τ)

)

〈m | exp

(
−iǫ1(τ)

~s

cos(x̂)

)
| n〉 (5.26)

The last term on the R.H.S. of Eq. (5.26) can be evaluated in the position represen-

tation as

〈m| exp

(
−iǫ1(τ)

~s

cos(x̂)

)
|n〉 =

∫ Nd
2

−Nd
2

ψ∗
m(x)ψn(x) exp

(
−iǫ1(τ)

~s

cos(x)

)
dx.

(5.27)

Using this, we finally get the matrix elements of Floquet operator for one-kick cycle

as
Fmn(τ) = exp

(
− i

~s
Em▽

a
1(τ)

)
exp

(
− i

~s
En▽

b
1(τ)

)

×
∫ Nd

2

−Nd
2

ψ∗
m(x)ψn(x) exp

(
−iǫ1(τ)

~s

cos(x)

)
dx.

(5.28)

Now for the case of two-kick cycle, the evolution during every cycle can be

split into two parts;(i) before the second kickF1(τ), (ii) after the second kick. The

Floquet operator in Eq. (5.21) can now be written as

F̂ (τ) = F̂2(τ)F̂1(τ), (5.29)

where,

F̂1(τ) = f̂a
1 (τ)k̂1(τ)f̂

b
1(τ) (5.30a)

F̂2(τ) = f̂a
2 (τ)k̂2(τ) (5.30b)

Now, F̂1(τ) andF̂2(τ) can separately be treated at par withF̂ (τ) for one-kick cycle.
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Using the expression derived for matrix element in Eq. (5.28), we can write

F1mn(τ) = exp

(
− i

~s

Em▽
a
1(τ)

)
exp

(
− i

~s

En▽
b
1(τ)

)

(5.31a)

×
∫ Nd

2

−Nd
2

ψ∗
m(x)ψn(x) exp

(
−iǫ1(τ)

~s

cos(x)

)
dx,

F2mn(τ) = exp

(
− i

~s

Em▽
a
1(τ)

)

(5.31b)

×
∫ Nd

2

−Nd
2

ψ∗
m(x)ψn(x) exp

(
−iǫ1(τ)

~s

cos(x)

)
dx.

Notice that Eq. (1.31b) contains only one term for evolutionunder the action of

Ĥ0, because the evolution before the second kick has already been accounted inF1.

The matrix representinĝF (τ) for two-kick cycle will be a product of matrices for

F̂1 andF̂2, and hence its matrix element will be

Fmn(τ) =
∑

l

F2ml(τ)F1lm(τ). (5.32)

The eigenvalues and eigenvectors of the Floquet matrices are numerically computed

using LAPACK and BLAS routines [Lib] Using the computed eigenvectors of Flo-

quet operators, the Floquet states in chosen basis can be determined as

|Ψj〉 =
∑

l

V l
j (τ) |l〉. (5.33)

Here, |Ψj〉 is thej-th Floquet state,V l
j = 〈l|Ψj〉 is the l-th element of the corre-

sponding eigenvector of matrixF (τ) and represents the overlap of a Floquet state

with thel-th unperturbed state.

In the classical system, we mostly dealt with the initial distribution of points

lying in the well region with their energy beingE ≤ V0. Equivalently, in the

quantum system, we consider initial state will never have non-zero overlap with

unperturbed states defined byE > V0. For such a case, we need to consider only
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those Floquet states which have non-zero overlap with unperturbed states withE <

V0. We write an initial state as a superposition of Floquet states

|α〉 =
∑

j

cj|Ψj〉. (5.34)

In this cj = 〈α|Ψj〉 =
∑

l〈α|l〉〈l|Ψj〉, and defines the overlap of initial state with

Floquet state|Ψj〉. Now, if |α〉 is evolved using Floquet operator forn time steps,

we get

F̂ n(τ) |α〉 =
∑

j

einΦjcj |Ψj〉, (5.35)

whereΦj are eigenphases or quasienergies of the Floquet states. Theoverlap of

this evolved of this state with a Floquet state|Ψi〉 will be 〈α|Ψj〉 = cje
inΦj . Note

that the initial state and evolved state has same magnitude of overlap with a given

Floquet state.

In the unperturbed basis, overlap of the initial state with aFloquet state will be

〈α|Ψj〉 =
∑

l

〈α|l〉〈l|Ψj〉 (5.36)

Let there belc unperturbed states for whichE ≤ V0. Since initial state is assumed

to lie completely below,i.e., 〈α|l〉 = 0 for l > lc (we allot indices to basis states

in increasing order of their energy, so largerl implies larger energy). Using this,

the overlap with Floquet state becomes〈α|Ψj〉 =
∑lc

l=1〈α|l〉〈l|Ψj〉. If the Floquet

stateΨj has no overlap with basis state whose energy isE ≤ V0, i.e., 〈l|Ψj〉 for

l ≤ lc, then〈α|Ψj〉 =
∑lc

l=1〈α|l〉〈l|Ψj〉 = 0. This implies that if initial state lies

completely in energy region (E ≤ V0), the evolved state will be superposition of

only those Floquet states which have non-zero overlap with basis states for which

E ≤ V0. This provides a criteria to truncate the basis states for the Floquet states of

our interest. We consider only those Floquet states which have at least one percent

probability in region (E ≤ V0). All the basis states with energies in the range

0 ≤ E ≤ Et were found to be sufficient to achieve desired convergence inthe
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Figure 5.3:The probability density|V l
j |2 for some Floquet states vs energy of the basis

states. The parameters are~s = 0.0067, φ = 0.5, V0 = 0.5, ǫ = 0.15, R = 1.9.

Floquet states of our interest. Hence, we truncate the basisat energyE = Et.

Figure 5.3 shows the overlap probability density|V l
j |2 of few Floquet states

plotted against energies of the unperturbed states. For thesame set of parameters

classical phase space shows mixed dynamics,i .e., phase space is spanned by a fully

connected chaotic layer in which stable islands are embedded. However, almost

all the Floquet states shown in Fig. 5.3 are localized in energy space. In Fig.

5.4, we show the spread (over the basis states) for all the Floquet states which

have at least one percent probability in region(E ≤ V0). The spread is shown

in terms of minimum and maximum energies, denoted byEmin andEmax, at which

Floquet state has finite (non-negligible) probability density. The probability density

of a Floquet state|Ψi〉 at eigen energyEl qualifies to be considered as finite if

|V l
j |2 > 0.0005. Even though this is a arbitrary choice, nearly all such Floquet

states are localized within the truncated basis, the limit of which is shown through

a horizontal line. Thus, for the given choice of parameters,all the Floquet states

which have significant overlap with energy regionE ≤ V0 have converged within

the truncated basis set.
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Figure 5.4:The horizontal axis shows the index (state number) assignedto Floquet states.
The bottom and top points connected with a given vertical line represent the minimum
energyEmin and maximum energyEmax at which the corresponding Floquet state|Ψi〉
has probability above the cut-off value0.0005. Only those states which have minimum one
percent probability withE < V0 are shown.Et represents the energy at which the basis is
truncated.

5.3 The Quantum ‘Phase Space’

In this section, we study the features of the Floquet states.In order to make corre-

spondence with the classical phase space structures, we visualize the Floquet states

|Ψj〉 in the Husimi representation and observe the signatures of non-KAM classical

dynamics in them. Floquet states corresponding to any one particular value ofτ

are sufficient to grossly visualize the phase space structures, as in a single strobo-

scopic section from classical phase space. Throughout thissection we useτ = 0.

The position wave function〈x|Ψj〉 of a Floquet state|Ψj〉 can be substituted in Eq.

(2.21) to get the corresponding Husimi function. Figure 5.5shows Husimi distri-

bution corresponding to some Floquet states to highlight some typical features of

‘quantum phase space’.

The Husimi distributions shown in Figs. 5.5(a,b), forR = 1, ǫ = 0.15, b =

0.1π, V0 = 0.5 with ~s = 0.0067 reveal the signature of classical chaotic dynamics

around the hyperbolic fixed point(x = φ, p = 0) whereφ = 0.5. Figure 5.5(c-

h) shows the Floquet states, in Husimi representation, which do not overlap with

the strongly chaotic region around this hyperbolic fixed point. In Fig. 5.5(c) the
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Figure 5.5: Husimi distribution for some of the Floquet states. Parameters: ǫ = 0.15,
b = 0.1π, V0 = 0.5, ~ = 0.0067 andφ = 0.5
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Husimi density is high forp > 1, which corresponds to phase space region beyond

the barrier height. Hence, the structure closely resemblesthe invariant curves corre-

sponding to quasi periodic orbits of the kicked rotor exceptthat discontinuity in the

barrier region is visible. This is a consequence of discontinuous classical trajectory

at the discontinuities in the potential. We remind the reader that for these states

barrier widthb >> 0. For this value ofb, classical phase space displays mixed

dynamics. The states shown in Fig. 5.5(d-f) appear to be in proximity with the

higher order resonances of the kicked rotor. The state shownin Fig. 5.5g displays

enhanced density near the right barrier but much diminisheddensity near the left

barrier. The state shown in Fig. 5.5h shows almost closed orbit around elliptic fixed

point at(π − φ, 0). In general, bulk of the Floquet states appear to have localized

structures when seen in Husimi representation.

In Fig. 5.6, another panel of Floquet states is shown as Husimi plots. In this

figure, the parameters are so chosen such that they differ only slightly from the

parameter set used in Fig. 5.5. Increasing the values ofb or φ, even by a small

amount, will lead to more chaos in the system since we will be moving farther away

from the situation in which Eq. (2.14) is satisfied. This effect of larger chaotic layer

in phase space is seen in more complex Floquet states in Fig. 5.6. For the purpose of

comparison, in Fig. 5.6(e,f), we show Floquet states forφ = 0 and other parameters

are same as in Fig. (5.5). This shows strongly localized density in the region which

would be spanned by chaotic layer in classical phase space. This could be attributed

to the influence of the individual orbits.

Husimi distributions in Fig. 5.7 show a selection of Floquetstates for small

barrier widths compared to the width of the potential,i.e., b << w. In Fig. 5.7,

we have chosenb = 0.0001π for whichR = 0.99995. The spatial symmetry of

the system is broken by takingφ = 0.5. The classical phase space for nearly the

same set of parameters,R = 1.0, φ = 0.5, is shown in Fig. 4.8 and it displays

mixed dynamics. However, in contrast, the Husimi distributions shown in Fig. (5.7)

resemble quasi periodic orbits of the kicked rotor. This is due to the fact that for very



5 Kicked Particle in a Lattice of Finite Wells: The Quantum Ratchet 97

(a) (b)

(c) (d)

(e) (f)

Figure 5.6: Husimi distribution for some of the Floquet states. The parameters areǫ =
0.15, V0 = 0.5, ~ = 0.0067, (a,b) b = 0.3π, φ = 0.5, (c,d) b = 0.1π, φ = 1.0, (d,e)
b = 0.1π, φ = 0
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small value of barrier widthb the transmission coefficient is high and the reflection

from the barrier becomes small. Note that classically it is the multiple reflection at

the barriers that is responsible for breaking the quasi periodic orbits and this leads

to chaotic dynamics. Thus, for this choice of parameters, while classical dynamics

is mixed, quantum behavior is different primarily due to tunnelling effect. In the

quantum kicked rotor, localization appears as a purely quantum effect in contrast

with the classical diffusive dynamics [Re04]. In this system, instead of localization

due to interference effects, we see tunnelling as a quantum effect.

It has been verified that for above value ofR being so close to unity, the dy-

namics in the well region is KAM-like untilφ 6= 0 (for R ∈ integer, onlyφ 6= 0

can violate the condition for KAM-like behavior ; see Eq. (2.14)). So non-KAM

chaos for such a value ofR can be fully attributed to non-zeroφ. Figure 5.8 shows

the quantum phase space for =
¯
0.001π,R = 0.995. The rest of the parameters are

same as those for Fig. 5.7). The classical dynamics is KAM-like forφ = 0 even for

R = 0.995. This means that for the purpose of classical dynamics the difference in

R can neglected, both can be treated as unity. However, the difference in two values

of b leads to significant change in tunneling coefficients (within the WKB approxi-

mation, tunneling coefficient is 0.62 forb = 0.0001π and 0.44 forb = 0.001π and

we have used an approximate value of energyE estimated from Fig. 5.7b and 5.7e).

The Husimi distribution in Fig. 5.8 show trajectories whichapproximately overlap

with 5.7b and 5.7e but are more dispersed in phase space. Thisincreased spread

in phase space is a manifestation of non-KAM classical dynamics which shows its

signature more prominently if tunneling is better suppressed. The difference inb for

above two cases does not affect the classical dynamics in a significant way but the

associated change in tunneling affects the quantum dynamics significantly. Thus,

this example shows how quantum effects such as tunnelling manifests itself in a

system whose classical analog is essentially chaotic.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.7: Husimi distribution for some of the Floquet states. Parameters: ǫ = 0.15,
b = 0.00001π, V0 = 0.5, ~ = 0.0067
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(a) (b)

Figure 5.8: Husimi distribution for some of the Floquet states. Parameters: ǫ = 0.15,
b = 0.0001π, V0 = 0.5, ~ = 0.0067

5.4 Quantum Ratchet Current

In this section, we analyze the probability current densities associated with the Flo-

quet states. We take~ = 0.0067 and for this choice quantum dynamics follows clas-

sical dynamics closely. We study the effect of breaking symmetries for the ratchet

effect in the system. In case of classical system, ifb→ 0, chaotic layer trapped be-

tween the KAM-curves is the only transporting layer for initial states starting from

the well region. The current carried by this layer, when bothspatial and temporal

symmetries are broken, has a saturated value independent ofinitial states. However,

we show that forb >> 0, current does not settle to constant value due to continual

spread of initial states in phase space. However, we saw in previous sections that

nearly all the Floquet states of interest are confined withinsmall energy range even

for b >> 0. Even the spread of chaotic states, as seen in Figs. 5.5(a,b)and 5.6(a-

d), lie approximately within[−pc, pc], with corresponding energy range being from

ground energy threshold energy, even forb >> 0 and the current values should sat-

urate after long evolution. Since the Floquet states represent asymptotic behavior in

time, we directly deal with currents associated with Floquet states.

The probability current associated withi-th Floquet state|Ψi〉 can be calculated
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Figure 5.9:〈j〉 separately for Floquet states carrying positive current and states carrying
negative current for time symmetric system. (Right) Mean current of all chosen (see text)
Floquet states at different times. Parameters:ǫ = 0.15, b = 0.1π, V0 = 0.5, ~ = 0.0067

in position representation as

Ji = ~sΨ
∗
i (x)

∂Ψi (x)

∂x
. (5.37)

In quantum system, although states are localized in energy basis even forb >> 0,

the saturated current is not uniquely determined by one bound chaotic layer as in

the case of classical system withb → 0. However, different Floquet states can, in

principle, have different currents associated with them. So we take the average over

the current values for different Floquet states. However, we need not to consider

all the Floquet states. We consider only those Floquet states, which have at least

five percent probability in region(E ≤ V0/2). This energy range approximately

represents the minimum width, if width is measured at different positions, of chaotic

layer around hyperbolic fixed point(−φ, 0). This is done to exclude all the Floquet

state which do not have significant overlap with chaotic region near hyperbolic point

(−φ, 0).

Figure 5.9 shows collective behavior of all positive and negative current car-

rying Floquet states for different values ofτ for time-symmetric case,i.e., when

H(x,−t) = H(x, t). This symmetry holds for the case of one kick cycle. The

mean current〈j〉 for all the Floquet states carrying positive current at anyτ = τ1

is equal in magnitude to mean current for all the negative current carrying Floquet
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Figure 5.10:(Left) 〈j〉 separately for Floquet states carrying positive current and states
carrying negative current for time asymmetric system. (Right) Mean current of all chosen
(see text) Floquet states at different times. Parameters:ǫ1 = 0.8, ǫ2 = 0.16, b = 0.1π,
V0 = 0.5, ~ = 0.0067

states atτ = −τ1. As a result the mean positive current of all the Floquet states at

τ = τ1 is equal and opposite to mean current atτ = −τ1. It was also observed that

for φ = 0, for which the system is spatially symmetric,i.e.,H(−x, t) = H(x, t)

holds, the〈J〉 = 0 at any given value ofτ .

When temporal as well as spatial symmetry is broken,i.e., whenH(−x, t) 6=
H(x, t) andH(x,−t) 6= H(x, t), the balance between positive and negative values

of 〈J〉 breaks leading to net non-zero ratchet current, as shown in Fig. 5.10. This

is achieved whenφ 6= 0 as well the one kick cycle is replaced by type (ii) periodic

kicking cycle discussed in section (5.2). Thus, the behavior of 〈J〉 of all the Floquet

states having significant overlap with chaotic region follows the current observed in

the classical system with bounded chaotic layer forb → 0.

Let us now define a generalized eigenstate|Ψi; τ〉 of H(x, τ) such that

〈x|Ψi; τ〉 = Ψi(x, τ) be the solution of Schroedinger equation (5.1). Also|Ψi; τ〉
will represent thei-th Floquet state ofF (τ) for arbitraryτ . The probability current

density associated with such an eigenstate, after integrating overτ , will be

Ii =

∫ τ=0.5

τ=−0.5

Ji(τ)dτ. (5.38)

Figure 5.11 shows the distribution ofτ integrated currents associated with dif-

ferent eigenstates which have minimum five percent probability in the energy range
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Figure 5.11:τ integrated current of eigen states for which at least five percent density lies
below V0. Parameters:ǫ = 0.1, b = 0.1π, V0 = 0.5, ~ = 0.0067. The vertical red line
mark the meanI of the distribution. The green curve shows the distributionof I values for
time symmetric case. The distibution in green is not normalised. It is scaled down by factor
of 20.

E < 0.5V0. We see that for time symmetric case theτ integrated current,i.e., Ii,

has a sharp peak atI = 0. When temporal symmetry is broken, we get asymmet-

ric distribution of currents with finite width. The non-zeromean current for time

asymmetric system is also shown in Fig. 5.11. However, note that the spread about

mean is moderate. Moreover, for any arbitrary initial statelying completely in re-

gion (E < V0/2), evolved state will be a superposition of all these Floquet states.

Due to a chaotic layer in phase space nearp = 0, in the semiclassical limit, the time

evolution will mix the Floquet states sufficiently. Thus, the current in system can be

expected to be robust against changes in initial states, though not fully independent

of them.

We note that the net force averaged over all space and time is zero, i.e.,
∫

t

∫
x
−∂V (x)

∂x
dxdt = 0. Thus, we have shown that the system can be used to obtain

net directed current in absence of net bias. In semiclassical regime, the quantum

current behavior, with respect to symmetries of the system,mimics the scenario for

classical system. We have also done some preliminary analysis on the system in

its quantum regime,i.e., for large values of~s. For this choice of Planck’s con-

stant, the unperturbed levels display band structure. The preliminary results we

have obtained suggest that if inter-band transitions are not allowed, the net directed
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transport is not possible. This is also suppoted by some theoretical prediction by Pe-

ter Hanggi [Go98]. Analysis of ratchet effect in band structure will form the future

extension of this thesis.



CHAPTER 6

Summary and Future Directions

6.1 Summary

In this thesis, we have studied the dynamics and transport properties of non-KAM

systems, namely, (i) the kicked particle in a potential withdouble barrier structure

and (ii) kicked particle in a periodic lattice of finite potential wells. These time

dependent systems are significant for several reasons. Fromthe point of view of

deterministic Hamiltonian chaos, they belong to a class of,sparsely explored, non-

KAM systems. As an instance of kicked system in a periodic potential, it provides a

connection with extensively studied condensed matter systems. Thirdly, this system

exploits the KAM and non-KAM type dynamics for directed motion. The double

barrier structures and quantum wells are widely used in electronic devices and the

models studied in this thesis has potential experimental realization and applications.

We summarize the main results here. The classical kicked rotor system leads

to well studied Chirikov map which is popularly known as standard map. We have

derived maps to describe the phase space dynamics of a kickedparticle in the pres-

ence of discontinuous and, hence, non-analytic potentialssuch as (i) and (ii) listed

105
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above. These maps, in a sense, are generalizations of the standard map after in-

corporating effects of non-analytic potentials. The kicked rotor is a KAM system,

where as, the system we have studied in this thesis is non-KAMdue to the presence

of non-analytic potentials. We have studied how the non-KAMnature of the system

modifies the phase space characteristics and leads to novel dynamical features. In

general, this system can show both non-KAM and KAM-like behavior in different

regions of phase space.

We have reported interesting dynamical properties, namely, (a) classically in-

duced suppression of energy growth, (b) momentum squeezing, (c) momentum

pumping and (d) non-equilibrium steady state in the case of double-barrier struc-

ture. We have explained these dynamical properties on the basis of phase space

features of the system. We have pointed out the role of non-KAM dynamics be-

hind them. Classically, all these dynamical features arisedue to a subtle interplay

between the KAM and non-KAM type of dynamical features in thesystem. Typi-

cally, these features exist only for small values of kick strengths for which the usual

kicked rotor has mostly regular phase space. At high values of kick strengths, since

all the invariant curves are broken irrespective of whetherany discontinuous poten-

tial is present or not, the non-KAM nature of the system studied in thesis does not

lead to a qualitatively different dynamics. We have also studied the quantum dy-

namics of this system in semiclassical regime by evolving anarbitrary initial wave

packet. We show that in the semiclassical regime, the classical dynamical features

carry over to quantum dynamics quite well.

The dynamical features in our model such as the non-equilibrium steady state

and classically induced energy growth suppression are of current interest in the

general context of transport and localization especially for interacting systems such

as the Bose-Einstein condensates. Recently there have beenseveral experimen-

tal results that point to classical features suppressing energy growth of conden-

sates [He06, Cl05]. Typically, in such experiments, condensates are released from

a confining potential and their expansion in a disordered potential is studied. When
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chemical potentialµ < V0, whereV0 is the strength of disorder, condensates are

classically reflected from the fluctuations of the disordered potential effectively lo-

calizing the condensates. In our model, particles are neither interacting nor there is

any disordered potential. However, the non-KAM chaotic dynamics and KAM like

invariant curves provide the essential ingredient for the suppression of diffusion.

Even as the particles are transported in the position space their energy absorption is

restricted by KAM like structures. Such studies form an important background to

understand and clearly distinguish similar quantum phenomena like the Anderson

localization from the classically induced ones and also to explore the connections

between interactions, localization and disorder.

In the case of periodic lattice of finite potential wells, we analyzed the effect of

periodic boundary conditions and the width of the barriers separating finite well

on the dynamical features of the system. We show that for infinitesimally thin

barriers, classical phase space displays a mixed layer trapped between invariant

curves which act as dynamical barriers to transport. In thissituation, the system

approaches a steady state in which mean momentum and mean energy saturate to

a constant value soon after the kicking begins to act, provided all the initial states

lie in trapped region. We have shown that directed transportis possible even in

absence of any net bias if both the spatial and temporal symmetries are broken.

Thus, the system acts like a ratchet. We have also shown and explained that the

current carried by bound mixed phase space, given by mean momentum of all the

states evolving in it, is independent of initial states despite the fact that this region is

not fully chaotic. We have pointed out that forb >> 0 all the invariant curves break

down leading to mixed dynamics throughout the phase space. In this situation, the

system experiences unbounded, though not normal, diffusion in momentum space

even for initial states lying much below the threshold momentum. We show that

this results in fluctuations in current values and dependence on initial state which

increase gradually as the barrier width increases.

We have also studied the quantum dynamics of kicked particlein a periodic
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lattice of finite wells. To study the quantum version of the system, we have done

the Floquet analysis. We have derived the matrix form of Floquet operator in the

unperturbed basis and computed its Floquet states. The Floquet states are mostly

localized in energy space even for barrier widthb >> 0, for which classical system

shows mixed dynamics throughout the phase space. We have visualized the phase

space features of Floquet states through Husimi distributions and showed that in

semiclassical regime, signatures of classical phase spacedynamics can be seen for

quantum system too. We have shown that the quantum system also acts like a ratchet

and displays directed transport when both the spatial and temporal symmetries are

broken.

6.2 Future Directions

Several aspects of the result presented in this thesis can bestudied further. A perti-

nent question on the phenomenology of non-KAM chaos is to verify if discontinu-

ous potentials truly lead to abrupt transition from regularity to chaos. The numerical

results seem to suggest that if the parameterR is infinitesimally away from integer

value, transition is not abrupt. This will add to understanding of KAM vis-a-vis

non-KAM systems. The dynamical features presented in this thesis have been ar-

gued on the basis of phase space structures. It is desirable to obtain analytical

estimates for them to understand the phenomenon better. Thequantum dynamics

of double barrier potential has only been partially explored. For instance, we have

not studied how quantum tunelling might affect the non-equilibrium steady state or

the classically induced localization effects. What can be said about the competition

between above the barrier escape of the particle and tunnelling rates ? In the lattice

of finite potential wells, what would be the dynamics of currents in the presence of

band structure ? One of the more general questions would be toexplore the quan-

tum manifestations of non-KAM system. This has not been systematically explored

yet and there could be many new results in this context.
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In order to be of wider interest, this model should also be experimentally real-

izable. Even a detailed theoretical proposal for a suitableexperiments and predic-

tions to be verified is worth attempting. This can potentially open up more areas

for research. One of the likely experimental test bed would be cold atoms in opti-

cal lattices in some combination with either quantum wells or heterostructures. This

might lead to considering interactions among the particles. An interesting extension

of this work would be to incorporate the interparticle interaction. In light of recent

experiments on kicked BEC [He06, Cl05, Fo05, Sc05a, Sa08], theoretical analysis

of interacting kicked particles can be useful in explainingthe features observed in

these experiments. Use of delta kicks is convenient for theoretical analysis. Also,

delta kicks can be realized using pulsed optical lattices incold atom experiments.

However, in most systems of practical interest like electronic circuits, waveguides

etc., one deals with potential field which are continuous functions of time. So, the

use of continuous driving in place of delta kicks might be useful in the context of

experiments. Finally, the new frontier of quantum chaos is the study of open sys-

tems. We believe that the model studied in this thesis can be useful in the context

of quantum open systems.



APPENDIX A

Effect of Barrier-width on Refraction

Consider a particle that evolves on an invariant curve of thestandard mapC5(µ5),

approaches right barrier atxw = Rπ with p > pc during its motion afternth−kick,

crosses it and exits on to another invariant curve of standard mapC6(µ6). In this

appendix, we show that as the width of the barrierb → 0, C5(µ5) → C6(µ6).

After the particle crosses the interface atxw and if ∆t denotes the time it will

take to cross the barrier region of widthb, then∆t → 0 if b → 0. Hence, the

probability that a particle will experience the next kick while crossing the barrier

will also tend to zero. Hence we can assume that the particle does not experience

a kick while crossing the barrier. In such a situation, the particle will face only

two discontinuities betweennth and(n + 1)th kick. Thus,k = 2, B1 = xw and

B2 = xw + b. From our assumptions,



 x0
n

p0
n



 lie onC5 (µ5), and



 x2
n

p2
n



 will lie

onC6 (µ6).


 x1

n

p1
n


 = R̂1


 x0

n

p0
n


⇒




xw +
(x0

n − xw) p1
n

p0
n√

(p0
n)2 − 2V0


 (B1)
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Similarly,



 x2
n

p2
n



 = R̂2



 x1
n

p1
n



⇒




xw + b+
(x1

n − xw − b) p2
n

p1
n√

p1
n
2 − 2V0


 . (B2)

Substituting forx1 andp1 from Eq. B1 in Eq. B2, we get,


 x2

n

p2
n


 =




b− bp0
n

p1
n

+ x0
n

p0
n


 (B3)

Using b → 0, we get,


 x2

n

p2
n


 →


 x0

n

p0
n


. This impliesC5(µ5) → C6(µ6) or

µ6 − µ5 → 0. Hence, refraction (see text) becomes identity operation as b→ 0.



APPENDIX B

KAM-like Behavior: Effect of (R, φ)

We show that for certain special choices of(R, φ), reflection from the walls of

potentialVsq takes a state from invariant curveC+ to its symmetric counterpartC−,

whereC+ andC− are related through reflection symmetry about(0, 0). Let





Rπ + φ = lπ

−Rπ + φ = mπ




 , l,m ∈ integer (A1)

Then,xr = lπ and−xl = mπ. Let


 xi−1

n

pi−1
n


 lie onC+. Reflection from the right

boundary atxr will take it to


 xi

n

pi
n


 = R̂i


 xi−1

n

pi−1
n


 =


 2lπ − xi−1

n

−pi−1
n


 (A2)

on the invariant curveC. The spatial periodicity of2π in the standard map implies

that 
 (2lπ − xi−1

n ) mod(2π)

−pi−1
n


 =


 −xi−1

n

−pi−1
n


 (A3)
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is onC. Since



 −xi−1
n

−pi−1
n



 is onC− andC− is unique, we haveC = C−. Thus, the

effect of reflection from the right boundary atxr is to take a state fromC+ toC− if

Eq. A1 is satisfied. Similarly, the effect of reflection from left boundary at−xl is

to take a state fromC− to C+. Hence, a state undergoing repeated reflections will

remain confined to a pair of invariant curves, thus, exhibiting regular motion even

in presence of non-KAM potential. We call this KAM-like behavior.
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