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Abstract

Magnetic fields are ubiquitous on the Sun and are organized on a large range

of spatial scales. The magnetic field is responsible for the solar activity and is

manifest as different structures in the solar atmosphere. Sunspots, which are

the largest and most conspicuous concentrations of magnetic fields on the Sun,

are produced by a global dynamo that governs the 22 year periodicity of the so-

lar magnetic field. While a sunspot is a highly stable and coherent object with

typical lifetimes of the order of days, its global properties arise from the organi-

zation and evolution of the ensemble of small scale structures, which constitute

a sunspot and evolve on much shorter time scales. Moreover, the interplay be-

tween convection and the orientation of magnetic fields within sunspots gives rise

to different structures or processes whose diagnosis is crucial for understanding

the formation, evolution and decay of sunspots. Understanding the global mag-

netic field on the Sun, thus requires investigation of sunspot fine structure at the

highest spatial resolution. This can be facilitated through space based telescopes

which can carry out observations in a ‘seeing-free’ environment as well as with

instruments coupled to large ground based telescopes, equipped with on-line and

off-line techniques to combat and correct image degradation introduced by at-

mospheric turbulence. The motivation of the thesis is to investigate the nature

and evolution of small scale magnetic and velocity inhomogeneities in sunspot

light bridges and the Evershed flow, while also assisting in developing the means

to carry out such a study at high spatial resolution from Udaipur. The thesis is

organized as follows.

Chapter 1 describes the physical, magnetic, thermal and dynamic properties

of a sunspot which is followed by a similar description of sunspot fine structure.
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The importance of the small scale processes in sunspots in the context of a scale-

free flux producing mechanism is established. Furthermore, the means of studying

such processes from space as well as from ground is described. A brief chapterwise

description of the thesis is presented.

The high resolution scientific data used extensively in the thesis comprises of

filtergrams and Stokes spectra obtained from the Japanese space satellite Hin-

ode. In Chapter 2, the spacecraft and the instruments are briefly described and

the different data processing steps are illustrated. This chapter also details the

inversion code SIR, that was employed to extract the thermal, magnetic and kine-

matic information from the Hinode spectropolarimetric data. The concept and

importance of nodes while inverting actual data, is discussed.

In Chapter 3, high resolution photospheric and chromospheric filtergrams as

well as spectropolarimetric observations of a set of four sunspot light bridges are

utilized to investigate the association of velocity inhomogeneities in the photo-

sphere to the chromospheric activity, if any, above light bridges. The physical

properties and long term flows of the four light bridges are described and the

dynamic nature of the brightness enhancements in the light bridges is presented.

Following the results of Chapter 3, the sunspot light bridge in NOAA AR

10953 was selected for a detailed investigation of its magnetic and kinematic

properties and their possible role in the persistent and enhanced activity ob-

served in the chromosphere. The rapid evolution of the photospheric magnetic

field is described and the corresponding changes in the organization of velocity

inhomogeneities is presented. The relationship between the photospheric mag-

netic and velocity sub-structures to the chromospheric phenomena is attempted.

Furthermore, the impact of the evolution of the light bridge on the photometric

throughput at the two heights in the solar atmosphere is established. The asso-

ciation of the light bridge to other structures such as penumbral filaments and

umbral dots is discussed.

Chapter 5 highlights the penumbral fine structure in the context of the Ever-

shed flow. The spatial and vertical distribution of the Evershed flow is obtained

from the inversions assuming a spatially resolved magnetic structure. The ex-

istence of two distinct magnetic and thermal components in the penumbra and
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the presence of strong fields in the continuum layers is established. The spec-

tral characteristics of the two penumbral components is presented. The temporal

evolution of Evershed clouds and their perturbative effects on the intraspine chan-

nels is investigated. The coherence of the thermal and magnetic structure of the

penumbra, over time scales much greater than that of the small scale features, is

determined.

The developmental aspects of designing an Adaptive Optics system at Udaipur

Solar Observatory are described in Chapter 6. A component wise study was con-

ducted that included the estimation of the intrinsic and induced aberrations in

the Deformable Mirror, determination of the influence matrix with real time

correction of wave front errors induced by a second Deformable Mirror and deter-

mination of the optimal wave front sensor for the prototype Adaptive Optics sys-

tem through computer simulations. The possibility of employing post-processing

methods such as Phase Diversity on Adaptive Optics corrected images is also

presented. First light observations with the prototype Adaptive Optics are high-

lighted and the improvement in image quality is discussed.

Chapter 7 presents a summary of the thesis work and conclusions drawn

therein. Future scientific and instrumentation projects are briefly described.
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Chapter 1

Introduction

1.1 Introduction

The Sun is the closest star to planet Earth and is an interesting and fascinating

celestial object. The Sun is essential for sustenance of life on Earth since we are

primarily dependent on it for heat and light. From an astrophysical point of view,

the Sun is a colossal laboratory in space where one observes the interaction of

plasma, magnetic fields and radiation. All solar activity is essentially governed by

the magnetic field (Stix, 2002) whose manifestation is seen as different structures

throughout the solar atmosphere. The magnetic field couples the dynamics in the

interior of the Sun to the energetics in the outer atmosphere, namely the corona.

In fact, it does not stop in the corona but extends far into the interplanetary

medium. These open1 magnetic field lines originating from coronal holes on

the Sun, provide a means for plasma and particles or “solar wind” to flow into

the heliosphere (Jones, 2005). The more violent and visible consequences of the

dynamical magnetic field however, are observed in the form of Mass Ejections

and Flares - energetic phenomena that are accompanied by emission of energetic

particles and the release of electromagnetic energy. The energetics in the corona

are caused by the de-stressing of magnetic fields, which are driven into a highly

1∇.B implies that there are no open magnetic lines of force, however the terminology

refers to a domain where magnetic field lines extending from the Sun into the heliosphere are

untraceable because of their vast distance
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1.1 Introduction

non-linear state by the continuous convective motion of plasma in the photosphere

where the magnetic fields are anchored. What makes the Sun truly remarkable, is

that despite its enormity, it can be regarded as an egalitarian when it comes to the

size distribution of its magnetic flux and in turn, all associated structures/features

throughout the solar atmosphere. This wide distribution of spatial scales, range

from sunspots which are large, conspicuous manifestations of the magnetic field,

to small magnetic bipoles or ephemeral concentrations, that cover the bulk of the

Sun at any given time.

Sunspots have been observed since the invention of the telescope in the 17th

century because they appear as dark regions on the Sun’s visible surface, namely

the photosphere. The discovery of a magnetic field in sunspots was made in

1908 (Hale, 1908) which revolutionized our perspective and understanding of the

Sun. Sunspots are dark objects having a radius of 10-20 Mm with a central dark

core called the umbra and surrounded by a less dark filamentary penumbra. The

umbra radiates only 20% of the normal photospheric intensity, corresponding

to a temperature deficit of 2000 K, whereas the average penumbral intensity is

about 75% of that outside the spot (Solanki, 2003a, and references therein). The

magnetic field is almost vertical at the center of the spot (where it has a strength of

upto 3500 G, or 0.35 T) but its inclination to the vertical increases with increasing

radius, reaching an average value of 70◦ at the edge of the spot, where the field

strength drops to less than 1000 G (Bellot Rubio et al., 2004). Sunspots appear

darker because the strong magnetic fields inhibit convective transport of energy

which results in a decrease temperature. This property leads to the “Wilson

Depression” where the geometrical height corresponding to unit optical depth

varies by a few hundred kilometers (Wilson & Cannon, 1968; Balthasar & Wöhl,

1983; Mathew et al., 2004).

Sunspots are the result of a global dynamo (Parker, 1955; Choudhuri, 1998;

Dikpati & Gilman, 2006; Weiss & Thompson, 2009) that resides at the base of

the convection zone, called the tachocline, where there is an abrupt change in

the rotation profile. Beyond the tacholine the solar surface exhibits differential

rotation unlike its interior which is closer to a solid-body rotation. Sunspots are

seen when magnetic fields rise through the convection zone due to buoyancy, and

cross the photosphere. The dynamo is responsible for the 11-year solar cycle of
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1.1 Introduction

Figure 1.1: Full disk continuum image of the Sun taken by the MDI (Michelson

Doppler Imager; Scherrer et al., 1995) on board the SoHO satellite on 14th Nov.

2006. Seen close to disk center is the sunspot in NOAA AR 10923.

sunspots. The number of sunspots varies strongly with the solar activity cycle

(Komm et al., 1992) which was discovered by Heinrich Schwabe in 1843. Sunspots

typically have a bipolar magnetic structure and are usually restricted to latitudes

of 40◦ on either side of the equator (Carrington, 1858). During the start of a

cycle they are seen in the higher latitudes and progressively appear at the lower

latitudes as the cycle advances. The inclination between the preceding polarity

and the following polarity increases with increasing latitude, according to A. H.

Joy in Hale et al. (1919).

While the global dynamo is responsible for sunspots, a second (local) dynamo

3
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1.2 Sunspot Fine Structure

just beneath the photosphere drives the small scale magnetic fields that are ubiq-

uitous on the Sun (Hagenaar , 2001). These small scale magnetic features also

show the same trends of tilt in the axis of emergent bipoles, similar to that seen

in sunspots, albeit with greater statistical variation. Thus to a certain extent, the

production of these tiny flux elements is directly or indirectly influenced by the

global dynamo (De Rosa, 2005). These tiny magnetic bipoles evolve on time scales

of 10-40 hr and tend to fragment, merge or cancel with each other. Ephemeral

regions as well as active regions (single sunspot or a group of sunspots) strongly

influence the dynamics in the corona. The former, which carpet the solar surface,

are constantly jostled by photospheric convective motions. This in turn creates

an entanglement of loops which can produce electric currents higher up in the

solar atmosphere that is believed to contribute to coronal heating (Parker, 1983;

Priest et al., 2002). Large scale filament eruptions with accompanying coronal

mass ejections, more often than not, are observed in the vicinity of complex active

regions. Although the active-region and quiet Sun fluxes appear to be unrelated

from the above description, Parnell et al. (2009) determined a single power law

distribution of flux features on all observable scales, which strongly suggest that

the mechanism generating magnetic fields on all scales is the same.

Figure 1.1 depicts a large sunspot close to disk center during the minima of

solar cycle 23. Sunspots can be regarded as a coherent entity which remain in dy-

namic equilibrium over large spatial as well as temporal scales. However, a closer

look at sunspots reveals a number of small scale features that evolve on much

shorter time scales. These ‘sub-structures’ constitute an ensemble that together

account for the global properties and coherence of the sunspot (Schlichenmaier,

2009). To illustrate the fine structure in the sunspot, I present a high resolution

image of the same sunspot in Figure 1.2 which was taken by the Japanese space

satellite, Hinode (Kosugi et al., 2007) in the G band. Figure 1.3 shows the same

sunspot in the chromospheric Ca ii H line.

1.2 Sunspot Fine Structure

This section describes the structure of a sunspot when viewed through a “mag-

nifying glass” and illustrates them with figures wherever necessary.
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1.2 Sunspot Fine Structure

Figure 1.2: G band image of sunspot in NOAA AR 10923 taken by Hinode. UD-

umbral dot, PG-penumbral grain, PDC-penumbral dark core, GBP-G band bright

point.
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Figure 1.3: Ca ii H image of sunspot in NOAA AR 10923 taken by Hinode.
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1.2 Sunspot Fine Structure

1. Umbral Dots(UDs): The dark umbral background is populated by small,

bright features called umbral dots (UDs). The size of UDs ranges from 0.′′8

down to the current resolution limit of about 0.′′2 (Sobotka et al., 1997a;

Tritschler & Schmidt , 2002) while a recent work by Riethmüller et al.

(2008b) shows that the size distribution of UD diameters is a maximum

around 225 km, suggesting that most of the UDs are spatially resolved.

Sobotka et al. (1997a) also observed that the larger, long lived UDs are

seen in regions of enhanced umbral background intensity. The darkest parts

of the umbral core, referred to as dark nuclei, are often devoid of UDs.

Based on their relative location, UDs can be classified as “central” and

“peripheral”. While the former are seen in the inner regions of the umbra,

the latter dominate the umbra-penumbra boundary. The peripheral UDs

are usually brighter than the central ones. The intensity of UDs ranges

from about 0.2 to 0.7 times the normal photospheric intensity at visible

wavelengths. The typical speeds of UDs are ≈ 400 m s−1 (Sobotka et al.,

1997b; Kitai et al., 2007; Riethmüller et al., 2008b; Sobotka & Jurcak, 2009).

Most mobile UDs emerge near the umbra-penumbra boundary and move

towards the centre of the umbra (Riethmüller et al., 2008b) with speeds of

700 m s−1. UDs do not have a typical lifetime, with values ranging from

10 min (Sobotka et al., 1997a) to 2.5 min (Riethmüller et al., 2008b). The

spread in the values of the lifetimes however, is subject to the identification

and tracking algorithm.

Parker (1979) proposed that UDs are manifestations of hot non-magnetized

plasma pushing its way in the gappy umbral field. While the detection of

such weak fields in the umbra remains elusive, recent Hinode observations

indicate a reduction of 500 G in UDs with the contrasted ones residing

in locations where the magnetic field is ≈ 2000 G and is inclined more

than 30◦ (Watanabe et al., 2009). Central and peripheral UDs exhibit an

enhancement in temperature of 550 K and 570 K respectively (Riethmüller

et al., 2008a). The measurements of Doppler velocities in umbral dots

show that peripheral UDs have an upflow (Sobotka & Jurcak, 2009) and

can be as large as 0.8 km s−1 (Riethmüller et al., 2008a). Central UDs

on the other hand exhibit very weak downflows (Sobotka & Jurcak, 2009)

7



1.2 Sunspot Fine Structure

while Hartkorn & Rimmmele (2003) detected downflows of upto 0.3 km s−1.

Recent observations by Ortiz Carbonnel et al. (2010) detect downflows at

the edge of UDs measuring 400 to 1000 m s−1 at a spatial resolution of 0.14

arcsec. 3D MHD simulations of Schüssler & Vögler (2006), which model

UDs as narrow upflowing plumes, predicted a central dark lane in UDs,

which has been observed from ground (Rimmele, 2008) as well as from

space (Bharti et al., 2007b).

2. Sunspot Light Bridges (LBs): During the lifetime of a sunspot, its um-

bra may be crossed by one or more narrow bright bands known as “light

bridges” which follow fissures that separate the umbra into individual pores

during its decay phase (Garćıa de La Rosa, 1987). They can have penum-

bral or photospheric like conditions (Muller, 1979) and it is not unusual

to see LBs of different structures in the same sunspot (Lites et al., 2004;

Louis et al., 2008). At the photosphere, it has long been debated that they

represent an intrusion of “field-free” material into the gappy umbral field

(Parker, 1979; Choudhuri, 1986; Spruit & Scharmer, 2006) while some be-

lieve that they are manifestations of magneto-convection (Rimmele, 1997,

2004). In the chromosphere they are usually accompanied by brightness

enhancements and ejections (Asai et al., 2001; Berger & Berdyugina, 2003;

Louis et al., 2008) arising from the sheared magnetic topology created by

the light bridge within the umbra. The few magnetic field measurements of

LBs indicate weak, inclined magnetic fields (Rüedi et al., 1995; Leka, 1997;

Jurčák et al., 2006) that support the idea of the weakly magnetized plasma

emerging into the umbra. The lack of co-temporal multi-height observa-

tions of sunspot LBs eludes a complete understanding of its structure as

well as the dynamics seen in the chromosphere.

3. Filamentary Penumbra and Penumbral Grains : The filamentary

structure surrounding the dark umbra is called the penumbra. Even with

moderate spatial resolution the penumbra is seen to consist of radially

aligned bright and dark filaments, although the terms “bright” and “dark”

have only local meaning - as an individual bright filament, can in fact, have
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Figure 1.4: High resolution image of one of the light bridges in NOAA AR 10036

imaged by the 1 m Swedish Solar Telescope in La Palma, Canary Islands, Spain.

Figure adapted from Lites et al. 2004, Sol. Phys. 221, 65.
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1.2 Sunspot Fine Structure

lower intensity than a dark filament elsewhere. Even with the present res-

olution, the filaments are believed to have widths less than 100 km. There

exists a dark core surrounded by two lateral brightenings (Scharmer et al.,

2002), as well as comet/bead shaped local brightenings at the tips of the

penumbral filaments. The latter are referred to as penumbral grains (PGs).

PGs can also appear extended (Rouppe van der Voort et al., 2004), in

which case, the term, ‘grains’, is confusing. It has been shown that the

dark core is a result of hot plasma streaming along a horizontal tube that

is surrounded by a stronger, vertical background field. This flow causes an

increase in gas density which shifts the optical depth unity-level upwards

to more cooler temperatures, which subsequently produces the dark core

(Ruiz Cobo & Bellot Rubio, 2008). The penumbral filaments can exhibit

an overall twisting motion with the twist being from the limb side to the

centre side (Ichimoto et al., 2007b) and are only observed in those regions of

the penumbra which are perpendicular to the line of symmetry. Although

penumbral filaments appear to be radially oriented, their spatial extent

along the sunspot radius is far from a linear one. This is one of the reasons

why, an individual filament can exhibit opposite signs of helicity (Su et al.,

2009).

The intensity of some bright PGs can exceed the temperature of the bright-

est granules outside the sunspot by some 150 K, the intensity ranging from

about 0.85Iphot to 1.10Iphot (Tritschler & Schmidt , 2002). Observations of

extremely bright grains were made by Denker et al. (2008), who reported

typical intensities of 1.58Iphot with the brightest ones having an intensity of

1.8-2.0Iphot. The PGs exhibit a near radial motion which is typically inward

in the inner penumbra and outward in the outer penumbra (Sobotka et al.,

1999). There also lies a dividing line (DL), located at about 60% of the

radial distance from the inner to the outer edge of the penumbra, inside

of which the grains move radially inward at speeds of about 0.5 km s−1,

and outside of which the grains move outward with a speed of 0.75 km s−1

(Sobotka & Sütterlin, 2001). The inward moving PGs often penetrate the

umbra-penumbra boundary where they can no longer be distinguished from
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Figure 1.5: High resolution image of sunspot penumbra showing the existence of

dark cores in penumbral filaments. Each tickmark corresponds to 1000 km on the

Sun. Figure adapted from Scharmer et al., 2002, Nature, 420, 151.

peripheral UDs. Sobotka & Jurcak (2009) showed that the properties of pe-

ripheral UDs are closer to PGs than central UDs. The filamentary structure

of the penumbra persists even after averaging white-light filtergrams over

2-4 hr(Balthasar et al., 1996; Sobotka et al., 1999), which illustrates a long-

term stability of the magnetic field configuration. The paths of new PGs

tend to follow trajectories of their predecessors at a given location (Sobotka

et al., 1999).

4. The Evershed Flow and the Two Component Magnetic Config-

uration: The Evershed Flow (EF) can be considered as the oldest and

most important property of sunspot penumbrae. The EF is seen as a shift

in the spectral lines due to the radial, nearly horizontal outflow of plasma

(Evershed, 1909) that starts in the inner or mid penumbra and returns to

11
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1.2 Sunspot Fine Structure

the surface just outside the outer penumbral boundary or even within the

penumbra (Westendorp Plaza et al., 1997; Ichimoto et al., 2007a; Sainz

Dalda & Bellot Rubio, 2008). The spectral lines are blue shifted in the

center side penumbra while they are red shifted in the limb side. The EF

is seen as elongated upflows predominately in the inner penumbra (Franz

& Schlichenmaier, 2009) and can even be supersonic in the mid and outer

penumbra as well as beyond the sunspot boundary (del Toro Iniesta et al.,

2001; Bellot Rubio et al., 2004). The EF is believed to be confined to

bright filaments in the inner penumbra but in dark filaments in the outer

penumbra (Schlichenmaier et al., 2005; Bellot Rubio et al., 2006a) and is an

integral part of the penumbral structure. The dark central core between two

lateral penumbral brightenings is believed to harbour the EF (Bellot Rubio

et al., 2005, 2007). One of the models of the penumbra is the uncombed

model of Solanki & Montavon (1993). This model takes into account the

azimuthal fluctuation of the field inclination and proposes nearly horizontal

flux tubes embedded in a uniform background field. In this scenario, the

flux tubes are essentially weaker than the background field which is fairly

more vertical. These two penumbral components are sometimes referred to

as “intraspines” and “spines” respectively (Lites et al., 1993). At a spatial

resolution of ∼ 0.′′7, the penumbral structure is well reproduced by inver-

sions based on a two-component model (Bellot Rubio et al., 2004) that

reinforces the uncombed geometry.

The surplus brightness of the penumbra is a natural consequence of the EF

(Bellot Rubio, 2010) which also serves as an effective magnetic flux trans-

port mechanism from the sunspot into the photosphere. The magnetic and

kinematic properties of the EF have been extensively studied both in the

optical and infrared wavelengths (Westendorp Plaza et al., 1997, 2001a,b;

Mathew et al., 2003) and it is believed that the EF is a component of the

convective flow that results from anisotropy introduced by the presence of

inclined magnetic fields (Rempel et al., 2009b). Although numerical sim-

ulation of 3D MHD have progressed tremendously (Rempel et al., 2009b),

they do not produce a mature penumbra and the associated EF. It is dif-

ficult to fit all the observations into a single model that can explain all
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Figure 1.6: Left: Narrowband filtergram of a sunspot in NOAA AR 10605

on May 6, 2004, taken at the 76 cm DST, in Sunspot, New Mexico. Right:

Dopplergram illustrating the Evershed Flow. Dark-blueshift/upflows, Bright-

redshifts/downflows. The images were derived from the Fe i 5576 Å line. Figure

adapted from Rimmele & Marino 2006, ApJ, 646, 593.

the properties of the penumbra simultaneously. The origin and nature of

the EF thus appears to hold the key for all available interpretations of the

penumbral fine structure (Solanki & Montavon, 1993; Schlichenmaier et al.,

1998a; Sánchez Almeida, 2005; Spruit & Scharmer, 2006; Borrero et al.,

2007). The interpretation of the penumbral structure, in particular, de-

pends on the set of spectral lines which have different levels of sensitivity to

different physical parameters (Cabrera Solana et al., 2005; del Toro Iniesta

et al., 2010), the spatial resolution and polarimetric accuracy achieved by

the polarimeter and finally the inversion code that appropriately describes

the physical scenario (del Toro Iniesta, 2003b; Bellot Rubio et al., 2003b;

Bellot Rubio, 2006b).

5. Moving Magnetic Features (MMFs): The decay of sunspots which

is seen as a loss of magnetic flux, has been attributed to moving magnetic

features (MMFs) - magnetic elements that move from the outer penumbra

to the surrounding moat around a sunspot. Early observations of MMFs
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1.2 Sunspot Fine Structure

showed them as bright points in CN spectroheliograms (Sheeley, 1969),

flowing radially into the moat with a speed of ∼ 1 km s−1 having a diameter

of ≈ 1000 km. Vrabec (1971) observed that the magnetic field outside

sunspots consisted of essentially vertical fields clumped together, with a

stream of magnetic knots moving outwards from the sunspot. They are

also seen as inward and outward patterns in LOS magnetograms observed

by MDI (Ravindra, 2004). Subsequent observations showed that MMFs are

extensions of penumbral filaments (Sainz Dalda & Mart́ınez Pillet, 2005;

Cabrera Solana et al., 2006; Ravindra, 2006) and are driven by ‘Evershed

clouds’ (Cabrera Solana et al., 2007, 2008). Hagenaar & Shine (2005) have

studied some of the statistical properties of MMFs such as flux content,

lifetimes, sizes, point of origin in the penumbra/moat and horizontal speeds.

A number of models have been proposed for the formation of MMFs which

include the sea-serpent model of Harvey & Harvey (1973), Ω Loop model

of Ryutova et al. (1997) and the U-Loop model (Zhang et al., 2003; Zhang,

2007). Loop models suggested by Wilson (1973) and Spruit et al. (1987)

predict an appearance of MMFs everywhere in the moat, which is not sup-

ported by observations (Lee, 1992). Recent observations made from LOS

magnetograms reveal that the orientation of MMFs is strongly correlated

with the large scale twist of sunspots (Yurchyshyn, 2001) which has also

been supported by Zhang et al. (2003). Kubo et al. (2007a) suggest that

MMFs are extensions of the uncombed penumbral structure which is cor-

roborated by Sainz Dalda & Bellot Rubio (2008). Kubo et al. (2007b)

reported a redshift greater than the sonic photospheric velocity in MMFs

from spectropolarimetric observations from Hinode. Spectropolarimetric

measurements made by Cabrera Solana et al. (2006) revealed abnormal cir-

cular polarization profiles with 3 or 4 lobes occurring in MMFs. This has

been observed by Choudhary & Balasubramaniam (2007) who also recorded

the Stokes profiles in the lower chromosphere. They found that the Stokes

V profile was normal and antisymmetric in comparison to the anamolous

profiles obtained in the photosphere which they suggest could be due to

relaxation of loops from an initial twisted configuration.
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It is well known that fluid motions occurring on the smallest spatial and temporal

scales affect the transport of magnetic fields within the solar interior, and cause

the field to be continually regenerated and redistributed (De Rosa, 2005). Con-

sequently, small scale dynamics influence large scale structures. The optimum

spatial resolution required to study these structures is decided by 2 spatial scales,

namely the pressure scale height and the photon mean free path, both being ≈
0.′′1 or 70 km in the photosphere. Sunspots are ideal candidates to probe the

Sun’s magnetic field. The assortment of fine structure observed in sunspots indi-

cate small scale processes at work within them. If the mechanism responsible for

flux generation is indeed scale free (Parnell et al., 2009), then the investigation

of sunspot fine structure would account for a sunspot’s formation, stability and

decay. Although sunspots have a general magnetic, thermal and velocity struc-

ture, the uniqueness of each sunspot lies in the organization and statistics of its

fine scale features. This small-to-big approach is thus justified in the context of

understanding the global behaviour of magnetic fields on the Sun.

1.3 Means of High Resolution Sunspot Obser-

vations

Over the last decade, there has been a tremendous effort on all fronts to carry

out photometric, polarimetric and spectroscopic observations at the highest pos-

sible resolution with space and balloon based missions, as well as ground based

instrumentation. Although the former has the unique advantage of carrying out

observations in the absence of the Earth’s atmosphere, the main limitation comes

from its limited life time, as decided by mission objectives, number of scientific

instruments and wavelength coverage. Hinode (Kosugi et al., 2007) and SDO

(Solar Dynamics Observatory; Scherrer et al., 2006) are some of the large space

based missions, while Sunrise (Solanki et al., 2003b) is a 1 m telescope that will

be flown on a balloon and has already completed one of the 2 proposed flights.

Solar observations from the ground inevitably suffer from seeing effects due

to atmospheric turbulence. Ground based facilities are important because they

15



1.4 Organization of the Thesis

are the only means of carrying out synoptic observations and can probe differ-

ent heights in the solar atmosphere. It also offers an opportunity to constantly

upgrade and modify existing instruments. In order to carry out high resolution

observations from the ground, online compensation methods such as Adaptive

Optics (AO) and a number of offline processing tools such as speckle imaging

(Denker, 1998; Denker et al., 2005; Sridharan, 2001), phase diversity (Löfdahl &

Scharmer, 1994) and Multi Object Multi Frame Blind Deconvolution (MOMFBD;

van Noort et al., 2005) have been employed to further improve the image qual-

ity. The combination of AO and post processing techniques have significantly

improved the image quality (Scharmer et al., 2003b; Rimmele et al., 2003; Keller

et al., 2003; von der Lühe et al., 2003; Langhans et al., 2007; Denker et al., 2007;

Wöger et al., 2008; Miura et al., 2008) of ground based telescopes and it is not

surprising that modern telescope facilities around the world insist on having an

AO system in tandem with the back-end instruments.

A 50 cm Multi Application Solar Telescope (MAST) will soon be installed

at the lake site of the Udaipur Solar Observatory, which will be equipped with

an AO system along with several back-end instruments. In preparation to this a

prototype AO system is being designed on a 15cm Coudé telescope at the office

site. MAST is proposed to deliver sub-arcsec resolution and will be the first large

solar telescope in the Indian longitude to carry out high resolution solar observa-

tions. AO systems are not commercially available and their development offers

challenges to the experimental physicist. The Indian Institute of Astrophysics,

Bangalore, is planning to commission a 2 m NLST (National Large Solar Tele-

scope) in the Leh area within the next 5 years, which will be equipped with an

AO system.

1.4 Organization of the Thesis

The formation of a sunspot is initiated by the creation of its umbra. The umbra

is formed by the coalescence of several smaller magnetic elements/pores which

are driven towards one another (Solanki, 2003a). These individual magnetic

fragments/pores can be thought of as being part of a larger flux tube that is

rooted deep in the convection zone. This idea is analogous to several balloons
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being held together by strings. If buoyancy is strong enough to overcome the

random convective motions, then these fragments will tend to come together.

Parker (1992) proposed that attraction between vortices drives the coalescence of

individual magnetic fibrils, wherein each flux tube is surrounded by a vortex flow.

The vortices could attract one another if the inward directed aerodynamic drag

exerted by a downdraft vortex is strong enough to overcome the magnetic stresses

that tend to keep the fibrils apart. The coalescence of pores leading to sunspots

are often accompanied by the presence of light bridges (Bumba, 1965) that tend

to demarcate individual magnetic elements. The reversal of this process is also

seen during the fragmentation of a sunspot (Bumba, 1965; Garćıa de La Rosa,

1987). The formation of the penumbra commences when the average inclination

at the umbra-photosphere boundary exceeds a critical value of ≈ 35◦ which is

related to the total magnetic flux of the pore. The penumbra develops very

rapidly, with pieces of penumbra being completed within an hour (Bumba, 1965;

Leka & Skumanich, 1998; Keppens & Mart́ınez Pillet, 1996). The formation

of a sector of the penumbra is abrupt, and according to Leka & Skumanich

(1998) a newly formed penumbral segment is practically indistinguishable from

a more mature one in terms of field strengths, inclination angles and continuum

intensities. Recent high resolution observations by Schlichenmaier et al. (2010)

illustrate the sector wise formation of the penumbra which spans half the umbral

circumference within 4 hr. The formation of the rudimentary penumbra initiates

the Evershed Flow (EF), that starts in the inner or mid penumbra and returns

to the surface just outside the outer penumbral boundary.

This thesis comprises of two parts. In Part-I, I present high resolution ob-

servations and analysis of sunspot light bridges and the Evershed Flow taken

from Hinode. These structures/processes have a more direct association to the

formation and stability of a sunspot which warrant their investigation. More-

over, both phenomena are manifestations of inclined magnetic fields which would

facilitate convective transport of energy, either as field free intrusions or elon-

gated structures/rolls respectively. Part-II describes the developmental aspects

of Adaptive Optics at the Udaipur Solar Observatory which is required for high

resolution imaging and illustrates some of the experiments carried out during the

17



1.4 Organization of the Thesis

calibration of the different AO components. The chapterwise details are briefly

described below.

• Since its deployment in Nov. 2006, Hinode has been providing high resolu-

tion filtergrams in the photosphere and chromosphere as well as full Stokes

spectra for inferring the vector magnetic field. One of the motivations of this

thesis is to look for observational evidences of photospheric inhomogeneities

in sunspot light bridges (LBs) and their association to the activity in the

chromosphere. This would provide clues to as how LBs co-exist in the pres-

ence of strong fields in the photosphere and their role in heating the lower

chromosphere above sunspots. This chapter utilizes high resolution Hinode

observations of four ARs namely, NOAA AR 10953, AR 10961, AR 10963

and AR 10969 that consisted of one or more LBs. Filtergram observations in

the photosphere and chromosphere and a set of Stokes spectra mapping the

entire active region, were employed. Using photospheric images, the physi-

cal properties of the LB, as well as the transverse flow/motion of intensity

features were studied. This was complemented with chromospheric obser-

vations to detect signatures of jets/enhancements. The Stokes V spectra

was employed to construct magnetograms at different positions in the line

profile to determine magnetic and velocity inhomogeneities. These observa-

tions of all ARs together was required to investigate the association of the

photospheric structure to the overlying chromosphere and to look for simi-

larities/differences in the light bridges of all four ARs. Based on the results

of the multi-wavelength analysis, it was found that, although chromospheric

brightness enhancements appear to be a common phenomena of LBs, one of

them, NOAA AR 10953, in particular, exhibited persistent chromospheric

enhancements for nearly three days, with a complex set of strong brighten-

ings. This AR also showed strong signals in the magnetograms constructed

in the far red wing of the line profile. In comparison, the magnetogram sig-

nals at this wavelength range in the other LBs was comparatively weaker or

negligible. From these results, a more detailed analysis of the LB in NOAA

AR 10953 was carried out in the following chapter.
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• The Stokes spectra obtained from two polarimetric scans of the LB in

NOAA AR 10953 at two different instances on the same day, were in-

verted using an inversion code to infer the magnetic, thermal and dynamic

structure of the LB and its neighbourhood. These observations were com-

plemented with photospheric and chromospheric filtergrams acquired close

to the time of the scan. This chapter looks at the following aspects of

the LB. Are there signatures of field-free intrusions in the magnetic field?

What role does the vector magnetic field have to play with the observed

enhancements in the chromosphere? What causes the strong signals in the

magnetograms derived in the previous chapter? How are they related to

the chromospheric observations? How does the global magnetic structure

of the LB evolve with time? Does its evolution influence the photometric

throughput in the photosphere and chromosphere?

• Chapter 5 deals with high resolution observations of a portion of the disk

side penumbra that was repeatedly scanned in time. Using these observa-

tions, I first attempt to investigate if the penumbra is spatially resolved

by the spectropolarimeter on board Hinode. In order to verify this, the

inversion code was allowed to synthesize the observed Stokes profiles with

a single magnetic component with gradients along LOS in the physical pa-

rameters. The properties of the EF were verified with those in the literature

using a statistical distribution of the physical parameters. Having convinc-

ingly demonstrated the above aspect, a general stratification for the two

penumbral components was derived. The radial variation in the physical

parameters at different heights was used to locate the point of emergence

of the EF in the penumbra. The Evershed cloud (EC) phenomenon was

investigated and it was concluded that they have the same properties as

intraspines along which they move. The stability and persistence of the

overall penumbral geometry is illustrated by deriving a time averaged map

of the physical parameters. These were then employed to study the radial

distribution of correlations between the physical parameters and the time

averaged continuum intensity. I also discuss the reasons for differences in
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some of the results obtained with previous as well as a few Hinode observa-

tions. Some of the limitations and drawbacks in the model atmosphere are

presented and improvements to be implemented in the future are discussed.

• Chapter 6 forms Part-II of the thesis and describes the influence of atmo-

spheric turbulence on the resolution of ground based telescopes and the

importance of an Adaptive Optics (AO) system. The functionality of the

system and description of the various components are presented. My contri-

bution to the development of AO at the Udaipur Solar Observatory, involved

i) determining the intrinsic and induced aberrations in the Deformable Mir-

ror (DM), ii) using the DM to correct controlled aberrations in real time,

where the perturbations were created by a second DM and iii) estimating

the optimum Shack Hartmann wavefront sensor for the prototype system

using simulations and demonstrating the effectiveness under seeing condi-

tions prevalent at our site. Finally, photospheric observations of a sunspot

using the Adaptive Optics system will be presented, demonstrating the im-

provement in image quality and resolution.

The results obtained from high resolution observations taken by Hinode will

be summarized in the final chapter. In addition, the performance and limita-

tions of the prototype AO system will be described and possible strategies for

implementing the same on MAST will be presented. Future directions include

- carrying out a similar analysis on more chromospherically active sunspot light

bridges and using more complex magnetic atmospheres to explain the nature of

the EF and comparing it with numerical simulations. On the instrumentation

front, development of certain crucial modules for the dual Fabry Perot narrow

band filter imager, one of the back end instruments for MAST, will be undertaken

that will be briefly mentioned.
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Chapter 2

Scientific Data from Hinode and

SIR

2.1 Introduction

The last decade has witnessed a remarkable progress in space and ground based

instrumentation, thereby setting up a platform to carry out observations at high

spatial resolution. On the ground, photometric and longitudinal magnetograms

have been achieved at a resolution of ≈ 0.′′1 and ≈ 0.′′2 respectively at the 1 m

Swedish Solar Telescope (SST; Scharmer et al., 2003b), while spectropolarimetric

observations at the German Vacuum Tower Telescope (VTT; Bello González et

al., 2005) and the Dunn Solar Telescope (DST; Lites, 1996) have reached a resolu-

tion of ≈ 0.4-0.′′6. These telescopes are 70 cm and 76 cm respectively in diameter.

The Japanese Space Satellite Hinode (Kosugi et al., 2007), on the other hand can

provide a resolution of ≈ 0.2-0.′′3 for an extended duration, of the order of days,

under “seeing-free” and highly stable operating conditions. This is critical for

understanding the ever-changing photospheric and chromospheric phenomena on

the Sun. This chapter consists of two parts. In the first part, a brief overview of

the Hinode spacecraft and its instruments, namely the filtergraph and spectropo-

larimeter, are presented. The details of the instruments and optical components

have been referred from Tsuneta et al. (2008) which gives an elaborate presenta-

tion of the spacecraft, instruments and recording of scientific data. The second
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part focuses on the SIR inversion code that was used extensively in the thesis

for the determination of the magnetic, thermal and kinematic maps from the

spectropolarimetric data of Hinode.

2.2 Hinode and the Solar Optical Telescope (SOT)

Hinode, was launched on 22 September 2006 from the Uchinoura Space Center,

Japan. It has three basic payloads, a 50 cm Solar Optical Telescope (SOT),

an EUV Imaging Spectrograph (EIS) and a Soft X-Ray Telescope (XRT). The

SOT (Tsuneta et al., 2008), which is a 50 cm aperture, consists of the Optical

Telescope Assembly (OTA; Suematsu et al., 2008) and the Focal Plane Package

(FPP; Tarbell et al., 2008). The FPP comprises of three back-end instruments:

a Broad-band Filter Imager (BFI), a tunable Narrow-band Filter Imager (NFI)

and a Spectropolarimeter (SP; Lites et al., 2001; Ichimoto et al., 2008).

The schematic of the OTA and FPP is shown in Figure 2.1. The OTA consists

of the primary mirror, secondary mirror, Heat Dump Mirror (HDM), Collimator

Lens Unit (CLU), secondary Field Stop (2FS), Tip-tilt fold mirror (CTM-TM),

and the Polarization Modulator Unit (PMU). The 50 cm primary and the sec-

ondary mirrors are manufactured from ULE (Ultra Low Expansion substrate

materials) with the weight of the primary being 14 kg. Both mirrors have a pro-

tective silver coating. The distance between the primary and secondary is 1.5 m,

with the HDM placed at the prime focus of the primary, that removes sunlight

outside the 400′′ FOV into space. The central obscuration ratio is 0.344 in radius

with an effective f-ratio of 9.055 at the secondary focus. The optical tests simulat-

ing the in-orbit condition of the OTA on the ground included a temperature cycle

test, a vignetting test, a scattered light measurement, a focus test and through-

put measurement. It was demonstrated that the OTA had a Strehl ratio better

than 0.9 at 500 nm while the measured FPP Strehl ratio averaged over the field

of view is very close to or exceeds 0.9, thus meeting post-launch requirements.

The total weight of the OTA is about 103 kg, and the FPP is about 46 kg. The

CLU has a focal length of 37 cm which delivers a 3 cm exit pupil and provides a

collimated beam to the FPP. The CLU comprises of six lenses in which the first

two lenses are radiation-robust fused silica, and protect the four inner lenses that
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are more susceptible to radiation. There is an IR rejection filter placed at the

entrance of the CLU which is nearly devoid of instrumental polarization and is

also achromatic.

The PMU, which is located near the exit pupil, is a continuously rotating

waveplate that has a rotation rate of 1.6s to provide the polarization modulation.

The thermal dependence of the PMU retardation is minimized by using two

birefringent crystals, namely quartz and sapphire, whose thermal co-efficients

compensate one another. Although the retardation is wavelength-dependent, it

has been optimized for observations at 630.2 nm (with a retardation of 1.35 waves)

and 517.2 nm (1.85 waves), such that the Stokes vectors Q, U , and V have an

equally high modulation efficiency of nearly 0.5. The Stokes vector (I, Q, U , V )

represent the different states of polarization. The linear polarization signals Q

and U as well as the circular polarization signal V are converted into sinusoidal

variations of intensity by the polarizing beam splitters in the FPP. Demodulation

of the signals are done by sampling the intensity 16 times per revolution of the

PMU waveplate. The I, Q, U , and V spectra are subsequently obtained by either

adding or subtracting each sample into the four memories allotted for the four

Stokes states in the FPP.

The FPP has a reimaging lens followed by a beam splitter. The effective com-

bined focal length is 1550 cm corresponding to an f#31 beam which results in a

depth of focus of 400 μm in the FPP focal plane. On the downstream side of the

beam splitter are the broadband and narrowband filter channels, which share a

common CCD camera, the spectropolarimeter, and the correlation tracker. While

a non-polarizing beam splitter divides the light between the SP and the filter-

graph, a polarizing beam splitter in the filter channel transmits the p-polarized

light to the NFI and the s-polarized light to the BFI. The FPP electrical box

(FPP-E) has a computer for controlling the FPP and performs onboard data

processing such as Stokes demodulation. The other electrical box (FPP-PWR)

contains the power supply for the entire FPP subsystem.

The Mission Data Processor (MDP) controls FPP observations, which are

decided by the observing tables uploaded from the ground, and processes house-

keeping and science data from the FPP as well. The housekeeping data and the

image data with header information are separately sent to the MDP from the
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Figure 2.1: Optical Telescope Assembly (OTA) and Focal Plane Package (FPP)
of Hinode. Figure adapted from Tsuneta et al. 2008, Sol. Phys., 249, 167.
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SOT. The image data are compressed, if instructed to do so, combined with the

final header information, packetized, and sent to the spacecraft data recorder

through the spacecraft central Data Handling Unit (DHU).

1. The Broad band Filter Imager (BFI): The BFI produces photometric

images with broad spectral resolution in 6 bands (CN band (450.45 nm),

Ca ii H line (396.8 nm), G-band (403.5 nm) and 3 continuum bands) at

the highest spatial resolution (0.0541 arcsec/pixel) and cadence (<10 sec

typical) over the full FOV (218×109 arcsec). This allows accurate measure-

ments of the horizontal flows and temperature of the solar surface and to

identify sites of strong magnetic fields. These BFI filters have an FWMH

bandwidth of 0.3 - 0.7 nm and obtain images not subject to Doppler mo-

tion. The CCD consists of 4k×2k pixels which is also shared by the NFI.

The exposure times are typically 0.03 - 0.8 s, but longer exposure times are

also possible.

2. The Spectropolarimeter (SP): The SP is an off-axis Littrow Echelle

spectrograph that records line profiles in all Stokes parameters with high

spectral resolution (30mÅ) and a sampling of 21.5mÅ, in two magnetically

sensitive lines of Fe i at 6301.5 Å and 6302.5 Å. The SP operates in four

different modes: Normal Mapping mode, Fast mode, Dynamics mode and

Deep Magnetogram mode. Normal mapping observation produces a polari-

metric accuracy of 0.1%. The FOV along the slit for the normal mapping

and fast mode is 164′′ while in the dynamics mode it is 32′′. The spatial

sampling for the first three modes are 0.′′16, 0.′′32 and 0.′′16 respectively

while the time taken to map a 1.6′′ area are 50 s, 18 s and 18 s respectively.

The SP takes 83 min to cover a 160′′ wide area in the normal mapping mode.

In the Deep Magnetogram mode, photons may be accumulated over many

rotations of the polarization modulator, which enables high polarization ac-

curacy in very quiet regions, but at the expense of temporal resolution. For

a typical exposure time, the sensitivity of the SP is 1-5 G in the longitudinal

direction and 30-50 G in the transverse direction.

25



2.2 Hinode and the Solar Optical Telescope (SOT)

3. The Correlation Tracker (CT): The correlation tracker (CT) on board

the FPP is essential for compensating spatial fluctuations arising from the

spacecraft’s jitter, possible wobbling associated with the PMU rotation, and

slow drifts caused by opto-thermal deformation of the instrument structure.

The stabilization is necessary for obtaining crosstalk-free polarization and

magnetic maps. The CT comprises of a 50×50 pixel CCD that has a frame

rate of 580 Hz. The spatial sampling is 0.′′22/pixel. The error signal gen-

erated from the cross correlation of solar granulation is fed to a Tip-Tilt

mirror that consists of three piezo actuators manufactured by Queensgate

Instruments Ltd. The in-flight stability is an impressive 0.′′007 and the

closed loop bandwidth is 14 Hz.

A lot of effort was made to characterize and cope with the effects of mi-

crovibrations on the OTA, resulting from instrument mechanisms, satellite

gyroscopes and momentum wheels which could excite severe resonances

with the telescope structure. This could have severely limited the band-

width of the image stabilization system. The effect of microvibration was

decreased by relocating noise sources, spacecrafts gyroscopes and by minor

structural improvements.

The recorded data is compressed to 3 bits pixel−1 and 1.5 bits pixel−1 for the

filtergrams and Stokes data respectively. The spacecraft data recorder on board

Hinode has a storage capacity of ≈ 8 Gbits of which ≈ 70% is allocated to SOT,

subject to increase if required. Using a nominal 4-Mbps high-telemetry channel

in one ground station pass, ≈ 1.7 Gbits of SOT data can be downloaded. If the

number of stations scheduled in a day are 15, the SOT can acquire 25.5 Gbits

data per day, and the corresponding post-compression average data rate from the

SOT is ≈ 300 kbps. The maximum data rate during post-compression is ≈ 1.3

Mbps. The 5.6 Gbits space spacecraft recorder can be filled in 1 hour during the

burst observation mode which subsequently requires about three station passes

for complete downlink.

The Hinode data is available at a number of data retrieval sites1. Data can

1http://darts.isas.jaxa.jp/solar/hinode/query/start.do, http://sdc.uio.no/search/API,
http://sot.lmsal.com/sot-data?cmd=search-events
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Figure 2.2: Illustration of Level-0 and Level-1 G band filtergrams. The dashed
circle highlights regions in the image which are corrected in the Level-1 image
(right). Note the improvement in image contrast.

be requested via anonymous ftp in which the files are made available through a

tar container file. After decompression, the individual filtergrams/Stokes spectra,

which are written in the FITS (Flexible Image Transport System) format, have to

be processed to Level-1 data from Level-0. This processing is done using standard

algorithms and routines in the Solarsoft package1 which include correction of

CCD row readout anomalies, dark pedestal and current subtraction, flat fielding,

removal of bad pixels and application of a radiation despike. The Stokes spectra

are also corrected for instrumental polarization and thermal flexures. The header

structure is unique to each image and contains all the parameters pertaining to

the observation. These include the date and time of observation, the instrument

recording the data, exposure time, image scale, size and dimension, units of the

image axes, observing wavelength, slit position, spacecraft pointing coordinates

etc. The naming convention of the Level-1 data are ‘yyyymmdd hrmnsc.fits’ with

‘FG’ and ‘SP3D’ prefixed for filtergrams and Stokes spectra respectively. While an

individual broadband filtergram consists of a single image, the Level-1 Stokes data

1http://www.lmsal.com/solarsoft/sswdoc/index menu.html
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consists of the four individual spectra stacked one over the other, in the order of

I, Q, U and V . The difference between the Level-0 and Level-1 data is illustrated

in Figure 2.2 wherein the dashed circle highlights regions in the image which need

to be corrected in the Level-0 image (left) and are subsequently corrected in the

Level-1 image (right). The Level-1 products can be used for scientific analysis.

2.3 Stokes Inversion based on Response Func-

tions (SIR)

This section describes the SIR package and its execution for the inversion of the

Stokes spectra recorded by the spectropolarimeter on board Hinode. Detailed de-

scription, formulation and solution of the radiative transfer equation for polarized

light is beyond the scope of the thesis and the interested reader may refer del Toro

Iniesta (2003a) and Landi Degl’Innocenti & Landolfi (2004). Sections 2.3.1.1 to

2.3.3, describe very briefly the manner in which SIR operates and its execution,

using the input Stokes profiles and the user supplied initial model atmosphere.

Section 2.3.4 is important from the thesis point of view as it discusses the sig-

nificance of nodes to the application of actual spectral data and emphasizes the

need for the optimum model atmosphere.

SIR (Stokes Inversion based on Response functions) is a package that is ca-

pable of synthesis and inversion of spectral lines that are formed in the presence

of magnetic fields. The SIR code utilizes the Zeeman-induced polarization states

(I, Q, U , V ) arising from any electric dipole transition and atomic species. The

analysis of solar spectra is carried out automatically under the assumption of

LTE (Local Thermodynamic Equilibrium). When SIR is executed in the syn-

thesis mode, Stokes spectra1 emerging from any specified model atmosphere are

derived. The model atmosphere can consist of up to two different components

(either magnetized or non-magnetized). This is done by numerically solving the

radiative transfer equation (RTE) for polarized light. In the inversion mode,

SIR fits any combination of observed Stokes parameters for any arbitrary num-

ber of spectral lines. In order to achieve this, an initial (user-provided) model

1Stokes spectra or Stokes profiles implies the dependence of I, Q, U and V on wavelength.
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atmosphere is iteratively modified until the synthetic Stokes profiles match the

observed ones. This results in the thermal, dynamic and magnetic structure of the

atmosphere similar to the conditions in which the observed profiles were formed.

The inversion module of SIR utilizes the Levenberg-Marquardt (LM) nonlinear

least-squares algorithm (Press et al., 1993) for the minimization of the differences

between the observed and synthetic Stokes spectra. The LM technique converts

the nonlinear problem into a linear one, the solution of which is carried out by

means of a modified singular value decomposition (SVD) algorithm (Ruiz Cobo

& del Toro Iniesta, 1992). The success of the SIR inversion critically depends

on the Response Functions (RFs), which are the partial derivatives of the Stokes

parameters with respect to the atmospheric parameters. Thus, the synthesis

module of SIR calculates all the necessary RFs.

Westendorp Plaza et al. (1998) quantified the performance of SIR with that

of the Milne-Eddington based inversion code of Skumanich & Lites (1987) in

various numerical experiments. SIR has been successfully applied to the study of

different solar structures observed in polarized light, such as sunspots (Collados et

al., 1994; Westendorp Plaza et al., 1997), unresolved magnetic elements (Bellot

Rubio et al., 1996), to structures such as penumbrae (del Toro Iniesta et al.,

1994), solar granulation (Ruiz Cobo et al., 1996), and solar oscillations (Ruiz

Cobo et al., 1997). The model atmospheres were retrieved from the observed

Stokes spectra in the above analyzes.

2.3.1 Synthesis Module

2.3.1.1 Spectral synthesis

Spectral synthesis is carried out by solving the radiative transfer equation for

Zeeman split lines
dI(τ5)

dτ5
= K(τ5) [I(τ5)− S(τ5)] (2.1)

where τ5 represents the continuum optical depth at 5000 Å along the line of sight

(hereafter LOS), K is the total absorption matrix (a 4× 4 matrix describing the

absorption properties of the atmosphere), and S = (SI, SQ, SU , SV )
† the source

function vector. Since LTE conditions are assumed, the source function vector
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is given by S = (Bν [T ], 0, 0, 0)
†, with Bν [T ] the Planck’s function at the local

temperature T .

The physical parameters needed to compute K are specified in the model at-

mosphere, which need to be discretized in an equally spaced logarithmic scale

of the continuum optical depth at 5000 Å. At each grid point, the temperature,

electron pressure, microturbulence, magnetic field strength, azimuth and incli-

nation of the magnetic field vector, and LOS velocity are specified. The model

atmosphere is completed with a set of depth-independent parameters: macrotur-

bulent velocity, stray light contamination and filling factor (for two component

atmospheres). Magneto-optical effects leading to linear and circular birefringence

are fully considered. The continuum absorption coefficient kc is evaluated for a

given wavelength, temperature and electron pressure by taking into account con-

tributions from H, He, H−, He−, H−
2 , H

+
2 , C, Mg, and Na, as well as Rayleigh

scattering by H, H2 and He, and Thomson scattering by free electrons. Other

atomic and molecular line opacity sources, which are neglected in the present

version of SIR, can be included in a straightforward manner.

SIR assumes hydrostatic equilibrium. After each iteration step, the electron

pressures of the already perturbed model atmosphere are put into hydrostatic

equilibrium by using the equation of state of an ideal gas with variable mean

molecular weight to take into account the partial ionization of the various atomic

elements. Gas pressures are computed from temperatures and electron pressures

on the assumptions of LTE and chemical equilibrium. In this process, the partial

pressures of H, H+, H−, H2, H
+
2 and other 83 elements are determined following

the strategy outlined by Mihalas (1967). The synthesis is carried out under

the assumption that the predominant broadening mechanisms are van der Waals

broadening Γ6 and radiation broadening Γrad. Stark broadening is neglected.

Γ6 can be multiplied by a user-specified enhancement factor E that is usually

in the range 1-3. Once K and S have been calculated, SIR solves the RTE

by means of a Hermitian algorithm (Bellot Rubio et al., 1998). The Hermitian

algorithm is based on the Taylor expansion of the Stokes vector to fourth order

in optical depth. It provides an approximation to the evolution operator (see

Section 2.3.1.2) at no extra cost, which is crucial for the calculation of response

functions. The main advantages of the Hermitian method are accuracy and speed.
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The various steps through which SIR calculates simulated Stokes spectra are:

1. The files containing the model atmosphere and the atomic parameters of

the lines to be synthesized are read.

2. The RTE is integrated numerically for the wavelengths specified in a wave-

length grid file. If the atmosphere consists of two different components,

the Stokes spectra emerging from each component, I1(λ) and I2(λ), are

computed individually and then mixed according to their filling factors f1

and f2, with f1 + f2 = 1. In this case, the emergent Stokes spectrum is

I = f1 I1 + f2 I2 (2.2)

3. The same height-independent macroturbulent velocity vmac is assumed for

all spectral lines. The effect of the macroturbulence is simulated by con-

volving I with a gaussian

M(λ− λ0, vmac) =
1√
2π σ

e−
(λ−λ0)

2

2σ2 (2.3)

where σ ≡ λ0vmac/c, λ0 is the central wavelength of the transition and c

is the speed of light. Additionally, the macroturbulent-broadened profiles

(I∗ = I ∗M) may be convolved with the PSF of the spectrograph if it is

available.

4. The last step in simulating the observed profiles Iobs is to add a user-

provided stray light spectrum Istr that contributes a fraction α to Iobs:

Iobs = (1− α) I∗ + αIstr (2.4)

2.3.1.2 Response functions

Response functions (RFs) to the various atmospheric parameters x(τ), Rx(λ, τ),

are calculated at every optical depth and wavelength according to the formula

Rx(τ) = O(0, τ)

{
K(τ)

∂S(τ)

∂x
− ∂K(τ)

∂x
[I(τ)− S(τ)]

}
(2.5)
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where O(0, τ) represents the evolution operator from τ to the surface. By defini-

tion, the modification of the emergent Stokes spectrum δI(λ) after perturbations

δx(τ) of the atmospheric parameter x at optical depth τ is given by

δI(λ) =

∫ ∞

0

Rx(λ, τ) δx(τ) dτ (2.6)

If a nonzero macroturbulence is used to synthesize the emergent Stokes spec-

trum, all the RFs have to be convolved with M as well. The same applies if the

spectrograph profile is taken into account.

2.3.2 The inversion module

The inversion of Stokes profiles proceeds by minimizing a merit function which is

the sum of the squared differences between observed and synthetic data weighted

by the uncertainties of the observations and by some factors w2
ki. The merit

function is defined as

χ2 ≡ 1

ν

4∑
k=1

M∑
i=1

[
Iobsk (λi)− Isynk (λi)

]2 w2
ki

σ2
ki

, (2.7)

where index k = 1, . . . , 4 samples the 4-component vectors containing the ob-

served (obs) and synthetic (syn) Stokes profiles, i = 1, . . . ,M sample the wave-

lengths at which the spectrum has been measured, ν is the number of degrees

of freedom (i.e., the number of observables minus the number of parameters to

be inverted) and σki are the uncertainties of the observations. SIR automatically

adjusts the factors w2
ki so as to give the same relative weight to the Stokes param-

eters of different spectral lines, independently of their amplitudes. The user may

specify that more weight is to be assigned to a particular Stokes parameter. For

example, more weight could be desired for Stokes V when analyzing magnetic

regions. By default, SIR assumes that the uncertainties σki are all equal to a

constant value σ given by the signal-to-noise ratio of the observations. When

SIR finds values smaller than −1.0 for any of the Stokes parameters, the corre-

sponding σki are set to 1015, the consequence being that such data points are not

taken into account in the fit.

The minimization of Eq. (2.7) is carried out iteratively by modifying an initial

user-provided model atmosphere. This process yields the perturbations of the
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Figure 2.3: Schematic explanation of how the nodes are chosen. The particular
case of temperature (T ) is considered. The atmosphere is discretized in the loga-
rithmically evenly spaced grid shown in the x–axis, the step size being Δlogτ = 0.5
in this particular example. The optical depths at which perturbations of the tem-
perature will be sought are determined by the number of nodes selected. If the
user specifies two nodes, perturbations of T at log τ = −5.0 and log τ = 2.0 will be
found. With three nodes, perturbations will be found at log τ = −5.0, log τ = −1.5
and log τ = 2.0. The same scheme applies with a larger number of nodes. Five
nodes cannot be used here because there are no sufficient spatial points in the grid
to produce an even distribution of the nodes through the whole atmosphere.
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guess atmosphere required for the synthetic spectrum to match the observed one.

However, the minimization of χ2 is complex because Isyn depends nonlinearly on

the various atmospheric parameters. To handle this problem, SIR implements

a Levenberg-Marquardt algorithm (Press et al., 1993). LM makes use of the

derivatives of χ2 with respect to the model parameters. It turns out that these

derivatives can be expressed in terms of RFs (Ruiz Cobo & del Toro Iniesta,

1992), which explains the relevance of the RFs for the inversion.

In order to reduce the number of free parameters, the perturbations of the

depth-dependent physical quantities characterizing the initial guess model atmo-

sphere are calculated only for a few grid points (called nodes) of the spatial grid

in which the atmosphere is discretized. For each physical quantity (e.g., tempera-

ture, LOS velocity, etc), the atmosphere is represented by a different set of nodes.

The perturbations of the various parameters in all the remaining grid points are

approximated by linear or cubic-spline interpolation of the perturbations at the

nodes.

Figure 2.3 explains in more detail the concept of nodes introduced by SIR.

Once the number of nodes has been specified for a given physical quantity, the

code locates the optical depths at which perturbations will be sought. If only one

node is allowed, the perturbation suggested by LM is added to the values of the

physical quantity under consideration at all heights (i.e., its depth stratification

is modified by a constant perturbation). With two nodes, the perturbations at

the nodes are interpolated linearly to the whole atmosphere. With three nodes,

either linear or parabolic interpolation is used. With four or more nodes, linear

or cubic-spline interpolation is applied.

SIR allows the user to specify the number of nodes for each physical quantity.

The number of free parameters equals the sum of the number of nodes adopted

for the various physical quantities. The set of iterations carried out without

modifying the number of nodes is called a cycle. Usually, SIR needs two or three

cycles to arrive at the final solution. In each iteration cycle, the number of free

parameters is normally increased to permit more flexibility to the solution.
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2.3.2.1 Error estimation

For the computation of errors in the retrieved parameters a simple physical argu-

ment is followed. According to Eq. (2.7), the weighted squared difference between

the observed and synthetic spectra can be written as

∑
i,k

δI2ki
w2

ki

σ2
i

= νχ2, (2.8)

with δIki ≡ Iobsk (λi) − Isynk (λi). It is assumed that m model parameters are to

be inverted, each one being responsible of a fractional part 1/m of the observed

differences δI2ki. With these hypotheses one can find a set of perturbations δx(τ)

to the original parameters that minimize χ2. Using the definition of the RFs (see

Eq. 2.6) one gets
δIki√
m

= Rx,k(λi, τ)δx(τ)Δτ, (2.9)

and so

σ2
x(τ) ≡ [δx(τ)]2 =

νχ2

m(Δτ)2
∑

i,k R
2
x,k(λi, τ) w

2
ki/σ

2
i

. (2.10)

It is implicitly assumed that all model parameters are independent, so changes

in a given parameter do not influence the remaining ones. As it might have been

expected, uncertainties σx(τ) are proportional to the inverse of the RF to changes

in x(τ). Therefore, parameters that have little influence on the emergent Stokes

spectrum show the largest uncertainties. This is the case for most parameters

outside the region where the spectral lines are formed.

2.3.3 Executing SIR

The SIR distribution is available freely on the internet1 as a container file called

‘sir.tar’ which consists of the following directories.

• default. This subdirectory keeps default files.

• idl. Several IDL procedures for visualizing model atmospheres and Stokes

profiles. There are also some utilities for extracting observed profiles from

the IDL FTS spectral atlas.

1http://www.iaa.es/hinode europe/index.php/gb/inversion codes
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• manual. This subdirectory contains the user manual.

• models. Some standard model atmospheres which may be of use in real

inversions are provided in this folder. A number of utilities for modifying

these models or others are provided as well.

• program. This subdirectory keeps the source programs and the macros

needed to compile SIR.

• test. This subdirectory contains a particular inversion intended to test the

degree of success of the installation.

Once all the routines have been compiled, the ‘sir.f’ main program has to be

linked to the SIR library. This results in the ‘sir.x’ executable file which is now

ready to be used for inversions. The user input to SIR is through the ‘sir.trol’

file which is the control file, an example of which is shown in Table 2.1. I now

proceed to elaborate some of the important fields in the control file.

• Number of cycles. This parameter indicates the number of iteration cy-

cles to be carried out. In the above example, SIR performs three cycles.

For synthesis of Stokes spectra (without inversion), the number of cycles

should be set to zero.

• Observed profiles. This is the name of the file containing the observed

profiles (in inversion mode) or the name of the file where the synthesized

profiles will be stored (in synthesis mode). The files are suffixed with ‘.per’

and must consist of 6 columns while the number of rows depends on the

wavelength points for each spectral line. In the case of the Hinode SP data,

the number of rows are 112. The first column consists of the spectral line

index that is present in the LINEAS file (see below). The second column is

the relative wavelength with respect to the laboratory rest wavelength i.e.

(λ − λ0). Columns 3 to 6 are the I, Q, U and V spectral points at each

wavelength position. These must necessarily be normalized to the quiet Sun

continuum intensity, since the thermal structure of the model atmosphere

is inferred from this.
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Table 2.1: Example of a SIR control file

Number of cycles (*):3 ! (0=synthesis)
Observed profiles (*):profiles.per
Stray light file :stray.per ! (none=no stray light contam)
PSF file :psf.dat ! (none=no convolution with PSF)
Wavelength grid file (s):grid.grid ! (none=automatic selection)
Atomic parameter file :LINEAS ! (none=DEFAULT LINES file)
Abundance file :THEVENIN ! (none=DEFAULT ABUNDANCES file)
Initial guess model 1 (*):guess1.mod
Initial guess model 2 :guess2.mod
Weight for Stokes I :1 ! (DEFAULT=1; 0=not inverted)
Weight for Stokes Q :1 ! (DEFAULT=1; 0=not inverted)
Weight for Stokes U :1 ! (DEFAULT=1; 0=not inverted)
Weight for Stokes V :10 ! (DEFAULT=1; 0=not inverted)
AUTO SELECT. OF NODES? : ! (DEFAULT=0=no; 1=yes)
Nodes for temperature 1 :1,5,10,12
Nodes for electr. press. 1 :
Nodes for microturb. 1 :0,1
Nodes for magnetic field 1 :1
Nodes for LOS velocity 1 :
Nodes for gamma 1 :
Nodes for phi 1 :
Invert macroturbulence 1? :1 ! (0 or blank=no, 1=yes)
Nodes for temperature 2 :
Nodes for electr. press. 2 :
Nodes for microturb. 2 :
Nodes for magnetic field 2 :
Nodes for LOS velocity 2 :
Nodes for gamma 2 :
Nodes for phi 2 :
Invert macroturbulence 2? : ! (0 or blank=no, 1=yes)
Invert filling factor? : ! (0 or blank=no, 1=yes)
Invert stray light factor? :1 ! (0 or blank=no, 1=yes)
mu=cos (theta) : ! (DEFAULT: mu=1.)
Estimated S/N for I :200 ! (DEFAULT: 1000)
Continuum contrast : ! (DEFAULT: not used)
Tolerance for SVD : ! (DEFAULT value: 1e-4)
Initial diagonal element : ! (DEFAULT value: 1.e-3)
Splines/Linear Interpolation : ! (0 or blank=splines, 1=linear)
Gas pressure at surface 1 : ! (0 or blank=Pe boundary cond.)
Gas pressure at surface 2 : ! (0 or blank=Pe boundary cond.)
Magnetic pressure term? : ! (0 or blank=no, 1=yes)
NLTE Departures filename : ! blank= LTE (Ej. depart 6494.dat’)
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Table 2.2: Illustration of the LINEAS file.

Line=Ion Wavelength E Exc.Pot log(gf) Transition α σ

1=FE 1 6301.5012 1.0 3.654 -0.75 5P 2.0- 5D 2.0 0.243 2.3520e-14
2=FE 1 6302.4936 1.0 3.686 -1.236 5P 1.0- 5D 0.0 0.240 2.3976e-14
3=FE 1 5576.0888 1.0 3.428 -0.910 7D 1.0- 7D 0.0 0.232 2.3912e-14

• Stray light file. Name of the file containing the stray light intensity

profile (Istr). If no name is specified, the synthetic profiles will be computed

with α = 0 (i.e., no stray light contamination). The wavelengths of the stray

light profile must coincide with those in the observed profiles, otherwise an

error message will be issued and the program will abort. This file too must

be suffixed with ‘.per’.

• PSF file. Name of the file containing the spectrograph profile. If no name

is specified, the synthetic profiles are not convolved with the PSF of the

spectrograph.

• Wavelength grid file. Compulsory in synthesis mode, optional other-

wise. This is the name of the file specifying the wavelengths at which the

profiles are known. In inversion mode, the wavelengths can be read from

the profiles themselves, so there is no need to specify any wavelength grid.

This file is of particular importance in the synthesis mode, while deriving

the convective blue shift in the photosphere.

• Atomic parameter file. Name of the file containing the atomic data for

the spectral lines considered. If no name is specified, SIR will look for the

default LINES file in the ∼/sir/default/ directory. The LINEAS file con-

tains the atomic parameters of the transitions to be considered (Table 2.2).

Valid atomic parameter files have eight columns as follows:

The first column gives the index with which the line is identified in the

profile and the wavelength grid files. The index is separated by a = sign

from the atomic symbol of the element. The ionization stage is specified by

a number: 1 means neutral atom, and 2 singly ionized atom. At present,

SIR can handle only the two first ionization stages.
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The second column specifies the (laboratory) central wavelength of the tran-

sition (in Å). The third column gives the enhancement factor to the van

der Waals coefficient Γ6. The fourth and fifth columns give the excitation

potential of the lower level (in eV) and the logarithm of the multiplicity of

the level times the oscillator strength, respectively. The sixth column spec-

ifies the atomic transition. The transition is used only if magnetic fields are

present, since it determines the number and strength of the various Zeeman

components, but it is always necessary to avoid error messages. In the ab-

sence of magnetic fields, one need not know the exact transition to be able

to synthesize or invert the corresponding intensity spectrum. Finally, the

last two columns specify the collisional broadening parameters α and σ σ

is expressed in cm2.

• Abundance file. Name of the file containing the abundances Ax of the

various chemical species in the solar atmosphere and is defined as Ax =

12 + log [x]/[H ]. If no name is specified, the default ABUNDANCES file in

the ∼/sir/default directory will be used. The THEVENIN abundance

file (Thévenin, 1989) is normally used. Valid abundance files have two

columns. The first one indicates the atomic number and the second, the

abundance in logarithmic scale already mentioned.

• Initial guess model 1. Compulsory. This is the name of the model at-

mosphere to be used for synthesis (if in synthesis mode) or the name of

the initial guess model (if in inversion mode). In the example, the starting

model is called guess1.mod. The improved model resulting from the first

iteration cycle will be called guess1 1.mod, and will be read as the initial

guess model for the second iteration cycle. After this new cycle, the im-

proved model is guess1 2.mod, and so on. An inversion run may be started

with an initial guess model called model 4.mod, for instance. In this case,

SIR will take care of updating the subindex whenever an iteration cycle has

finished. Thus, the improved model resulting from the first cycle will be

called model 5.mod.

Valid model atmosphere files have a first line with three numbers written

in free format. These numbers indicate the macroturbulent velocity (in
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km s−1), the filling factor (ranging from 0 to 1), and the stray light con-

tamination (in percent), respectively.

After the first row, nτ lines follow. There are eleven columns providing

the logarithm of the line-of-sight continuum optical depth at 5000 Å, the

temperature (in K), the electron pressure (in dyn cm−2), the microturbulent

velocity (in cm s−1), the magnetic field strength (in G), the line-of-sight

velocity (in cm s−1), the inclination and azimuth of the magnetic field vector

(in deg), the geometrical height (in cm), the gas density (in g cm−1), and the

gas pressure (in dyn cm−2), respectively. The inclination γ of the magnetic

field vector is measured with respect to the line of sight, and ranges from

0 to 180 degrees (these values corresponding to longitudinal fields pointing

to and away from the observer, respectively). Negative inclinations should

be avoided. The azimuth ψ is reckoned from the direction where Q is

maximum and U = 0 (which is defined by the polarimeter), and increases

counterclockwise as seen by the observer. The azimuth varies between 0

and 360 degrees.

The model atmospheres must run from larger to smaller optical depths,

otherwise an error message will be issued. If two components are used,

the optical depths of the two models must coincide. In this case, it is also

necessary that the sum of the two filling factors provided in the first line of

the files be equal to unity. If not, SIR will adopt the filling factor of the first

component (f1) to calculate the corresponding filling factor of the second

component as f2 = 1− f1.

In inversion mode, the optical depths must be equally spaced, since the

nodes are evenly distributed through the whole atmosphere. When con-

structing a given model atmosphere, it is important to make sure that the

number of depth points, nτ , permits the selection of a wide set of nodes.

This is possible if nτ − 1 has a large number of divisors. Adequate values

of nτ are, for example, 13, 25, 37 and 49.

For an accurate integration of the radiative transfer equation, spacings of

the order of 0.1 in the logarithm of the optical depth are recommended.

Spacings larger than 0.5 may lead to inaccurate integrations. Spacings
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smaller than, say, 0.05 does not imply greater precision but increase the

computation time. Typically, the depth grid should extend from 1.0 to

−4.0 for photospheric lines and from 1.0 to −6.0 for chromospheric lines.

• Initial guess model 2. Same as above, but only if a two-component

model atmosphere is being used. The name of the initial guess model for

the second component does not need to coincide with that of the first com-

ponent. Thus, for instance, one might start the inversion with an initial

second component called model2 7.mod. The number of depth points in

model 2 must coincide with that in model 1. Otherwise, the program is

aborted.

• Weights for Stokes I, Q, U and V. These parameters indicate the rel-

ative weight of Stokes I, Q, U and V in the χ2 merit function. In the

example of Table 2.1, Stokes V is given ten times more weight than Stokes

I, Q and U . If no weight is specified, a default weight equal to unity will

be assigned. Zero weights imply that the corresponding Stokes parameters

will not be inverted.

• AUTO SELECT. OF NODES? If this parameter is set to zero (the default), the

user must specify by hand the number of nodes to be used for each physical

quantity in all the iteration cycles. If this parameter is set to one, then

a simple pattern for the automatic selection of nodes is adopted. Such a

pattern takes advantage of the fact that the Stokes profiles are most sensitive

to temperature, while the other physical quantities are less important to first

order. Then, the temperature is given more flexibility (i.e., more nodes)

right from the very beginning. To this end, the divisors of nτ − 1 (where

nτ is the number of grid points in the discretized atmospheres) are found.

Let d(i) denote the ith divisor (from the smallest to the largest one).

The automatic sequence of nodes for temperature would be: d(3), d(4),

d(5), and so on. Thus, for the jth cycle, the number of nodes assigned to

temperature would be d(j + 2). For the other depth-dependent physical

quantities, the number of nodes assigned at jth cycle is d(j).
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Even if automatic selection of nodes is in effect, the user can decide which

parameters are to be determined. For instance, if the temperature of model

1 is to be improved right from the first cycle, while the temperature of the

second component is desired to improve only after the first cycle, then with

the automatic selection of nodes the user should write 1 in the field Nodes

for temperature 1, and 0,1 (or 0,3, for example) in the field Nodes for

temperature 2. The zero in the second field instructs SIR not to invert

the temperature of model 2 in the first cycle. The numbers one or three

indicates that the temperature of the second component will be modified

already in the second cycle (with the number of nodes being determined

automatically).

• Nodes for the various atmospheric parameters in models 1 and 2.

The following eighteen fields specify the number of nodes to be used in each

iteration cycle (only if manual selection of nodes has been chosen). Consider

the following example from the control file in Table 2.1:

Nodes for temperature 1 : 1,5,10,12

Nodes for electron pressure 1 :

Nodes for microturbulence 1 : 0,1

Nodes for magnetic field 1 : 1

In the first cycle, temperature will be given one node, microturbulence zero

nodes, and magnetic field one node. In the second cycle, temperature is

given 5 nodes, microturbulence 1 node and magnetic field 1 node. In the

last cycle (the third one), ten nodes will be used for temperature and one

for microturbulence and magnetic field, respectively. The electron pres-

sure must never be inverted, since there is no sufficient information in the

profiles to estimate it reliably.

Some physical parameters are considered to be height-independent, so that

they can be given only zero or one node. These include macroturbulence,

filling factor and stray light factor.
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2.3.4 User Intervention

Once the observed profiles and initial guess files are ready, SIR can proceed to

derive the model atmosphere. The most crucial aspect of human intervention in

the execution of SIR comes in the choice of nodes for the physical parameters.

While the retrieved model atmosphere should produce synthetic profiles that

resemble the observed ones, the number of degrees of freedom must always be

kept to a minimum. This implies that the user must have an idea of the type

of magnetic and thermal structure from where the profiles emanate prior to the

inversion. The inversion procedure does not intend to find a new model, rather

it tries to find the proper values for the free parameters of a given model (Ruiz

Cobo, 2007). To illustrate this, I invert 2 sets of profiles, one in the sunspot

umbra and the other in the penumbra. For the first profile, I assume that all

the physical parameters remain constant with height, except temperature which

I provide with 2 nodes. Figure 2.4 shows a satisfactory fit between the observed

and inverted profile with a χ2 of 3.16 resulting from the inversion. The depth-

independent parameters are shown along with their 1σ error bars in Figure 2.5.

Note the complete splitting of the Fe 6302.5Å line into the two σ components as

well as the unshifted π component which is an indication of strong fields that are

marginally inclined. This is also why the linear polarization signals Q and U are

much weaker, measuring less than 1.5 %.

In the case of the penumbral profile, two separate sets of inversion are carried

out. In the first, I allow 5 nodes for Temperature and 3 nodes for the magnetic

field strength as well as LOS velocity. Inclination and azimuth are provided 2

nodes each. The second inversion is similar to that of the umbral profile, with 1

node for all parameters except temperature. The comparison of the two inver-

sions is depicted in Figure 2.6. I would like to draw your attention to a few subtle

characteristics in the profiles. The blue wings of the two lines in the I profile ap-

pear a little extended in comparison to the red wing. There is a slight asymmetry

in the amplitude of two lobes in the Q as well as U profile. In addition, the blue

lobe of the V profile is remarkably different from the red lobe which was not seen

in the case of the umbral profile. The two sets of inversion, shown side-by-side in
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2.3 Stokes Inversion based on Response Functions (SIR)

Figure 2.4: Observed (black) and inverted (red) Stokes profiles for an umbral
pixel.

Figure 2.5: Stratification of the physical parameters based on a single node SIR
inversion of the umbral pixel.
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2.3 Stokes Inversion based on Response Functions (SIR)

Figure 2.6: Observed (black) and inverted (red) Stokes profiles for a penumbral
pixel using two different model atmospheres. The left column illustrates inversions
in which gradients are present in the model atmosphere, while the right column is
based on a homogeneous atmosphere similar to the umbral pixel in Figure 2.4. The
Merit Function χ2 retrieved from the two inversions are 4.5 and 9.8 respectively.
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2.3 Stokes Inversion based on Response Functions (SIR)

Figure 2.7: Stratification of the physical parameters for the model atmosphere
with (black) and without gradients (red). The error bars correspond to ±1σ.

Figure 2.6, demonstrate the differences resulting from the different model atmo-

spheres. While the presence of gradients arising from a larger number of nodes is

able to reproduce the asymmetries, the single node inversions do not, because of

the restriction imposed on the model atmosphere. For a majority of structures

in the solar atmosphere, the concept of a homogeneous model atmosphere is only

an approximation. This is also seen from the stratification derived by SIR in the

two cases and is shown in Figure 2.7. While the field strength, inclination and

azimuth do not vary by a large amount along optical depth, the LOS velocity

shows downflows of the order of 1 km s−1 in the deep layers and subsequently

decreases with height with weak upflows in the higher layers. The LOS velocity

derived from the second inversion does not reflect this trend and appears to be

an average value of the actual stratification observed in the range of log τ=-1.0

to -1.5 in optical depth, which roughly coincides with the formation height of the

Fe lines.

Of particular importance is the Milne-Eddington (ME) approximation. This

approximation assumes a model atmosphere in which the physical parameters re-

main constant with height while the Source function changes linearly with optical
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2.3 Stokes Inversion based on Response Functions (SIR)

depth. The solution of the RTE in a ME atmosphere is also called the Unno-

Rachkovsky (Unno, 1956; Rachkovsky, 1967) solution and is very useful because

of its analytical character. The total absorption matrix K can be written as a

function of 9 parameters namely, the line-to-continuum absorption coefficient, η0,

the Doppler width, ΔλD, the damping constant, a, magnetic field strength, B,

field inclination, γ, field azimuth, φ, LOS velocity, vLOS, and two parameters that

describe the Source function S0 and S1. There are a number of inversion codes

(ICs) that are based on the ME approximation - HELIX (HElium Line Informa-

tion eXtractor; Lagg et al., 2004), MELANIE (Milne Eddington Line Analysis

using a Numerical Inversion Engine; Socas Navarro, 2001) and MILOS (MILne-

Eddington inversion of the pOlarized Spectra; Orozco Suárez & del Toro Iniesta,

2007).

ME inversion codes are very fast and are robust, in the sense that the results

are user independent. Besides, LTE approximation or Hydrostatic Equilibrium

are not needed, thus ME ICs can be even applied when the knowledge of the

atmospheric structure or about the physics involved in the line formation is poor.

However, it is important to notice that the Milne-Eddington approximation is

reliable as long as no net circular polarization (Chapters 4 and 5) is observed,

since this is an indicator that no gradients along the line of sight are present

(condition for the absorption matrix to be constant along the ray path). Another

important point is that the Milne-Eddington approximation neglects much of the

thermodynamics of the atmosphere: first assuming that the level populations

and continuum opacity are such that η0 is constant, and constraining the real

temperature stratification of the atmosphere assuming that the source function

changes linearly with optical depth. While single node SIR inversions, such as

that of the umbral profile, are similar to a ME inversion, they are not the same.

In the general case, the RTE has to be solved numerically because the absorp-

tion matrix is no longer constant. The line absorption coefficient is calculated by

means of the Boltzmann equation. This has to be done for each atmospheric layer

since the temperature changes continuously from the τc = 1 level (not necessarily

following a linear trend). In addition, the damping parameter changes with depth

in the atmosphere. This is produced by changes in the temperature itself and

by changes in the collisional damping, which depends on the density (or partial
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2.3 Stokes Inversion based on Response Functions (SIR)

pressures) of neutral species such as hydrogen and helium1. The above arguments

suggest that ME inversions should be used as a first order tool to derive the over-

all magnetic and kinematic structure and then use it to probe interesting/exotic

regions with complex model atmospheres. This approach has been extensively

followed in the thesis and will be elaborated in the succeeding chapters.

1In the photosphere of the sun and of cool stars the main contribution to the collisional
broadening are neutral species. Other contributions, such as linear or quadratic Stark effect
can be neglected
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Chapter 3

Photospheric and Chromospheric
Observations of Sunspot Light
Bridges

3.1 Introduction

Light bridges (LBs) are conspicuous bright intrusions in the dark umbral core of

sunspot umbra and are often seen during the evolution of sunspots. This would

suggest that the processes responsible for the formation of LBs are linked to

the structure of sunspots. Korobova (1966) classified LBs that differed in struc-

ture, localization with respect to height, and temperature range and on the basis

of this, identified three classes: i) photospheric LBs, which are associated with

sunspot fragmentation, ii) facular LBs, in which facular structures penetrate the

umbra, and iii) arch bridges, which are projections of prominences near sunspots.

Light bridges could also be classified as “photospheric,” “penumbral,” and “um-

bral” according to Muller (1979) and he concluded that their morphology is the

same as photospheric structures. Light bridges are usually seen along “fissures”

where a sunspot forms or decays (Garćıa de La Rosa, 1987). High-resolution

observations also show LBs breaking into a string of umbral dots, indicating a

similar formation mechanism between the two phenomena. Sobotka (1989) de-

rived a semiempirical model from spectroscopic observations of LBs and found

that the temperature of LBs was lower than the penumbra as well as bright

umbral dots. Spruit & Scharmer (2006) proposed that LBs are essentially “field-
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3.1 Introduction

free” intrusions of plasma in a “spaghetti” of magnetic flux tubes (Parker, 1979;

Choudhuri, 1986) similar to umbral dots, wherein the intrusion is elevated above

the continuum τ = 1 line. On the other hand Rimmele (2004) observed small-

scale convection patterns in a light bridge using adaptive optics corrected images

at the Dunn Solar Telescope. Magnetic field measurements of LBs reveal more

reduced, inclined magnetic fields (Rüedi et al., 1995; Leka, 1997; Jurčák et al.,

2006). Schleicher et al. (2003) reported a slight blue shift in LBs, which are in-

terrupted by short events characterized by strong blue or red shifts from line-of-

sight velocity measurements while proper motions of upto 1.5 km s−1 have been

reported in a granular light bridge in a large solar pore (Hirzberger et al., 2002).

The existence of a central dark channel in light bridges has been reported by

Sobotka et al. (1994); Hirzberger et al. (2002), and Berger & Berdyugina (2003).

Using high-resolution images from the Swedish 1-m Solar Telescope, Lites et al.

(2004) estimated the height of the central dark channel to be in the range 200 -

450 km.

Berger & Berdyugina (2003) studied the dynamics of LBs and observed en-

hanced brightening along the light bridge, which they attribute to the stressed

magnetic configuration overlying the light bridge. Observations of LOS magne-

tograms by Bharti et al. (2007a) revealed the presence of an opposite polarity in a

light bridge, which they speculate to be a driver for low-altitude reconnection and

subsequently serve as a mechanism for heating the overlying chromosphere. Re-

cently, Katsukawa et al. (2007a) studied the formation process of a light bridge

using the spectropolarimeter onboard Hinode. Their observations clearly show

bright umbral dots and penumbral filaments gradually penetrating the umbra

as deep as 4 Mm resulting in a LB. In this chapter I attempt to address the

following issues. How do the photospheric properties and dynamics of various

LBs compare with one another? Is the chromospheric activity in sunspot LBs

a common phenomena? What are the general conditions, and in particular the

photospheric counterparts, that could be responsible for the observed activity?

For the above analysis, photospheric and chromospheric filtergrams were utilized

to study the properties of four sunspot LBs that were observed by Hinode (Ko-

sugi et al., 2007) in 2007. In addition, magnetograms were constructed from

spectropolarimetric observations of the above candidates to look for small-scale
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3.2 Data

velocity inhomogeneities. The rest of the chapter is organized as follows. The

details of the observations are presented in Section 3.2. Standard data processing

steps and the determination of some general properties of the LBs are described

in Section 3.3 and 3.4 respectively. The long term as well as irregular horizontal

flows of intensity features are determined in Section 3.5 using two different optical

flow algorithms. Section 3.6 depicts the chromosphere above the respective LBs

while the presence of small-scale velocity inhomogeneities, determined from line-

wing magnetograms, is described in Section 3.7. The results from the analysis

are summarized in Section 3.8.

3.2 Data

G-band filtergrams were obtained for NOAA ARs 10953, 10961, 10963 and 10979

from the BFI (Broadband Filter Imager), of the 50-cm Solar Optical Telescope

(SOT; Tsuneta et al., 2008) onboard Hinode. These observations were made on

May 1, June 29, July 12 and August 23, 2007 respectively. The duration of

the filtergrams were 45 min, 88 min, 46 min and 69 min respectively. Ca ii H

filtergrams with a sampling of 0.′′1 and a cadence of ≈ 5 min for the entire day

were also utilized. The data from the archives were Level 0 products and were

processed to Level 1 by standard routines written in IDL. This included dark

correction, flat-fielding, and removal of bad pixels. In addition to the filtergrams,

the spectropolarimeter (SP) of the SOT provided full Stokes spectra of the Fe i

line pair at 630 nm for all four active regions. The spectra have a sampling of

21.5 mÅ . The spatial sampling along the slit for AR 10953 was 0.′′16 while for

the others it was 0.′′32. These observations were also corrected for dark current,

flat field, thermal flexures, and instrumental polarization using routines included

in the Solar-Soft package. The observations are summarized in Table 3.1.

3.3 Data Processing

Figure 3.1 shows the four sunspots comprising of one or more LBs. As the

sunspots are located at different positions on the solar disk, the images will ex-

hibit an overall intensity gradient which is referred to as limb darkening. This
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3.3 Data Processing

Figure 3.1: The four sunspots observed in the G band, containing one or more
LBs. The white arrow points to disk centre.
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3.3 Data Processing

phenomena arises due to the fact that radiation has to pass through larger layers

of the stellar atmosphere due to the oblique viewing angle near the limb (Milne,

1921; Böhm-Vitense, 1997). In addition to limb darkening, geometric foreshort-

ening renders a projected image of the sunspots which is seen when a sunspot

traverses the solar disk from the East to West. Both these effects are first removed

from the G band filtergrams before making any quantitative estimates of the LB

and sunspot properties. I adopted the procedure described by Tan et al. (2009)

for the removal of limb darkening. First a calibration line (CL) had to be chosen

for each filtergram. This CL, that runs along the horizontal direction or the x-

axis of the image, should sample only pure granulation. However, magnetic fields

on small scales are present everywhere on the Sun and this is seen as internetwork

fields or bright points in the G band which is a temperature sensitive molecular

band. Thus, along with the granular intensity fluctuations there will be a number

of pixels that have an enhanced intensity arising from the G band bright points

or faculae. From the entire image, the CL was chosen for which the rms intensity

along it was a minimum. Before computing the rms intensity the mean was sub-

tracted from the overall intensity. The intensity profile from the resulting CL was

then plotted as function of μ, where μ = cosΘ (Θ is the heliocentric angle), as

shown in the top panel of Figure 3.2 for the sunspot in NOAA AR 10969 observed

by Hinode on August 23, 2007. A polynomial fit was then carried out to the in-

tensity along the CL using the variable μ. Tan et al. (2009) used a fifth-degree

polynomial, whereas I found that the degree had to be changed for the four set

of sunspots, because of their relative heliocentric positions. Thus, degrees of 1,

2, 2 and 4 were utilized for the four sunspots respectively which resulted in a

successful fit. The resulting intensity was then determined by subtracting the

computed intensity as function of μ from the original image. A bias value was

then added so that the intensities in the resulting image were positive, as well as

close to the observed intensity. The removal of limb darkening is illustrated in

the bottom panel of Figure 3.2.

After correcting for the limb darkening, the images were deprojected to com-

pensate the foreshortening effect. Using the standard keywords in the FITS

header list that is present in each filtergram, the values ρ and θ were computed

for each pixel. These variables correspond to the location of the pixel on the Solar
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3.3 Data Processing

Figure 3.2: Top panel: Observed intensity from the calibration line for sunspot
in NOAA AR 10969. The solid line is the fourth-degree polynomial fit to the
intensity. Bottom panel: Resulting intensity after correcting for limb darkening
and the best fit.
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3.3 Data Processing

Figure 3.3: Left: Sunspot in NOAA AR 10961 on June 29, 2007. Right:
Deprojected image of sunspot.

disk, where ρ is the radial distance and θ is the angle measured from the solar

north to the line joining the sunspot to disc centre, in the counterclockwise direc-

tion. Using the heliographic latitutde (B0), longitude (L0) and position angle (P )

from the Almanac, the values B and L were determined. The transformation from

the image coordinates to the heliographic coordinates was carried out using Eqn.

2 of Gary & Hagyard (1990). Since this transformation will not result in spatial

locations that are integral values, the gaps in the resulting image were filled by

carrying out an interpolation based on a weighted average (Shepard, 1968). The

weighting is a function of the distances of the neighbouring data points to the

point where the intensity has to be determined. After trial and error, a search

grid of 2×2 pixels centered on the data point was chosen. Figure 3.3 illustrates

the resulting deprojection of the sunspot in NOAA AR 10961. The sunspot in

NOAA AR 10953 was only corrected for limb darkening and not deprojected as

it was very close to disk centre. The corrected filtergrams were then registered

using a 2D cross correlation routine.
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3.4 General Properties of LBs

3.4 General Properties of LBs

After carrying out the basic correction routines, I determined the following quan-

tities for each LB. These were, the length, width, radius of curvature and the area

of the sunspot in which the LB existed. The computation of the radius of cur-

vature involved placing an arc of a circle along the axis of the LB and adjusting

the radius till the arc became parallel to the LB. Two points were subsequently

chosen at the two ends of the LB from which the angle subtended by the LB at

its fictitious centre was determined. This angle along with the radius provided

the length of the LB. The width of the LBs were determined at two or three

locations by taking a cut perpendicular to the axis of the LB. The intensity along

the cut was subsequently fitted with a Gaussian whose FWHM (Full Width at

Half-Maximum) is used as the width of the LB.

In order to determine the area of the sunspot, the penumbra-photosphere

boundary was first computed using the cumulative histogram (Mathew et al.,

2007) of the intensity of the sunspot brightness and of the immediately surround-

ing quiet Sun. The quiet Sun intensity was then used to normalize the image.

The boundary was determined as that intensity for which there was a steep rise

around unit intensity. Linear fits to the flattest parts of the average histogram

were determined. The boundary was chosen at the highest intensity at which

the linear fit ceases to be a tangent to the histogram. All pixels lying within

the boundary add up to the total area of the sunspot. The above mentioned

quantities are summarized in Table 3.2.

3.5 Horizontal Flows in LBs

To measure the horizontal velocities on the light bridges I used Local Correlation

Tracking (LCT) on the processed and registered G band images. LCT (November,

1986; November & Simon, 1988; Welsch et al., 2004) is a useful technique to study

horizontal motions of tracers such as those of granules and moat flows. The

Fourier-based LCT method described by (Fisher & Welsch, 2008) was adopted

in this study. The main ingredients in implementing LCT are the width of the

Gaussian window and the time interval between successive frames. The technique
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3.5 Horizontal Flows in LBs

Figure 3.4: Horizontal flows in LBs determined from LCT. The arrows have been
drawn for every fourth pixel. The white and black arrows signify pixels with an
intensity less than and greater than 500 counts respectively.
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3.5 Horizontal Flows in LBs

involves locating the maximum correlation between two frames, each multiplied

by the apodizing window function, centered on a particular pixel, for which the

velocity is to be measured. Thus by knowing the shift value between the two

frames, the time interval, and the image scale, the velocity can be determined.

To track the motion, each frame (128×128 pixels) was smoothed by a 0.′′5 boxcar

and subtracted from the original image. This yields the residual fine-scale features

to be tracked. After several trials a Gaussian window with a standard deviation

of 1′′ and a time interval of 3 minutes was chosen. An average flow map was then

computed for the entire series. This was done to determine the steady motions

and to remove the transients. The average flow maps for the four LBs are shown

in Figure 3.4. The LB in NOAA AR 10953 is characterized by a non-uniform

unidirectional flow that starts from the northern end of the penumbra and is

directed southwards. The average speeds computed from LCT are ≈ 0.5 km s−1.

The other LBs surprisingly do not exhibit any long term flows. In fact, the

LBs appear to be the only locations where the velocities are of the order of the

estimated error. This could be attributed to the fact that these 3 LBs comprise

of granular like structures with the central dark lane seen clearly in NOAA ARs

10963 and 10969. The granular-like cells/grains tend to evolve on time scales of

5-7 min and follow a random pattern during their motion. This would explain

why the long term horizontal flow is not seen in these LBs. In order to confirm

this scenario I implemented a center tracking algorithm on these small grains

as described by Hirzberger et al. (2002) wherein the tracking was carried out

automatically.

Each image is subtracted from its smoothed version which yields the isolated

bright structures to be tracked. Within a 3×3 pixel area the local maxima is

selected if the central pixel is brighter than the rest of the pixels. The grain is

tracked in time if its shift in the next frame does not change by more than 1

pixel. Locations of all pixels in the previous and current frame are stored and

used for determining the lifetimes and speeds. Figure 3.5 illustrates the tracks

with black and gray denoting the start and birth of the grains respectively. The

figure shows the tracks for those objects whose lifetimes exceed 5 frames. As

expected, the grains do not appear to exhibit any preferred direction of motion

and from the distribution of the lifetimes (Figure 3.6), it is evident that the
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3.5 Horizontal Flows in LBs

Figure 3.5: Tracks of granular cells identified in each LB. The black and gray
colours indicate birth and death of the cells.

61

3/figures/center-tracking-29jun07.ps
3/figures/center-tracking-12jul07.ps
3/figures/center-tracking-23aug07.ps


3.5 Horizontal Flows in LBs

Figure 3.6: Histograms of grain lifetimes (left) and average speeds (right) for
the 3 LBs shown from top to bottom.
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3.5 Horizontal Flows in LBs

Table 3.3: Number of grains for different ranges of the mean relative azimuth.

No. of grains sorted by mean relative azimuth φ (deg)

NOAA0◦ ≤ φ ≤ 30◦ 30◦ < φ ≤ 60◦ 60◦ < φ ≤ 90◦ 90◦ < φ ≤ 120◦ φ > 120◦Total
AR

10961 20 75 70 26 3 194
10963 49 64 109 39 100 361
10969 120 160 234 114 47 675

granular cells/grains would not be detected from averaging the speeds computed

by LCT. The median lifetimes for ARs 10961, 10963 and 10969 are 6, 18 and 7

min respectively. The average speeds for the 3 LBs are 720, 395 and 730 m s−1

respectively. The larger lifetime observed in NOAA AR 10963 is due to the larger

time separation between successive frames as well as a relatively smaller number

of grains that were identified and tracked. The random walk exhibited by the

grains is further illustrated by computing the mean relative azimuth for each

bright feature. Using the coordinates in each frame, the successive displacement

is determined from which the azimuth or the direction of the displacement vector

is calculated. Using the lifetime or the number of frames, the mean relative

azimuth is then computed from the running difference of the azimuth values,

which is subsequently sorted as shown in Table 3.3. The values of the mean

relative azimuth peak around 30◦ ≤ φ ≤ 90◦, as seen from Table 3.3. The

large relative azimuths, along with the short lifetimes and irregular paths, render

the grains from being detected by LCT. In addition to this, the grains do not

reappear from earlier locations which is very similar to the way granules on the

quiet Sun evolve, although long term flows are observed in the form of meso and

supergranular motions.
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3.6 Chromospheric Observations

3.6 Chromospheric Observations

Figure 3.7 illustrates the excess brightness observed in the Ca ii H filtergrams

for all the LBs in the four sunspots. The images were chosen by inspection from

the entire time sequence to illustrate the magnitude as well as the nature of the

chromospheric enhancement. The LB in NOAA AR 10953 is seen to exhibit

rapid brightness changes that occur along the LB but also in the form of an arch

type enhancement as depicted in the top left panel of Figure 3.7. In fact this

enhancement is seen to persist in the mean image constructed from a 3 hr time

sequence. The above changes in brightness enhancement are also seen in the root

mean square (rms) image which depict locations of strong intensity variations

on all time scales (Louis et al., 2008). The time sequence of images also shows

some of the enhancements traveling along the LB in the same direction as the

flow that was determined from LCT, and resembles a cascade effect following

a Christmas tree pattern. Such an event is depicted in Figure 3.8 wherein, an

enhancement that starts as a jet on the northern entrance of the LB propagates

along the LB, downward. During its motion there appears to be a secondary

brightening as seen in sequences in 3 and 6 of Figure 3.8. The mean speed of

propagation of this strong enhancement is ≈ 4 km s−1. Interestingly, there exist

several bright thread like brightenings that appear to connect to the LB from the

adjacent umbra, with brightenings traveling along such structures as well. The

enhancements are also persistent and were observed on April 29 and 30 (Shimizu

et al., 2009) and continued upto the end of May 1.

While brightness enhancements are seen in the other LBs too, they seem to

confined to localized regions within the LBs. There also does not appear to be

any signature of brightenings in the adjacent umbra that reach or connect to the

LB as was seen in NOAA AR 10953. In NOAA AR 10961 however, there is a

strong enhancement that is almost aligned with the axis of the LB starting from

the nearby penumbra where the LB is attached. In particular this enhancement is

seen to occupy or engulf the entire span/length of the LB. The LB in NOAA AR

10963 changes dramatically over a period of 20 hrs. This is seen as a continuous

readjustment of the point of anchoring of the LB with the penumbra with the

presence of two arms around 5:45 UT. One of them gradually retracts leaving a
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3.6 Chromospheric Observations

F
ig
u
re

3
.8
:
C
a
ii
H

ti
m
e
se
q
u
en

ce
s
st
ar
ti
n
g
at

4:
08

U
T

il
lu
st
ra
ti
n
g
th
e
p
ro
p
ag
at
io
n
of

a
b
ri
gh

tn
es
s
en

h
an

ce
m
en
t
al
on

g
th
e
L
B

in
N
O
A
A

A
R

10
95
3.

T
h
e
w
h
it
e
an

d
b
la
ck

ar
ro
w

d
ep

ic
t
th
e
b
ri
gh

tn
es
s
en

h
an

ce
m
en
t
at

th
e
st
ar
t
of

th
e
se
q
u
en

ce
an

d
d
u
ri
n
g
it
s
m
ot
io
n
re
sp
ec
ti
ve
ly
.

66

3/figures/ca-01may07-motion.ps


3.7 Magnetograms from the far line-wing positions

much more slender LB with both ends connected to either side of the umbra. In

the early phase when the LB was broader with a more complex geometry, the

brightness enhancements are seen in localized regions which do not appear to

be connected elsewhere on the sunspot. In the latter half of the sequence the

brightenings are much more subdued with instances of brightening seen near the

penumbra where one end of the LB is connected. Very small jagged structures

(JT, marked with the black arrow) are seen along the length of LB oriented

nearly perpendicular to the axis of the LB, with one of them associated with a

tiny bright feature (BP, marked with the white arrow) and are shown in the right

most panel in the 3rd row of Figure 3.7. The chromosphere of NOAA AR 10969

appears to be brighter near the common point where the two LBs are connected

to one another. While enhancements are predominantly seen at this location,

there is noticeable chromospheric activity near the upper LB, while the lower

one has similar jagged-like brightenings (JT) as seen in NOAA AR 10963. In

this AR too, there do not appear to be any strong enhancements in the adjacent

umbra that connect to either LB. In comparison to ARs 10953 and 10961, the

chromosphere above the LBs in 10963 and 10969 is relatively subdued although

isolated events of very strong enhancements that are extremely short lived might

have been missed because of the longer cadence. Furthermore, the lifetime of

the chromospheric events never exceeds 5 minutes with short lived ones lasting a

single frame, while the mean lifetime is ≈ 1-2 min.

3.7 Magnetograms from the far line-wing posi-

tions

The spectropolarimetric observations by Hinode comprise of spectra of the four

Stokes profiles at each slit position. The slit was subsequently incremented and

in the process mapped the entire active region. In this Section, I illustrate how

the magnetic and velocity inhomogeneities can be extracted for the four LBs

using the Stokes V profile. Stokes V , is the difference of the right- and left-

circularly polarized signals which conveys information on the LOS component of

the magnetic field. In the weak field approximation, the ratio of the Stokes V

and I is proportional to the LOS magnetic field. The normal V profile consists
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3.7 Magnetograms from the far line-wing positions

of two anti-symmetric lobes with the zero crossing value being a measure of

the LOS velocity of the magnetized component. While Stokes I is affected by

both magnetized and non-magnetized flows, Stokes V on the other hand reflects

magnetized flows alone. Another useful diagnostic of the V profile, is the area

asymmetry, referred to as the net circular polarization. The area asymmetry is

defined as

δA =
|Ab| − |Ar|
|Ab|+ |Ar| (3.1)

following Leka & Steiner (2001). Ab and Ar refer to the area under the blue and

red lobe respectively. Solanki & Montavon (1993) showed that

sign(δA) = sign

(
−d|B|

dτ
.
dvlos
dτ

)
(3.2)

sign(δA) = sign

(
−d| cos γ|

dτ
.
dvlos
dτ

)
(3.3)

wherein a non-zero area asymmetry is an indication of gradients in the mag-

netic field strength and LOS velocity, or inclination and LOS velocity. The com-

plexity of the V profile increases when there are unresolved magnetic structures

that have different velocity components. This property can be used to probe

magnetic and velocity inhomogeneities. I constructed magnetograms at different

positions in the blue and red wing of the V profile, moving outwards from the line

centre, for the region of the sunspot containing the LB. This procedure is similar

to that described by Ichimoto et al. (2007a) to detect the sources and sinks of the

Evershed Flow. Before constructing the magnetograms, the initial wavelength for

each data set was determined. All pixels for which the ratio of the total polariza-

tion to the intensity was less than 3 times the noise level (0.3 %) were averaged

to yield the quiet Sun profile. Using the spectral sampling of 21.5mÅ and the

rest wavelength of the 6302.5Å line, the starting wavelength was determined. I

chose the second iron line because it forms in the lower half of the photosphere.

The average quiet Sun profile for the four sunspots is shown in Figure 3.9. Since

the V signal can only be extracted from integral pixel locations, there will be an

offset from the line center position to the immediate neighbouring pixel. These

offsets are -116, 47, 47 and 163 m s−1 for the four sunspots respectively. Here the

negative sign indicates blue shifts. Magnetograms were derived from pixels 10 to

68



3.7 Magnetograms from the far line-wing positions

14 from the line center on the red and blue wing and are shown in Figures 3.10

and 3.11 respectively. A shift of 1 pixel is equivalent to 1.02 km s−1.

Figure 3.9: Average quiet Sun profiles for the four days shown in different colours
which have been normalized to unity. The vertical dashed line denotes the rest
wavelength of the iron 6302.5 Å line.

Blue wing magnetograms of NOAA AR 10953 show a relatively strong positive

signal of ≈ 2% close to the entrance of the LB, with the V signal resembling a Q

or U profile. Moreover, this patch is seen predominantly in pixels 10 and 11 from

the line center position, becoming weaker as one moves to longer wavelengths. A

small isolated region of positive polarity is seen in one of the two LBs in NOAA

AR 10969 near the western edge with signals of ≈ 5%. The presence of positive

signals in the far blue wings is suggestive of a second component in the resolution

element of opposite polarity to that of the sunspot. Furthermore, the far blue

wing magnetograms do not indicate any strong negative signal in all the LBs, in

the event of the blue lobe of the V profile having a secondary lobe, or extended

wings. The conspicuous patch of negative V signal at wavelength positions 10

and 11 in NOAA AR 10961 in the penumbra has a magnitude of ≈ 10%.
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3.7 Magnetograms from the far line-wing positions

Figure 3.10: Magnetograms constructed at different positions on the blue wing
of the Fe 6302.5Å line. Left to right: Wavelength positions 10 to 14 from line
center. Top to Bottom: NOAA ARs 10953, 10961, 10963, 10969. The black
contour denotes the continuum intensity. The images have been scaled as shown
in the colour bar.

The red wing magnetograms show a very interesting feature on the LB in

NOAA AR 10953. There are localized patches of very high positive signal that is

not seen anywhere else in the vicinity of the LB. These patches are seen even in

the far wavelength positions of 13 and 14 from the line center. In addition, the

entrance of the LB consists of two localized patches of negative signal that are

close to the positive signal patch that was seen in the blue wing magnetogram.

Although strong signals are seen in the other LBs, with values of ≈ 9% seen in

NOAA AR 10961, they are not seen beyond pixels 11 from the line center. The

strong patches seen in wavelength positions 12 for NOAA AR 10953, 10961 and

10963 and marked in white arrows in Figure 3.11, and measure ≈ 9%, 5% and
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3.8 Summary and Discussion

Figure 3.11: Same as Figure 3.10 but for different positions on the red wing of the
Fe 6302.5Å line. The white arrows marked in the central column denote positive
V signals measuring ≈ 9%, 5% and 4 % for NOAA ARs 10953, 10961 and 10963
respectively.

4% respectively. The difference between the signals seen in NOAA AR 10953 and

the rest, is that the former has two distinct lobes in the red wing while the latter

comprise of extended red wings at this range of wavelength. This aspect of the

peculiar Stokes profiles in NOAA AR 10953 is dealt with in more detail in the

following chapter.

3.8 Summary and Discussion

High resolution photospheric and chromospheric observations of a set of four

sunspot light bridges (LBs) observed by Hinode are presented in this chapter.

The observations comprise filtergrams taken in the G band and Ca ii H line

71

3/figures/magnetograms-red-new.ps


3.8 Summary and Discussion

as well as Stokes spectra of the neutral Fe line pair at 630 nm. The G band

filtergrams were corrected for limb darkening as well as projection effects and

were subsequently co-aligned. These processed filtergrams were used to derive

physical characteristics of the LBs, namely their length, width and radius of

curvature. The LB in NOAA AR 10953 was observed to have the maximum length

and minimum radius of curvature in comparison to the others. The sunspot in

NOAA AR 10953 also was the largest amongst the four and was located close to

the disc centre.

The corrected and registered time sequence of G band images of LBs in the

four ARs were then subjected to LCT to derive the horizontal motion of intensity

features. While the LB in NOAA AR 10953 was seen to exhibit a unidirectional

non-uniform flow measuring ≈ 500 m s−1, the other LBs did not show any indi-

cation of coherent long term flows. In order to verify the absence of a long term

flow in the remaining LBs, a centre tracking algorithm was implemented to trace

the motion of individual bright features/grains. The grains appear to follow an

irregular trajectory in the LB with median lifetimes and velocities of ≈ 6 min

and 700 m s−1 respectively for the LBs in NOAA AR 10961 and 10969. The

corresponding values for the LB in NOAA AR 10963 are 13 min and 350 m s−1

owing to the longer cadence. The nature of the trajectories is also reflected in the

mean relative azimuths which vary from 30◦ and 90◦. The individual features do

not reappear at previous locations of emergence which is similar to the behaviour

of granules.

Chromospheric observations made in the Ca ii H line show brightness enhance-

ments in all the LBs although the magnitude and frequency of these phenomena

vary from one to the other. Of the four LBs, the one in NOAA AR 10953 exhibits

very strong and a highly complex set of brightenings which last for three days.

The typical lifetimes of these enhancements vary from 1-2 min and never exceed

5 minutes. Some events last a single frame which suggest that a cadence of less

than a minute is required to track the phenomena from start to finish. The chro-

mospheric activity is observed in the form of an arch-type brightening that spans

across the LB; as brightness fronts which propagate along the LB, occasionally

leading to secondary enhancements; as localized enhancements which are directed
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3.8 Summary and Discussion

along the axis of the LB and as tiny jets along the length of the LB which are

oriented nearly perpendicular to the axis of the LB.

The set of Stokes profiles acquired by the spectropolarimeter on board Hinode

was used to construct magnetograms of the LBs, from the far blue and red wing

of the Stokes V signal which served as a useful diagnostic to detect small scale

magnetic and velocity inhomogeneities. It is observed that there are extended

regions in the vicinity of the LB in NOAA AR 10953 wherein the Stokes V signal

resembles a linear polarization profile thereby producing a positive signal of ≈
2% at -215 mÅ from the line centre of the Fe 6302.5Å line. For a negative

polarity sunspot this profile is suggestive of a secondary unresolved component

that has a polarity opposite to that of the sunspot. This feature in the blue

wing is not seen in the other LBs, except for one of the LBs in NOAA AR 10969

wherein the positive V signals are confined to a very small region. The blue wing

magnetograms far from line centre, however do not exhibit any strong negative

signal in any of the LBs studied here. The far red wing magnetograms of NOAA

AR 10953 display patches of positive polarity even at wavelength positions 13

and 14 while, a relatively weaker patch of a similar kind is seen in the other LBs,

although they do not persist beyond wavelength positions 11.

The chromospheric brightness enhancements seen from the Ca ii H filtergrams

appears to be a common attribute of sunspot LBs and not necessarily confined to

any specific kind of LB, namely photospheric or penumbral. These enhancements

exceed the quiet Sun intensity by more than 50% which is significantly large given

its proximity to the sunspot umbra. On the other hand, the detection of magnetic

and velocity inhomogeneities on all the LBs has been possible due to the high

resolution and stable operation of Hinode. While the magnetograms discussed in

this chapter are insufficient to quantify the magnetic field vector and its stratifi-

cation, it is apparent that one can qualitatively derive certain salient aspects of

the magnetic nature of the LBs. The Stokes V signal is a measure of the LOS

component of the magnetic field. In the case of NOAA AR 10953, which is fairly

close to disc centre this is equivalent to the vertical component of the magnetic

field. The existence of circular polarization signals on the LB, measuring nearly
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8% at 301 mÅ from the line centre is suggestive of relatively1 vertical and/or

strong fields. In addition, the proximity of the sunspot to disc centre implies that

the polarization signals emanate from deeper layers in the photosphere while for

sunspots far from disc centre one samples higher layers. This is in contrast to

the notion that LBs are weak field domains in the sunspot which harbor inclined

fields. At the same time, linear polarization signals measuring greater than 10%

are also present on the LB, which would point to relatively inclined fields. The

fact that circular polarization signals are observed at this range of the line profile

points to unresolved components within the pixel and/or strong gradients in the

physical parameters along LOS. Furthermore, the presence of strong regular lin-

ear and anomalous circular polarization profiles makes the magnetic geometry of

LB that much more complex. In comparison to NOAA AR 10953, the V signal

in the other LBs is actually due to relatively inclined fields as these sunspots are

located at fairly large heliocentric angles as is the case with NOAA ARs 10961

and 10969. Moreover, the amplitude and extent of the V signal is far smaller

than the one seen in NOAA AR 10953. Nevertheless, the spectral characteristics

seen from the magnetograms are evidence that small scale variations in the mag-

netic field and LOS velocity occur in LBs which was not reported earlier. One

could speculate that these small scale variations could be related to the observed

chromospheric activity which is investigated in the following chapter for NOAA

AR 10953. The strong localized enhancements, which are more intense than the

microjets that are ubiquitous in the penumbra (Katsukawa et al., 2007b), could

play an important role in heating the lower chromosphere directly above sunspots.

This could differentiate the observed chromospheric activity in one LB from an-

other. The nature and extent of these small scale photospheric inhomogeneities

needs to investigated with further spectropolarimetric observations of LBs taken

in normal mapping mode by Hinode close to disc centre.

1I use the terms relatively vertical or horizontal with respect to the umbral fields which we
know is vertical close to the centre of the spot and is inclined at ≈ 40◦ at the umbra-penumbra
boundary
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Chapter 4

Detailed Investigation of a
Chromospherically Active
Sunspot Light Bridge

4.1 Introduction

In the previous chapter, photospheric and chromospheric observations of a num-

ber of sunspot light bridges (LBs) were presented. Of all the cases, the LB

in NOAA AR 10953, and in particular the penumbral LB, exhibited persistent

brightness enhancements as seen from the Ca ii H filtergrams, that lasted for

nearly three days. In addition, magnetograms constructed in the far red wings

showed a significant polarization signal over the LB which is a strong indication

of velocity and magnetic inhomogeneities present within the resolution element.

These results already point to a strong association of the magnetic field in the

photosphere to the chromospheric activity over the LB. Although this has been

suggested by some authors in the past (Berger & Berdyugina, 2003; Jurčák et

al., 2006), simultaneous vector magnetic field measurements in the photosphere

are necessary to diagnose these events. Furthermore, it is the magnetic field in

the photosphere that determines the nature of a LB, which is perceived as a

field-free intrusion in a gappy umbral field (Parker, 1979; Choudhuri, 1986) or

manifestation of magneto-convection (Rimmele, 1997, 2004).

High resolution Hinode observations by Katsukawa et al. (2007a) illustrate

the formation of a light bridge by several umbral dots emerging from the leading
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edges of penumbral filaments, and rapidly intruding into the umbra. The extent

of the filament intrusion into the umbra was measured to be around 4000 km

with a large number of umbral dots populating the neighborhood of the intruding

LB. They however, did not find any substantial weakening in the magnetic field

during/after the LB formation nor a large change in the field inclination. The

intrusion of the penumbral filaments, they propose, is facilitated by the motion

of umbral dots thereby weakening the adjacent umbral field. Their observations

illustrate a strong association of umbral dots and the newly formed LB.

In this chapter high resolution spectropolarimetric and filtergram observa-

tions are employed to i) investigate the photospheric inhomogeneities in the LB

in NOAA AR 10953 and their relationship to the chromospheric activity and ii)

ascertain the phototmetric changes associated with evolution of the LB. To that

extent the magnetic and kinematic structure of the LB was determined at two

instances on the same day. The second set of observations were made just be-

fore the LB fragmented which was useful to determine the change in the spectral

characteristics in the LB and its vicinity. Photospheric and chromospheric filter-

grams taken in the G band and Ca ii H line respectively, were utilized to evaluate

the effect of the evolution of the LB on the photometric brightness in the photo-

sphere as well as in the chromosphere. The vector magnetic field along with the

chromospheric filtergrams at very high spatial resolution reveal for the first time,

patches of supersonic downflows in the LB as well as at the umbral-penumbral

boundary that lie close to the LB. Some of the strong downflows are co-spatial

with chromospheric brightness enhancements while others lie in the immediate

neighborhood of the enhancements. The rest of this chapter is organized as fol-

lows. Section 4.2 describes the data acquired from various instruments on-board

Hinode. The spectropolarimetric scans were subsequently used to derive maps of

physical parameters that are presented in Section 4.3.1. The strong downflows

and magnetic inhomogeneities in the LB are described in Sections 4.3.2 while

the implication of the presence of anomalous Stokes profiles on the LB are pre-

sented in Section 4.3.3. A comparison of the chromospheric activity during the

evolution of the LB and its association with the downflows is described in Sec-

tion 4.3.4. Section 4.3.5 illustrates the photometric change in the photosphere
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and chromosphere as the LB evolves. The decaying phase of the LB is depicted

in Sections 4.3.6 and the results are subsequently summarized in Section 4.4.

4.2 Observations

On 2007 May 1, the leading spot of NOAA AR 10953 was observed with Hinode

(Kosugi et al., 2007). Between 10:46 and 12:25 UT, the Hinode spectropolarime-

ter (SP; Lites et al., 2001; Ichimoto et al., 2008; Tsuneta et al., 2008) recorded

the four Stokes profiles of the iron lines at 630 nm with a spectral sampling of

21.55 mÅ, a pixel size of 0.′′16, and an exposure time of 4.8 s per slit position

(normal map mode). A similar scan in the normal map mode was carried out by

the spectropolarimeter from 21:00 to 22:24 UT. The sunspot was located close

to disk-centre at S07E0.7 and S07W04 during the two scans respectively. The

corresponding heliocentric angles were 7◦ and 8◦ respectively. These observations

were corrected for dark current, flat field, thermal flexures and instrumental po-

larization using routines included in the SolarSoft package. The two SP scans

will be hereafter referred to as SP1 and SP2 respectively. The Broadband Filter

Imager (BFI) of Hinode took Ca ii H and G band filtergrams with a cadence of

1 minute to monitor the chromosphere and photosphere of the LB. The effective

pixel size of the filtergrams is 0.′′11. The filtergrams were subsequently registered

using a 2-D cross correlation routine. Due to the unavailability of data from

the BFI during SP2, filtergrams acquired ≈ 1 hr before and after the scan were

utilized. Table 4.1 summarizes the data used for the analysis in this chapter.

4.3 Results

4.3.1 Magnetic Configuration of LB and its Neighbour-
hood

Figure 4.1 shows a continuum map of the spot and the LB taken during SP1 and

SP2. While the LB is intact and anchored at both ends in the penumbra during

the time of SP1, it appears to have disintegrated at the lower end and retreating

towards the north, during the time of SP2. The distance of separation of the

lower end of the LB from the penumbra is ≈ 2400 km measured at the time of
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4.3 Results

Figure 4.1: Continuum image of NOAA AR 10953 at 630 nm taken during SP1
(top) and SP2 (bottom). The white box represents the region containing the light
bridge (LB), while U1 and U2 are the sunspot umbrae adjacent to the LB. North
is up and West to the right. The arrow indicates the direction to disk center.
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4.3 Results

the second scan. A maximum retreating speed of 700 m s−1 is estimated from

the time duration between the last available filtergram and the second SP scan.

The continuum images at the two instances indicate that the LB is at different

stages of evolution and it is imperative to derive the changes in the magnetic and

kinematic parameters during these instances.

The observed Stokes profiles recorded from the two scans were inverted using

the SIR code (Stokes Inversion based on Response Functions; Ruiz Cobo & del

Toro Iniesta, 1992). SIR computes perturbations in the physical quantities at

specific locations across the optical depth grid called nodes, and then carries

out an interpolation to yield values at all grid points. To determine the global

structure of the LB and the surroundings, I performed a one-component inversion

setting the magnetic and dynamic parameters to be constant with depth. The

temperature stratification was perturbed with two nodes. A total of 9 parameters

were retrieved from the observed profiles, including height-independent micro-

and macro-turbulent velocities and a stray-light factor.

The three components of the vector magnetic field (strength, inclination, and

azimuth) deduced from the inversion of SP1 and SP2 are shown in Figures 4.2

and 4.3. All the angles are expressed in the local reference frame after a manual

disambiguation of the line-of-sight (LOS) azimuths. As can be seen, the LB is

characterized by weaker and more inclined fields than the umbra. This confirms

earlier results by, e.g., Leka (1997) and Jurčák et al. (2006). Interestingly the LB

shows very small, localized regions of extremely weak fields which are < 700 G.

This is illustrated as the dark blue colour on the LB in the field strength maps

of Figures 4.2 and 4.3. As shown in Figure 4.2, this weak field region appears to

be concentrated at the lower end of the LB, while they are more diffuse and are

seen towards the central part, close to the eastern edge, as depicted in Figure 4.3.

The inclination maps for the two observations show a deeper intrusion of highly

inclined fields in the former while it is less conspicuous in the latter.

The transverse magnetic field changes dramatically over the 10 hr period.

Initially, the magnetic field is parallel to the axis of the bridge, in the upper half of

the LB. Both photometrically and magnetically, the LB looks like an extension of

the penumbra protruding into the umbra. Louis et al. (2008) detected a horizontal

flow along the LB that starts in the adjacent penumbra, demonstrating that the
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Figure 4.2: Anticlockwise from top left: Magnetic field strength, field incli-
nation, field azimuth, and LOS velocity in the 16′′×16′′ sub-region containing the
LB, as deduced from the inversion of SP1. The angles are expressed in the local
reference frame. Azimuths increase counterclockwise, with zero representing fields
pointing to solar West. Positive velocities indicate redshifts. The mean umbral
velocity is zero.
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Figure 4.3: Same as Figure 4.2 but derived from inversions of SP2.
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4.3 Results

Figure 4.4: Transverse component of the vector magnetic field in the LB for the
region marked as the white rectangle in Figures 4.2 and 4.3. The arrows have
been drawn at each pixel. The blue contour lines mark LOS velocities of 2.5 and 4
km s−1.
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two structures are also connected dynamically. The isolated region with relatively

weak magnetic fields lie at the lower end of the LB, where the LB fields pointing

south, encounter sunspot fields oriented toward the north. In addition, there is a

strong discontinuity in the field azimuth running parallel to the west edge of the

LB which seems to separate the LB fields from the adjacent umbral fields. The

azimuth in the LB changes from -100◦ during SP1 to -30◦ 1 during SP2. This is

illustrated in the transverse magnetic field obtained from SP2 which depicts most

of the transverse field vectors to be oriented across the LB while only a minority

of them are parallel to its axis and lie predominantly in the upper half where the

LB emerges (Figure 4.4).

4.3.2 Strong Downflowing Patches

The LOS velocity map displayed in the top right panel of Figure 4.2 reveals the

existence of strong, localized downflows in the LB with velocities of upto 4 km s−1.

Similarly, very large velocities occupying a conspicuously large patch are seen at

the umbra-penumbra boundary with velocities exceeding 5 km s−1 as seen in

Figure 4.3. Although, this large patch is not on the LB, it is still in the vicinity

of the northern part of the LB. The LOS velocity map corresponding to SP1

shows that these downflows occur close to the weak-field region and the azimuth

discontinuity described in Section 4.3.1, i.e., at positions where the magnetic

field changes its orientation very rapidly (Figure 4.2). There are essentially three

strong downflowing patches as seen from Figure 4.2 which appear as islands. From

the second scan the LOS velocity map shows two strong downflowing patches,

with one of them essentially lying at the umbra-penumbra interface while the

other is nearly 3′′ further apart from the larger patch. While the downflows

occupy a patch 0.′′3–0.′′5 wide for the first scan, the downflows obtained from the

second scan occupy an area larger than 1 arcsec2.

Inspection of the polarization signals emanating from the downflowing patches

in the LB, derived from the first scan, reveal Stokes V profiles with two peaks

in the red lobe, i.e., they exhibit a total of three peaks. Hereafter they will be

labeled as Type 1. In the LB one also finds anomalous linear polarization profiles

1Negative azimuths imply angles measured in the clockwise direction from solar west
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Figure 4.5: Top: Anomalous Stokes spectra observed in the LB. Type I, II, and
III profiles are shown in orange, green and yellow, respectively. Bottom: Spatial
distribution of the anomalous profiles. Blue contours mark velocities larger than
2.5 and 4 km s−1.
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with normal Stokes V signals which are designated as Type 2. Type 3 profiles are

essentially a combination of the other two classes. Examples of these profiles are

given in Figure 4.5, together with their spatial distribution. It is instructive to

mention that polarization signals of this kind have previously not been reported

in sunspot LBs.

4.3.3 Implications of Anomalous Polarization Profiles

4.3.3.1 Supersonic Downflows in the Light Bridge

The complex shapes of Type 1 profiles cannot be reproduced satisfactorily with

Milne-Eddington-like atmospheres such as the ones used to determine the global

structure of the LB. For this reason, the velocities given in Section 4.3.2 are only

approximate. Here I obtain more reliable values with the help of two-component

inversions.

I start with a simple two-component model in which the magnetic field and the

LOS velocity do not vary with height. The results of this inversion are shown in

Figure 4.6. As can be seen, one of the components has supersonic velocities of∼10

km s−1. Given that the strong downflows occur in patches 0.3–0.5 arcsec wide,

it seems unlikely that the two magnetic components are unresolved horizontally.

An alternative scenario is that they are stacked in the vertical direction, one on

top of the other.

To investigate this possibility, I consider a different model atmosphere with

two magnetic components. One of them has height-independent parameters and

the other features a discontinuity in the stratifications at a certain optical depth.

The amplitude and the location of the discontinuity are free parameters. These

inversions have been carried out using SIRJUMP, an extension of the SIR code

(Bellot Rubio, in preparation). The results show that the fast component always

has velocities exceeding 10 km s−1. As an example, Figure 4.7 displays the

stratifications of one such model with the downflows occurring in the lower half of

the photosphere, while Figure 4.8 illustrates the stratifications with the downflows

occurring in the upper half of the photosphere.

While the two-component models used in this Section differ in complexity, all

of them indicate supersonic velocities and magnetic fields of the same polarity. In
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Figure 4.6: Top set of panels: Observed (solid) and best-fit (dashed) Stokes
profiles using a simple two-component atmosphere. Bottom set of panels: Atmo-
spheric stratifications for the two components (solid and dashed lines, respectively).
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Figure 4.7: Same as Figure 4.6, for a two-component model in which one of the
components has a discontinuous stratification with supersonic speeds in the deeper
layers. Bottom set of panels: The constant background atmosphere is repre-
sented by the dashed lines, whereas the solid lines correspond to the discontinuous
atmosphere.
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Figure 4.8: Same as Figure 4.7, for a two-component model in which one of the
component has a discontinuous stratification with supersonic speeds in the upper
layers.
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fact, the existence of supersonic flows is obvious from the shapes of the observed

Stokes V profiles, which are similar to those emerging from the outer part of the

penumbra where the Evershed flow exceeds the sound speed. The inclined red

wings of Stokes I also demonstrate the occurrence of strong velocities. All these

spectral signatures are well reproduced by the two-component inversions. To the

best of my knowledge, this is the first time that supersonic downflows are found

in LBs. Subsonic speeds of ∼1 km s−1 have been reported earlier by Rüedi et al.

(1995), Schleicher et al. (2003), and Bharti et al. (2007a).

4.3.3.2 Mixing of Light Bridge and Umbral Fields

The profiles from the azimuth discontinuity seen in SP1 consist of anomalous

linear polarization profiles with normal Stokes V signals. The Stokes Q profile is

seen to consist of 4 or even 5 peaks. The multiple peaks indicate that different

magnetic components coexist in the resolution element. The azimuth discontinu-

ity lies along a ridge on the west side of the LB possibly arising from a mixing of

the umbral and LB fields (Figure 4.5).

To demonstrate the interaction of the polarization signals from the LB and the

umbral, a single-component atmosphere with gradients in the physical parameters

along LOS, is employed. The bottom set of panels in Figure 4.9 show the field

to be fairly stronger and relatively inclined in the higher layers corresponding to

logτ=-2 and -2.5, while it is weaker and more horizontal in the deeper layers close

to logτ=0 to -0.5. The field azimuth is seen to be aligned along the light bridge

in the deep layers while it is oriented across it in the higher layers. One could

thus imagine the LB field dominating the deep layers with the overlying umbral

field in the higher layers.

4.3.3.3 Supersonic Downflows at the Umbra-Penumbra Boundary

The LOS velocities derived from the inversions of SP2 show a large downflowing

patch at the umbra-penumbra boundary. A horizontal slit passing through this

patch along the umbra-penumbra boundary was chosen and is shown in the top

panel of Figure 4.10. Pixels lying to the left of the umbra-penumbra boundary

were inverted using a simple two-component model, setting the magnetic field and
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Figure 4.9: Top set of panels: Observed (solid) and best-fit (dashed) Stokes
profiles using a one-component atmosphere with gradients along LOS. Bottom set
of panels: Atmospheric stratifications of the physical parameters. The azimuth
has been reduced by 190◦ so as to fit in the same plotting range as the inclination.
The angles have not been converted to the local reference frame.
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Figure 4.10: Top: Red contours depict LOS velocities ranging from 3, 4, 5 and 6
km s−1. The blue line represents a slit across the strong downflows at the umbra-
penumbra boundary. The distance along the slit increases from left to right with the
umbra-penumbra boundary being zero. Pixels to the left are negative. Bottom:
LOS velocities along the blue slit marked in the top panel. The velocities left
of the umbra-penumbra boundary were determined from inversions using a two-
component atmosphere. The numbers on the top represent the filling fraction of
the faster moving component. The error bars correspond to ±1σ. The dashed line
represents the normalized continuum intensity along the slit.
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LOS velocity to be constant with height. This was done since the profiles from this

patch resemble the ones described in Section 4.3.3.1. As the profiles lying on the

right half of the slit, were regular profiles, no further inversions were done. The

bottom panel of Figure 4.11 reveals very large velocities close to/exceeding the

sound speed, adjacent to the umbra-penumbra boundary. Such large velocities

are known to exist in the mid and outer penumbra, but observations presented

here reveal for the first time very strong velocities adjacent to the umbra where

magnetic fields are typically in excess of 2 kG. Thus, convection, of any kind,

can be ruled as a possibility for producing the large velocities, because of the

large field strengths. Figure 4.11 shows the variation in the Stokes profiles along

the slit. At the umbra-penumbra boundary, one observes a distinct reduction

in the continuum intensity. The highly inclined red wings in the I profile as

well as the double-lobed V profile are reproduced by the simple two-component

atmosphere. I would however like to mention, that given the large area of the

downflows, it seems unlikely that the two components are a result of insufficient

spatial resolution, as iterated in the Section 4.3.3.1. However, the emphasis is on

the supersonic velocities at the umbra-penumbra boundary which is manifested

as anomalies in the polarization signals. Table 4.2 summarizes the variation in

the physical parameters along the slit, which illustrates strong fields not only in

the umbra but also in the penumbra. The fields are inclined and oriented nearly

radially to the umbra-penumbra boundary.

4.3.4 Chromospheric Activity

The left panel of Figure 4.12 shows that some, but not all, of the strong down-

flowing patches coincide with chromospheric Ca ii H brightness enhancements.

The filtergram displayed there was taken during the first of the two, spectropo-

larimetric scans of the LB and shows a strong Ca ii H line-core brightening at the

position and time of the largest photospheric velocities1. NOAA AR 10953 pro-

duced many other long-lasting chromospheric plasma ejections on April 29 and

1The other two patches do not exhibit significant brightness enhancements. However, they
are located near the end of thread-like chromospheric structures that reach into the umbra U1
(see the white lines in Figure 4.12). These structures show brightenings, but not as intense as
those associated with the strongest downflows.
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4.3 Results

Figure 4.11: Top set of panels: Observed (black) and inverted (red) Stokes I
and V profiles along the slit. Bottom: Observed (black) and inverted (red) Stokes
Q and U profiles along the slit.
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4.3 Results

Figure 4.12: Left: Ca ii H filtergram of the LB taken at 12:04:37 UT when the
spectrograph slit was above the LB, with contours of LOS velocities corresponding
to 2.5 and 4 km s−1 shown in green. The arrows indicate the transverse component
of the field in the local reference frame for every alternate pixel, after solving the
180◦ azimuth ambiguity. Blue contours represent fields weaker than 750 G and
black contours outline bright continuum structures. The white dashed lines mark
thin chromospheric threads whose ends are located in or near the downflowing
patches. Right: Chromospheric event map constructed during SP1. DF1, DF2
and DF3 indicate the downflowing regions with black contours drawn for 2.5 and
4 km s−1 respectively.
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30 (Shimizu et al., 2009). In the previous chapter it was shown that the enhance-

ments during the early part of May 1, exhibited transient flashes across the LB

as well a strong brightening along a loop-like structure that was seen in the 3 hr

mean image (Louis et al., 2008). It was also shown that the transient events are

extremely fast and have lifetimes of 2-3 min. Simultaneous Ca filtergrams were

available only during SP1 while the same was acquired ≈ 1 hr before and after

SP2. In order to study the association of the downflows, both in the LB as well

as at the umbra-penumbra boundary, to the chromospheric enhancements, events

maps were constructed in the following manner. The 3 separate time sequence

of Ca filtergrams corresponding to SP1, before SP2 and after SP2 cover periods

of 44 min, 59 min, and 54 min respectively with a cadence of 1 min. For each

of these sets a small region in the quiet Sun chromosphere was selected and the

time averaged intensity was determined. This value was then used to normalize

the intensity of each filtergram. A histogram of the intensities in the sub-region

containing the LB was constructed to select a threshold value. From the trailing

part of the histogram, a threshold value of 0.9 and 0.8 was chosen for SP1 and

the two filtergram sets during SP2 respectively.

Using the threshold value, a binary image was created for each individual im-

age in the time sequence, where all pixels with an intensity above the threshold

were set to one and the rest to zero. These binary maps were then added in

time, yielding at the end, a map with pixels having values indicating the num-

ber of chromospheric events. Figures 4.12 and 4.13 illustrate the event maps

constructed from the manner described above, for the two sets of the SP scans.

The chromospheric event map constructed during the time of SP1, shows the

strongest downflowing patch DF1 lying within the sausage shaped region where

a large number of events occurred. The figure illustrates that during the 44 min

spectropolarimetric scan of the sub-region, the chromospheric enhancements were

predominantly confined to the lower end of the LB close to the eastern edge.

The top most downflowing patch DF3 is ≈ 1′′ away from the nearest chromo-

spheric brightening, while DF2 appears somewhat devoid of any chromospheric

association, with the distance of separation being ≈ 3′′. Although thread like-

brightenings are seen in individual Ca images there does not seem any trace of

such structures in the event maps, which could be attributed to the relatively
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Figure 4.13: Same as Figure 4.13 but for Ca time sequences before (top) and
after (bottom) SP2.
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Figure 4.14: Left: G band image taken at the time of the spectropolarimetric
scan of the LB at 12:04 UT. Right: Ca ii H image taken at 12:04 UT. The black
dotted line is the continuum intensity contour derived from the spectropolarimetric
scan. The two triangles depict pixels for which light curves were determined.

high threshold value. This would also imply that the counts seen in the event

maps represent the strongest brightening which persist in time.

The chromospheric event maps constructed before and after SP2 show a re-

markable change in the counts pattern. There does not appear to be any bright-

ening associated with the LB, but the strong chromospheric patch lies in the

same radial direction and very close to the downflowing regions. Before the scan

the events are concentrated in between the two downflowing patches while after

the scan it appears to have shifted radially outward and lies closer to the second

patch DF2 (Figure 4.13). There does, however, exist a small number of events

in the umbra U1 seen in the bottom panel of Figure 4.13. This phase coincides

with the disintegration of the LB, which is described in detail in Section 4.3.6.
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4.3.5 Photometric Variation in the Photosphere and Chro-
mosphere

In the following section the photometric variations in the LB and its surround-

ing, measured in the photosphere and chromosphere, are presented. This is an

exercise to determine if the LB, which perturbs the magnetic field in the pho-

tosphere, and its evolution has any bearing to the photometric throughput in

the solar atmosphere. In order to study this, light curves were constructed at

the photosphere and chromosphere for the different filtergram data sets and at

different locations on the LB. Figure 4.14 depicts a G band and Ca ii H image

acquired when the spectropolarimeter slit was above the LB. The two triangles

marked in the figure represent pixels along which the light curves were deter-

mined. The pixel at the entrance of the LB lies below the barb-like structure

described in Louis et al. (2008). The region immediately below the barb shows

a strong intensity enhancement in the G band. The second pixel on the axis of

the LB coincides with the chromospheric brightening that persistently occurred

in that region. The intensity was averaged over two pixels and then plotted as a

function of time as illustrated in Figure 4.15.

The top and bottom panels represent light curves at the entrance of the LB

and its axis respectively. The top panel in Figure 4.15 shows the G band light

curve with a distinct bump at 12:10 UT which is followed by a similar bump in the

Ca light curve 8 min later. The variation of intensity in both heights appears to

be identical after 12:20 UT. While the G band light curve appears fairly constant

before the bump, the Ca light curve tends to increase steadily with time before

decreasing. This increase exhibits two different trends which is illustrated by the

two linear fits to the light curve shown by red lines. The second straight line is

≈ 4 times steeper than the other and the commencement of this second phase in

the Ca light curve coincides with the same in the G band. The light curves from

the pixel on the axis of the LB reveals a moderate correspondence between the G

band and Ca intensities, with a linear correlation coefficient of 0.5. The G band

intensity decreases initially followed by several intermediate bumps that coincide

with the large increase in Ca intensity, particularly when the spectropolarimeter

slit was above the LB. The G band intensity however, is much lower in the axis
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Figure 4.15: Light curves corresponding to the two pixels depicted in Figure 4.14.
The red straight lines in the top panel are linear fits to the Ca light curve depicting
two different slopes. The lines have been shifted downwards to emphasize the two
phases of increase.
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Figure 4.16: G band images taken at different instances of time namely, before
(top) and after (bottom) the SP2 scan. The triangle depicts the pixel for which
photospheric and chromospheric light curves were determined.
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Figure 4.17: Light curves corresponding to the pixel depicted in Figure 4.16.
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of the LB in comparison to the entrance, while the converse is seen in the Ca

intensity at the two locations.

I carried out a similar exercise with the G band and Ca filtergrams taken

during SP2, nearly 10 hrs later as depicted in Figure 4.16. As the LB was dis-

integrating, light curves were constructed only from the entrance of the LB and

are shown in Figure 4.17. The G band light curve, prior to the SP2 scan, shows

several bumps at 20:13 UT, 20:27 UT, 20:35 UT and a sudden dip in intensity

around 20:45 UT, which was followed by an increase once again. The light curve

in the chromosphere too shows a similar trend with peaks that appear to be

shifted from the photospheric counterpart, similar to what was seen in the top

panel of Figure 4.15. The Ca light curve however, tends to decrease with time

suggesting a reduction in chromospheric activity in the entrance of the LB. The

bottom panel of Figure 4.17 reveals a very interesting trend. The G band light

curve monotonically decreases till 23:21 UT, and remains a constant till 23:30

UT after which there is a sudden increase. The decrease in the G band intensity

till 23:30 UT coincides with the gradual weakening and disintegration of the LB.

The chromosphere on the other hand does not exhibit any change with time and

is greatly reduced as seen from the bottom panel of Figure 4.17. The subsequent

increase in the photospheric brightness is attributed to the presence of penumbral

structures, namely, bright penumbral grains, but this feature is not seen higher

up in the chromosphere.

4.3.6 The decay phase of the LB

The G band space-time maps constructed for the two time sequences, before and

after the SP2 scan respectively, summarize the episode of the LB’s fragmenta-

tion. These maps were derived along the curved slit shown as the dashed line in

Figure 4.16. The top panel of Figure 4.18 shows the motion of features along the

LB and the measured speeds from the tracks, labeled B1, B2 and B3 are 170±24,

940±201 and 700±121 m s−1 respectively. The space-time map also shows that

the motion of a feature outlined by B1 demarcates the upper brighter half of the

LB from the lower half which is less intense. The space-time map constructed

after the SP2 scan shows 2 phases of the LB’s decay. There is an initial fast
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4.3 Results

Figure 4.18: Space time maps constructed from the slit along the LB axis shown
in Figure 4.16. The top and bottom panels correspond to the G band filtergrams
acquired before and after SP2 respectively.
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retreat of the lower end of the LB (track A1), with speeds measuring 2200±475

m s−1, followed by a more gradual motion with speeds of 220±55 m s−1 (track

A3). The instant the fast retreat changes to the slow retreat, diffuse structures

resembling umbral dots are seen in the spatial location where the lower end of

the LB had been earlier. This structure fairly remains motionless represented by

the track A2. Meanwhile, the upper half of the LB or the penumbra continues to

exhibit motion radially towards the umbra with speeds of 305±155 m s−1 (track

A4).

The transient nature of the chromospheric enhancements associated with the

LB and its neighborhood are presented below. A set of nine consecutive frames

starting from 20:34 UT show chromospheric enhancements i) that occur close

to the umbra-penumbra boundary (E1, E2), ii) brightenings seen in the form of

threads reaching the LB from the adjacent umbra (T1, T2) and iii) arc-shaped

enhancements that occur in the penumbra but far from the LB and appear to be

connected to E1 (PB). E1 is a more stronger event compared to E2 and is seen

to persist within the set of images shown in Figure 4.19. The area over which

E1 is observed increases at 20:36 UT and within a span of 2 minutes reduces

tremendously. E2 on the other hand is a weaker, smaller enhancement that lasts

for a mere 3 frames. The thread-like enhancements (T1, T2) are extremely feeble

and can be barely observed. These structures lack the intensity as seen in the

earlier set of filtergrams acquired 10 hrs earlier. They however remain visible

during the selected time duration. The strongest of the enhancements however,

is PB which in fact is far from the LB as well as the umbra-penumbra boundary.

These enhancements occupy a very large area and are observed to rapidly change

in consecutive frames.

A similar set of images illustrate the chromospheric events associated with

the fragmentation of the LB and is illustrated in Figure 4.20. I have chosen a

longer time interval of 20 min to emphasize a very interesting observation. The

enhancements close to the umbra-penumbra boundary, namely E1 is initially

observed to encompass a very complex pattern of brightenings that last for 8

min, after which, it reduces to a much smaller region similar to what was shown

in Figure 4.19. Another transient enhancement resembling a jet like brightening

(J1) is ejected from the LB, eastward into the adjacent umbra U2. J1 is clearly
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4.4 Summary and Discussion

seen at 23:33 UT and 23:34 UT after which it gradually diffuses. Only one of

the 2 thread-like brightenings, seen in Figure 4.19, is observed prominently in the

present sequence of images. From the sequence of images, a brightness front is

observed to move along this thread like structure in a direction toward the umbra

U1. The length of the thread-like structure also increases with the passage of the

brightness front. The initiation of this event commences with the last remaining

part of the LB finally fragmenting.

The decay phase of the LB has a significant bearing to its constituent sub-

structures. Figure 4.21 captures the final moments of the LB as its southern

half gradually fragments leaving behind a string of umbral dots. The two arrows

indicate the positions where the LB had previously existed. The space-time maps

shown in Figure 4.18 as well as the sequence of G band images indicate that the

umbral dots remain stationary after the fragmentation. In order to compare

the photometric brightness before and after the LB fragmented, a light curve

was derived from the pixel shown by the bottom arrow in Figure 4.18. The

mean intensity before the LB fragmented is relatively weaker, than that after

fragmentation. A similar behavior is seen with the intensity variation for the pixel

marked by the top arrow, albeit the increase in intensity occurs nearly 15 min

later. Thus the fragmentation of the LB is accompanied by a gradual decrease

in brightness till it completely disintegrates, which is immediately replaced by

relatively brighter umbral dots which appear to be co-spatial with the earlier LB.

4.4 Summary and Discussion

In this chapter the global magnetic and dynamic properties of a sunspot light

bridge (LB) in NOAA AE 10953 were determined from high resolution spec-

tropolarimetric and filtergram observations by Hinode. These observations were

made on two occasions nearly 10 hr apart on 2007 May 1 and highlight important

stages in the evolution of the LB. Broad band filtergrams were acquired, as and

when they were available, in the proximity of the spectropolarimetric scans of the

LB, to provide photometric measurements in the photosphere and chromosphere.

A one-component model atmosphere with height-independent parameters (except

for the temperature) was used in the inversions of the Stokes profiles to derive
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maps of the physical parameters. Continuum images of the LB, corresponding

to the two SP scans, indicate a significant change in the structure of the LB.

The latter captures the onset/progress of the decay of the LB. The corresponding

maps of the magnetic field and LOS velocity obtained from the inversions, also

reflect this characteristic. The reduction in field strength in the LB was initially

confined to a larger area both along the axis as well as along its width. This

however, dramatically changes as seen from the second set of maps. The LB

shows very small, localized regions of extremely weak fields which are < 700 G

on both occasions of the SP scan. The weak field region stands out clearly despite

the model atmosphere being very simple, unlike the earlier work of Jurčák et al.

(2006) which was based on a more complex model atmosphere that used more

than 1 node in the SIR inversions. The fact that very weak fields are not observed

anywhere else on the LB, does not in any way rule out the field-free nature of

the LB. This simply could be attributed to the fact that the field-free intrusion

may not be high enough to be seen in the line forming region. The transverse

magnetic field which was initially aligned along the axis of the LB changes to

one being oriented across it with time. This indicates the metamorphosis of the

LB and could be used to classify strong and faint LBs (Sobotka et al., 1993,

1994). While the field strength in the LB is much stronger and relatively vertical

during the formation (Katsukawa et al., 2007a) and decay phase as described in

this paper, the trend changes to a weaker and more inclined configuration during

the intermediate phase as seen from the first of the two scans. The following

scenario is an attempt to explain this based on the intrusion of field free plasma

into the umbral field. Let us assume that the intrusion starts very deep below the

umbra. In the beginning the magnetic perturbation of the umbral field will not

be detectable at the line forming region. Hence we will not see any weakening

of field strength or change in field inclination. During the evolution of the light

bridge, the hot material penetrates higher up in the umbra, thereby producing

the changes of magnetic field observed in the intermediate phase. At the end of

the lifetime of the light bridge, the intrusion subsides restoring the umbral field

almost to its earlier configuration.

There exist patches of very strong downflows exceeding 4 km s−1 in the LB,

which are associated with complex Stokes V spectra having double red lobes.
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Two-component inversions of the profiles indicate supersonic velocities of 10

km s−1 or more. A Milne-Eddington inversion by Shimizu et al. (2009) of the

same LB on the previous day shows a small downflow patch with velocities of

only 0.7 km s−1. In the LB, the supersonic downflows occur near regions where

the magnetic field of the LB meets sunspot fields with rather different orienta-

tions. In those locations one observes anomalous linear polarization signals, but

only when the field is relatively horizontal. Such profiles could arise from the

mixing of the LB and umbral fields which are shown from the inversions using

a one-component atmosphere with gradients along LOS. Similar observations of

supersonic downflows were observed at the umbra-penumbra boundary, close to

the LB, based on inversions of the Stokes profiles from the same region, nearly

10 hrs later. The LB on the other hand did not exhibit any large/supersonic

downflows. The discovery of the supersonic downflows in the LB as well as at the

umbra-penumbra boundary is one of the important results of this chapter.

The supersonic downflows in the LB as well as at the umbra-penumbra in-

terface are sometimes associated with transient chromospheric brightenings. The

spatial correspondence of the photospheric velocities and the chromospheric en-

hancements was studied using event maps. Although co-temporal chromospheric

filtergrams were not available during the second SP scan, the event maps clearly

show that the chromospheric enhancements lie very close to the downflows. The

question that naturally arises from the above observations is the source/mechanism

of the supersonic downflows and the brightenings? The strong downflows are sim-

ilar to the Evershed Flow which can be supersonic in the mid and outer penumbra

as well as beyond the sunspot boundary (del Toro Iniesta et al., 2001; Bellot Ru-

bio et al., 2004, 2007). The ‘siphon flow’ model of Thomas & Montesinos (1993);

Montesinos & Thomas (1997) and the ‘moving tube’ model of Schlichenmaier

et al. (1998a,b) produce the Evershed flow by a gradient of the gas pressure at

the ends of a tube. From the simple inversions described above it is difficult

to identify the upflowing counterpart to the strong downflows. Moreover, if the

downflows represent a mass flux returning to the surface as in the Evershed sce-

nario, then the supersonic component should have an opposite polarity as that of

the sunspot, which is clearly not the case here. In addition, the flow/tube models

do not yield any information on the chromospheric phenomena associated with
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the downflows. It would thus appear that there lies an alternate physical process

that should explain the observations.

In the first SP scan, the downflowing patches (at least some of them) are

seen to be cospatial with chromospheric enhancements. In the LB, of the three

downflowing patches, two of them on the upper half of the LB are associated

with azimuth discontinuities which would imply different magnetic components

in the resolution element. The resulting anomalous linear polarization profiles

illustrate the overlying umbral field with the light bridge confined below. Such a

configuration could facilitate a slingshot reconnection mechanism, as formulated

by Ryutova et al. (2008a,b). This model was proposed as a possibel driver for the

recently discovered penumbral microjet phenomena (Katsukawa et al., 2007b).

As indicated by Ryutova et al. (2003), reconnection of magnetic field lines can

occur, even if they have the same polarity. Additionally, one of the requirements

of the model is that the parts of the flux tube participating in the reconnection

should be as small as 150-200 km which is observed in the anomalous linear po-

larization profiles confined to a thin ridge along the LB. The question is where

does the reconnection occur? If a reconnection geometry as depicted by Isobe

et al. (2007) is assumed, then the height at which reconnection occurs can be

estimated from the inclination of the magnetic field and the separation between

the photospheric downflows and chromospheric brightenings. Let us consider the

top most downflowing patch on the LB that is ≈ 2′′ or 1450 km, from the nearest

chromospheric brightening. The inclination of the magnetic field is ≈ 120◦ to the

vertical. Using these values, the height at which the reconnection occurs would

be 1450× tan 30◦ km or ≈ 840 km which is well within the formation height of

the Ca ii H line. This height is also well above the photosphere which is only 500

km thick. By the same argument, it can be shown that if reconnection occurs at

a height of 840 km, then for fields which have an inclination of 165◦, the distance

between the chromospheric brightening and the downflows would be ≈ 225 km or

0.′′3, which is 2 SP pixels. This is precisely the case for the strongest downflowing

patch that is co-spatial with the chromospheric brightenings. The chromosphere

can facilitate reconnection as plasma β is less than unity at these heights. The

photospheric downflows could be the result of downward propagating shocks re-

sulting from the reconnection. Observations of the upper transition region and
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corona by EIS (EUV Imaging Spectrometer; Culhane et al., 2007) indeed show

strong upflows in the He ii 256 Å line above the LB (Matthews et al., 2010) which

lends credence to the reconnection scenario. The supersonic downflows that occur

at the umbra-penumbra boundary could be produced by a similar mechanism and

it has been shown by Louis et al. (2010b) that such phenomena are common in

sunspots, not necessarily having a light bridge. The chromospheric enhancements

in the light bridge and its neighbourhood however, are much more stronger, long

lived and persistent than the ubiquitous penumbral mircrojets.

The impact of the evolution of the LB on the photosphere and chromosphere

was studied using light curves, from the G band and Ca ii H filtergrams at two

different locations. The time duration of 45 min encompasses the duration of

the first SP scan of the LB. The light curve computed from the pixel at the

entrance of the LB shows an increase in the Ca intensity that coincides with that

in the G band. While the latter reaches a maximum, the former continues for 8

additional minutes before decreasing. One would expect this because of the fairly

large height of formation of Ca which extends from the temperature minimum

to around 10000 K at a height of ≈ 2000 km (Vernazza et al., 1981). The G

band light curve from the pixel on the LB is much weaker in comparison to the

one at the entrance. A correlation coefficient of ≈0.5 was measured between the

Ca and G band light curves at this location. This is surprising since very strong

enhancements occurred on the LB in the chromosphere but the corresponding

intensity in the photosphere is only moderate. Similarly, light curves determined

during the decay phase show the chromospheric intensity changing with time

which is aptly seen before and after the LB disintegrated. The results presented

here indicate that the LB could be responsible for an additional brightness of

sunspots higher up in the atmosphere. Even though the photometric variations

in the two heights are affected by the presence of the LB, the association is strictly

not one-to-one. These have to be verified with additional cases as well as with

more wavelengths to probe different heights.

The fragmentation of the LB is very similar to its formation (Katsukawa et al.,

2007a) which is observed as a rapid retreat followed by a more gradual withdrawal.

As the LB decays, it fragments into a number of umbral dots that appear brighter

than the decaying LB. Even in the decay phase, the chromosphere displays a wide
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variety of brightenings both on the LB as well as in its immediate neighborhood

although it is much more subdued in the LB as compared to observations seen

by Louis et al. (2008), nearly 18 hrs earlier. The LB did not exhibit any strong

velocities at this point of time. Observations by Shimizu et al. (2009) of the

LB on April 29 and 30 show chromospheric jets on the eastern edge of the LB,

but no strong velocities. It would thus imply that there are specific conditions

under which strong downflows would be present along with the chromospheric

brightenings.

The observations of supersonic downflows as well as the chromospheric and

photospheric photometric analysis suggest that the LB is a highly dynamic entity

that exhibits small scale magnetic and velocity inhomogeneities, that could play

an important role in accounting for in-situ brightness of sunspots in the chromo-

sphere. Moreover, the events leading to the fragmentation of the LB into umbral

dots appear similar to its formation hinting at a specific sub-photospheric con-

vective process powering it. The reconnection mechanism for producing the chro-

mospheric enhancements and the supersonic downflows must be complemented

with additional observations using Hinode, by acquiring high cadence (<10 sec)

filtergrams, along with repeated spectropolarimetric scans of the LB.
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Chapter 5

Structure of Penumbra in the
Context of the Evershed Flow

5.1 Introduction

The Evershed Flow (EF) is an integral property of sunspot penumbrae. It is

observationally seen as a shift of the spectral lines, due to the nearly horizontal,

radial outflow of plasma (Evershed, 1909), that starts as upflows in the deep

layers of the inner penumbra and ends in a ring of downflow channels at the outer

edge of the penumbra (Schlichenmaier & Schmidt, 1999). Filter based velocity

measurements indicate the quasi-periodic nature of the EF, wherein individual

velocity packets are observed to propagate towards the periphery of the sunspot

with velocities of 2 - 5.5 km s−1 (Rimmele, 1994) and vary on a time scale of 8-14

min (Rouppe van der Voort, 2003). The EF is believed to be closely associated to

the fine structure of the penumbra (Solanki, 2003a). This association is seen in the

form of the “uncombed geometry” (Solanki & Montavon, 1993) of the penumbra,

wherein the radial outflow is predominantly confined to horizontal flux tubes

embedded in a more stronger, vertical, background field which is essentially at

rest (Westendorp Plaza et al., 2001b; Mathew et al., 2003; Bellot Rubio et al.,

2003a). This model primarily accounts for the azimuthal as well as center-to-

limb variations of the net circular polarization of sunspot penumbrae (Borrero et

al., 2007). The background field and the embedded tubes are referred to as the

“spines” and “intraspines” respectively (Lites et al., 1993). A natural ingredient

of the “uncombed geometry” is the manner in which the spines tend to fold
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around the intraspines (Mart́ınez Pillet, 2000), that was recently confirmed by

Borrero et al. (2008a). According to Spruit & Scharmer (2006) the intraspines

are a consequence of convection taking place in radially aligned field free gaps

below the visible surface and thus coin the penumbra as a “gappy” structure.

The MISMA hypothesis of Sánchez Almeida (2005) puts forth the argument that

the manifestation of the EF in the form of upflows and downflows, arises from

the unresolved structure of the penumbra. High resolution observations, however,

have established that the bright penumbral filaments, in fact, consist of a central

dark core (DC; Scharmer et al., 2002) which harbor the hot EF (Bellot Rubio

et al., 2005; Langhans et al., 2007; Bellot Rubio et al., 2007). Langhans et al.

(2007) point out that the visibility of the penumbral DCs degrades with increasing

heliocentric distances which arise from a 3D geometrical effect and not due to the

formation height effect.

Furthermore, the transport of energy from the sub-photosphere into the penum-

bra still remains one of the most intriguing problems in sunspot physics. It has

been pointed out that overturning convection in the form of rolls (Zakharov et al.,

2008; Scharmer, 2009) could explicate the radiative flux as well as the fine struc-

ture of the penumbra which was illustrated in the simulations of Scharmer et al.

(2008). This aspect was recently demonstrated by realistic 3D MHD simulation

of sunspots by Rempel et al. (2009a,b) who point out that the EF is a component

of the convective flow that results from an anisotropy introduced by the presence

of inclined magnetic fields. On the other hand, the surplus brightness can also be

explained by the hot EF in the context of the “uncombed” model (Ruiz Cobo &

Bellot Rubio, 2008) which accounts for the surplus brightness of the penumbra as

well as DCs. The physical mechanism responsible for the EF has been described

in terms of the “siphon-flow” model (Montesinos & Thomas, 1997; Montesinos

& Thomas , 1993; Thomas & Montesinos, 1993) and the “moving-tube” model

(Schlichenmaier et al., 1998a,b). While the former comprises of a flow along an

arch that is essentially driven by a gradient in gas pressure at the footpoints,

the latter describes the dynamic evolution of a flux tube that is initially located

at the magnetopause and gradually rises and migrates towards the umbra. The

“moving-tube model” is based on the concept of interchange convection (Jahn &

Schmidt, 1994) wherein heat is distributed laterally through the magnetopause
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into the penumbra by an interchange of flux tubes. Both models have to a great

extent explained several interesting observations. A consequence of the “siphon-

flow” model is that the flux tubes can either return to the photosphere well within

the penumbra (Westendorp Plaza et al., 1997), extend as far as 10 Mm beyond

the visible sunspot boundary (Rimmele, 1995), produce supersonic velocities near

the outer penumbral boundary (del Toro Iniesta et al., 2001; Borrero et al., 2005)

or continue beyond the sunspot with supersonic velocities (Mart́ınez Pillet et al.,

2009). On the other hand the “moving-tube” model is validated by observations

of supersonic flows well within penumbra (Bellot Rubio et al., 2004), with high

resolution dopplergrams of the limb side penumbra (Rimmele & Marino, 2006),

with magnetograms taken at the far blue wing of the Stokes V profile (Ichimoto et

al., 2007a) and recent observations of Beck (2008). It has however, been pointed

out by Schlichenmaier & Solanki (2003) that, while pure interchange convection

is unable to account for the radiative flux of the penumbra, steady upflows along

magnetic flux tubes are sufficient to explain the brightness as long as the magnetic

return flux lies within the penumbra.

It is necessary to remember that the elucidation of the physical structure of

the penumbra is strictly based on the manner in which the polarization signals

are interpreted by the inversion codes (ICs). The result of using different model

atmospheres, required for the spectral synthesis, could infer completely different

scenarios, particularly, if the physical structure is not spatially resolved (Bellot

Rubio et al., 2004; Cabrera Solana et al., 2008). In such scenarios a single com-

ponent atmosphere with gradients along the LOS cannot be differentiated from

a 2 component atmosphere without gradients (Borrero et al., 2004). One such

instance is that of the Evershed clouds (ECs), enhanced LOS velocity signals,

which can in fact be wrongly construed as perturbations to the magnetic struc-

ture along which they move, based on a single component atmosphere that uses

height independent parameters (Cabrera Solana et al., 2008, refer to Cabrera

Solana et al. (2007) for the general properties of ECs). In this chapter, I address

the issue of field free/weak field intrusions in the penumbra as well as the physi-

cal properties of the Evershed flow, based on SIR inversions of the Stokes profiles

from a small region of the disc side penumbra of a regular sunspot. Although

Borrero & Solanki (2008b) had performed a similar analysis, for a region in the
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Figure 5.1: G band image of sunspot in NOAA AR 10944. The white box denotes
the 4.8′′×14.4′′ area of the center side penumbra that was chosen for the analysis.
The arrow points to disk center.

limb side of a different active region, the model atmospheres they chose are dif-

ferent from the ones described in this chapter. Sections 5.5.3 and 5.5.4 illustrate

the spectral properties and temporal evolution of ECs, while the coherence of the

time averaged penumbral fine structure and its association to the Evershed flow

are presented in Sections 5.5.5 and 5.5.6.

119

5/figures/gband-sp-scan-area-new.ps


5.2 Observations

5.2 Observations

Spectropolarimetric observations of the sunspot in NOAA Active Region 10944

were carried out using the Solar Optical Telescope (SOT; Tsuneta et al., 2008) on

board Hinode (Kosugi et al., 2007), on 2007 March 2. The sunspot was located

at a heliocentric angle of 20◦ (μ = 0.94). Data pertaining to a 10.24′′ wide area

of the sunspot was used, that was mapped repeatedly by the spectropolarimeter

(SP; Lites et al., 2001; Ichimoto et al., 2008) from 6:35 UT to 10:50 UT. This

region included a part of the center side of the sunspot and the neighbouring

photosphere. At each slit position, the four Stokes profiles of the neutral iron

lines at 630 nm were recorded with a spectral sampling of 21.55 mÅ, a pixel size

of 0.′′16, and an exposure time of 4.8 s. The observations were corrected for dark

current, flat field, thermal flexures, and instrumental polarization using routines

included in the SolarSoft package. The Level-1 data thus consisted of 46 time

sequence scans, each scan being 64×512 pixels in size which were subsequently

registered using a 2D cross correlation routine. G band filtergrams acquired

during the above time duration by the BFI (Broad band Filter Imager) were also

utilized. The filtergrams have a sampling of 0.′′1 and a cadence of 1 min.

5.3 Inversions using a single component atmo-

sphere

The left panel of Figure 5.1 shows the G band image of the sunspot and the smaller

sub-region (30×90 pixel) of the center-side penumbra that was scanned by the

SOT-SP. A wavelength calibration was first performed in the following manner.

The average quiet Sun profile was determined from those pixels where the polar-

ization signal was less than 3σ. Using the wavelength sampling of 21.5mÅ and the

rest wavelength of the 6302.5Å Fe line, the wavelength scale was determined. This

was then used to compute the convective blue shift using the 2 component model

of the quiet Sun, as described by Borrero & Bellot Rubio (2002) and subsequently

corrected for the heliocentric position of the sunspot (Balthasar, 1988). This pro-

cedure yielded a value of -225 m s−1 and the corrected wavelength scale was used

in the inversions. The Stokes profiles from each of the 46 time sequence scans
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were inverted using the SIR code (Stokes Inversion based on Response Functions;

Ruiz Cobo & del Toro Iniesta, 1992). I assume that the penumbral region chosen

for the analysis is spatially resolved and use a single component atmosphere in

each pixel. Each of the 46 time sequences were subjected to two sets of inversion.

In the first, the following parameters namely, field strength, inclination, azimuth,

LOS velocity were provided one node each, i.e., they are assumed to be height

independent. Apart from these, the code also retrieved a height independent

micro and macro turbulent velocity and an additional parameter in stray light.

Temperature alone was perturbed with two nodes. This set of inversions will be

referred to as SIR-1. In the second set, temperature was provided with five nodes,

while field strength and LOS velocity were given three nodes each. Inclination

and azimuth were given two nodes each. This set of inversions, referred to as SIR-

2, also retrieved height independent micro and macro turbulent velocities and a

stray light factor similar to the SIR-1 inversions. As can be seen, SIR-1 is similar

to inversions based on a Milne-Eddington atmosphere which provide parameters

that are essentially averaged along LOS (Westendorp Plaza et al., 1998). These

are particularly useful in providing an overall view of the spatial organization of

the penumbra and in particular, to identify regions that essentially harbor the

EF. Figure 5.2 illustrates the physical parameters retrieved by SIR-1 for each

time sequence, while Figures 5.3 to 5.5 depict the parameters derived from the

SIR-2 inversions. In what follows, a detailed analysis of the penumbral structure

is derived from the results of SIR-2 inversions.

5.4 Defining the Normalized Radial Distance

G band filtergrams were used in order to determine the radial position of each

pixel. Since each sequence mapped by the spectropolarimeter takes ≈ 5.2 minutes,

there are five G band images acquired by the BFI during that time which were

subsequently scaled and aligned with the continuum maps. First the visible

part of the penumbra was chosen from the continuum maps, after which the

umbra-penumbra boundary and penumbra-photosphere boundary were selected.

This was also done with the G band image, acquired closest to the start of

each sequence, so as to match the same in the continuum map. The following
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procedure was then adopted to compute the normalized radial distance. For each

time, sequence a binary image was made from the G band filtergram, wherein

all pixels within the visible penumbra were set to one and those outside it were

set to zero. For each penumbral pixel, the nearest pixel on the umbra-penumbra

boundary was determined. After calculating the angle between these two points

and the vertical, the radial line connecting the points was extended outwards in

steps of one pixel. This was carried out till the value of the pixel changed from

one to zero, which would imply that the corresponding point on the penumbral-

photosphere boundary was reached. For pixels lying in the photosphere the same

procedure was used except that the radial vector was incremented inwards. As

pointed out by Centeno et al. (2009) the slit of the spectropolarimeter is rotated

by 0.26◦ in the clockwise direction to the vertical axis of the G band image.

My analysis, however, is restricted to 90 pixels along the slit which would imply

that the relative shift in the G band image is less than half a pixel. Moreover

the horizontal direction comprises of only 30 pixels or 30 slit positions, hence

constructing a composite G band image from images closest to each slit position

was not necessary.

5.5 Results

5.5.1 Penumbral Spine and Intraspine Structure

For each time sequence only the visible part of the penumbra was chosen, within

which, pixels exhibiting negative inclination stratifications were avoided. Bad

pixels account for less than 3% of the total area. The inclination and azimuth

were subsequently transformed to the local reference frame (LRF). The physical

parameters retrieved from the inversion were averaged over various optical depths

corresponding to −0.5 < logτ < 0, −1.0 < logτ < −0.5, −1.5 < logτ < −1.0 and

−2.0 < logτ < −1.5 respectively, as shown in Figure 5.6 for one particular time

sequence. As is evident, the fine structure of the penumbra is more prominently

seen in the zenith angle and azimuth maps at optical depths of logτ = -1.0 to

-2.0 which correspond to the heights where the Fe line is formed (Westendorp

Plaza et al., 2001a). As shown in the bottom right panels of Figure 5.6, the
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5.5 Results

Figure 5.6: The four panels represent the field strength (top left), zenith angle
(top right), azimuth (bottom left) and LOS velocity (bottom right) respec-
tively of sequence no. 20 that was mapped by the spectropolarimeter from 8:26
UT to 8:32 UT. The 4 sub panels (from left to right) correspond to the optical
depth ranges of logτ = 0.0 to -0.5, -0.5 to -1.0, -1.0 to -1.5, -1.5 to -2.0 respectively.
The images have been scaled as shown in their respective colour bars. The white
triangle, square and cross symbols in the bottom right panel represent the spine,
intraspine and Evershed Cloud respectively. The arc marked in white represents a
radial distance of 0.33RP .
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5.5 Results

Figure 5.7: Distribution of physical parameters with LOS velocity. Black, red
and blue correspond to the parameters averaged over logτ = 0 to -0.5, -0.5 to -1.0
and -1.0 to -1.5 respectively. The vertical bars correspond to the rms values in
each velocity bin. Bin size is 200 m s−1.
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Table 5.1: Mean errors in the physical parameters at different optical depths.

logτ
Parameter 0.0 -0.5 -1.0

Field Strength (G) 182 106 81
Zenith Angle (deg) 6 6 6
Azimuth (deg) 12 11 11

LOS Velocity (m/s) 282 167 140
Temperature (K) 13 29 37

EF is clearly confined to the deep layers particularly in the logτ = 0 to -1.0

region. In order to statistically derive the association of the penumbral intraspines

with the EF, the physical parameters namely, field strength (B), the vertical

component of the magnetic field (Bz), the radial component of the magnetic

field (BR), zenith angle (ζ), azimuth (ψ) and temperature (T ) were averaged

between logτ = 0 to -0.5, -0.5 to -1.0 and -1.0 to -1.5 respectively and subsequently

binned with the LOS velocity that in turn was averaged between logτ = 0 to -

0.5. Figure 5.7 depicts the distribution of the physical parameters with LOS

velocity along with the rms values in each velocity bin. As is apparent, there

exist 2 distinct velocity components in the penumbra. The component that is

essentially at rest corresponds to the penumbral spines while the intraspines are

characterized by strong upflows greater than 1.5 km s−1. Although the results

presented below were derived from a limited region of the penumbra, the 4 hr.

observing run, ensures that a satisfactory statistic can be constructed as there

are sufficient data points in the large velocity bins.

The mean 1σ error computed from the inversions at various optical depths

is summarized in Table 5.1. The large errors associated with the field strength

arise as the Stokes profiles are less sensitive to B in the deep layers, which is a

characteristic of the Response Functions (Westendorp Plaza et al., 2001a; del Toro

Iniesta, 2003a). Table 5.2 illustrates the magnitude of the physical parameters

along with their rms values for velocity bins corresponding to 0 and -2 km s−1

that represent the spine and intraspine structures respectively. The field strength

in the spines decreases from ≈ 2300 G at −0.5 < logτ < 0 to 1900 G at −1.5 <

logτ < −1.0, while for the intraspines, the field strength reduces by 500 G for
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same depth range. The zenith angle and the azimuth practically remain constant

for the above mentioned layers for both spines and intraspines. The temperature

however reduces by≈ 700 K and 1000 K for the spines and intraspines respectively

as illustrated in Table 5.2. In the deep layers (−0.5 < logτ < 0), the intraspine

regions of the penumbra that harbor the EF, are 300 G weaker, inclined by 17◦ and

300 K hotter, relative to the penumbral spines which is in good agreement with the

results of Westendorp Plaza et al. (2001a); Bellot Rubio et al. (2005). Downflows

of the order of 1 km s−1 are seen in some regions, at logτ = 0, particularly where

the fields are fairly horizontal. It is imperative to mention here that the pixels

that were used to construct the distribution essentially belong to the penumbral

region defined by 0 < r < 0.6Rp. This was done by changing the penumbral

radius gradually from 0.3Rp to 1.0Rp and selecting the radial distance at which

the differences in the spine and intraspine properties became indistinguishable

from the computed uncertainties. It should be kept in mind that the errors

expressed in Table 5.1 arise from the synthesis of the model atmosphere to fit the

observed Stokes profiles whose nature is described in detail in Section 5.5.3.

Figure 5.8 shows the stratifications of the physical parameters corresponding

to the spines and intraspines. Only those pixels lying within a radial distance

of 0.6 RP were utilized. The pixels were selected as spines and intraspines if

−0.5 < VLOS < 0.5 km s−1 and VLOS < −1.5 km s−1 respectively. The field

strength reduces monotonically from 2370 G at logτ=0 to 1606 G at logτ=-2.0

for the spines while for the same heights the field strength of the intraspines are

2178 G and 1290 G respectively. The zenith angle of the spines becomes relatively

inclined by ≈ 10◦ in comparison to the intraspines which practically remains a

constant with height. The temperature difference at logτ = 0 and logτ = -2.0

exceeds 1500 K for the spines as well as intraspines. As can be seen the overall

trend in the height variation of the physical parameters is dictated by the model

atmosphere that was employed in SIR-2 and the relatively small scatter in the

observed quantities is evidence for the same.
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Figure 5.8: Mean Spine (dashed) and Intraspine (solid) stratifications derived
from SIR-2. The vertical bars and grey shaded areas correspond to the rms values.
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5.5.2 Radial Variation of Parameters

The radial distribution of the physical parameters is shown in Figure 5.9. The ra-

dial distance, used for binning the observed quantities, was calculated as described

in Section 5.4. As in Figure 5.7, the distribution is shown for three different layers

which is depicted in the top left panel of Figure 5.9. The rms values in each radial

bin, represented as the hatched lines, have been drawn only for −0.5 < logτ < 0

and −1.5 < logτ < −1.0 respectively. The field strength shows a monotonic de-

crease with radial distance at all heights, from a value of 2374±213 G at r/Rp=0

to 1056±401 G at r/RP=1 corresponding to −0.5 < logτ < 0. A similar trend is

seen in the vertical component of the magnetic field which reduces from 1887±216

G at the umbra-penumbra boundary to 263±388 G at the penumbra-photosphere

boundary respectively. The radial component of the magnetic field (BR) on the

other hand shows an increase from 1432±152 G at r/RP=0 to 1678±251 G at

r/RP=0.4 as shown in the top right panel of Figure 5.9. BR then gradually falls

off to 976±321 G at the penumbra-photosphere boundary. The increase in the

radial component from the umbra-penumbra boundary to the mid-penumbra and

the gradual decrease to the periphery of the sunspot is more prominent in the

deep layers corresponding to −0.5 < logτ < 0 and the trend diminishes with

height.

The zenith angle (ζ) increases monotonically from 37±4◦ at the umbra-penumbra

boundary to 80±10◦ at r/RP=0.8, after which it nearly remains a constant. This

behaviour in the radial variation of ζ is seen in the other higher layers as well.

However when a running difference of ζ is taken with consecutive radial bins, one

finds an inflection point at r/RP = 0.3 that corresponds to Δζ ≈ 8◦, which then

gradually decreases. When the cosine and sine of Δζ is computed it is seen that

the inflection point stands out very clearly in the latter while it is absent in the

former. This explains the increase in the radial component of the magnetic field

(BR) which essentially goes as sin ζ . The azimuth (ψ) on the other hand prac-

tically remains a constant with radial distance for all heights, which is expected

since the information is restricted to a small portion of the penumbral region.

The large spread in the rms values, however, indicate the presence of the spines
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Figure 5.9: Radial variation of physical parameters averaged over different
heights. 0 and 1 in the x-axis correspond to umbra-penumbra and penumbra-
photosphere boundaries respectively.
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and the more radially oriented intraspines. This aspect will be discussed in Sec-

tion 5.5.3. The lower right panel of Figure 5.9 shows the radial distribution of the

LOS velocity at different heights. In the deep layers the LOS velocity increases

to 789±595 m s−1 at r/RP=0.3, quite similar to the increase in the radial com-

ponent of the magnetic field. With increasing radial distance VLOS reduces with

a large rms value of 635 m s−1 at the outer penumbral boundary. In comparison

the velocities are much smaller in the subsequently higher layers.

5.5.3 Characteristics of Spines, Intraspines and Evershed
Clouds

Three pixels marked in white symbols in Figure 5.6 denote the spine (triangle),

intraspine (square) and Evershed cloud (cross) respectively. The qualitative dif-

ferences between these structures can be inferred from their respective Stokes

profiles which is illustrated in Figure 5.10. The linear polarization signals from

the spines are much weaker than the intraspines and the Evershed Clouds (ECs),

which would imply that the field is relatively vertical. This is also seen in the

circular polarization signals which are relatively stronger than those from the

intraspines and the ECs. More importantly, the enhanced LOS velocity signals

that characterize the ECs, exhibit anomalous Q profiles. The proximity of the

model atmosphere used in the inversions, to the physical one is evident from the

fit to the Q profile as illustrated in Figure 5.10. The asymmetric Q profiles could

possibly arise from a mixing of polarimetric signals from the EC and the spine

structure along LOS, which would be the case for the sunspot that is located

marginally away from the disk center. This is demonstrated in the large change

in azimuth from from 140±5◦ at logτ = 0 to 99±5◦ logτ = -2.0, while the spine

and intraspine vary from 91±13◦ to 101±12◦ and 125±4◦ to 123±4◦ respectively.

Figure 5.11 depicts the stratification of the spine, intraspine and EC.

In order to compute the flow velocity VFLOW from the LOS component VLOS,

the relation described by Tritschler et al. (2004) was employed and modified to

VLOS(r, φ) = VFLOW(r, φ)[sin γ cosφ sin θ + cos γcosθ] (5.1)

where γ and φ are the inclination and azimuth in the LOS frame and θ is the

heliocentric angle. It is assumed that the flow has a variation in the radial
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Figure 5.10: Observed (black) and Inverted (red) profiles corresponding to the
spine (SP), intraspine (IP) and EC (EC) pixel marked in Figure 5.6.
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Figure 5.11: Stratification of the spine (solid), intraspine (dashed-dot) and EC
(dashed) pixel marked in Figure 5.6.
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and azimuthal direction as is evident from the LOS velocities along the arc of

constant radius shown in Figure 5.6. In addition the sin φ term in Equation 2

of (Tritschler et al., 2004) has been changed to cosφ, such that the limb and

center side penumbra correspond to 0◦ and 180◦ respectively, measured in the

counterclockwise direction. Equation 5.1 is justified since the plasma is essentially

frozen with the field as pointed out by Bellot Rubio et al. (2003a). Using values

of -2.5 km s−1, 59◦, 148◦ and 20.7◦ for VLOS, γ, φ and θ respectively for the logτ

= 0 layer, it turns out that the flow velocity is supersonic with a value of ≈ -11

km s−1. It also appears that the ECs have the same physical properties as the

intraspines, with the velocity being the only distinction. This aspect is further

discussed in Section 5.5.4.

5.5.4 Perturbative Nature of ECs

The top panel of Figure 5.12 illustrates the temporal evolution of an EC along

the penumbral intraspine. The EC is located at r = 0.37RP . Between sequence

17 and 18, it is observed that the EC completely disappears but in the very next

sequence it emerges very conspicuously along the intraspine. It appears to move

radially in the next sequence. Sequence 20 illustrates a new EC, which in fact

occupies the spatial position of the previous one. The period of ≈ 23 minutes

demonstrates the rapid transition of ECs. The Stokes profiles corresponding to

the EC in sequence 18 exhibit highly anomalous Q profiles, an asymmetric U

profile and a V profile that has an extended blue lobe, indicative of a faster blue-

shifted component along LOS (Figure 5.13). This is in contrast to the regular

profiles emanating from the same pixel in the previous sequence. The asymmet-

ric profiles are also seen in sequence 19 but of reduced strength, that may be

associated with the trailing of the EC along the intraspine. The LOS velocity,

field strength, zenith angle, azimuth and temperature measured in sequence 18

are -3.93±0.5 km s−1, 1770±325 G, 81±10◦, 151±11◦ and 5763±23 K respec-

tively. The values correspond to averages between the logτ = 0 and logτ = -0.5

layer. Substituting these values in equation 5.1, one obtains very large flow ve-

locities exceeding 20 km s−1. For sequence 17 on the other hand the respective

values are -1.0±0.44 km s−1, 1832±244 G, 60±8◦, 125±10◦, 5681±16 K. This
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Figure 5.12: Temporal evolution of the EC shown by the white arrow for se-
quences 16 to 20.

would imply that a change in LOS velocity of 2.93 km s−1 is associated with a

change of 62±406 G in the field strength, 21±13◦ in the zenith angle, 26±15◦ in

azimuth and 82±28 K in temperature. Now consider sequence 19, wherein the

LOS velocity in the same pixel is -2.9±0.6 km s−1 and the field strength, zenith

angle, azimuth and temperature are 1622±359 G, 65±10◦, 129±11◦ and 5760±21

K respectively. Although the LOS velocity in sequence 19 is also very large, the

corresponding magnetic and thermal parameters are equivalent to those before

the passage of the EC. For the layers corresponding to logτ = -1.5 and logτ=-

2.0 there are no changes in the magnetic and thermal parameters in time i.e.,

with the passage of the EC. In order to disambiguate the changes introduced in

the physical parameters due to the passage of the EC, I resort to a statistical

description of the intraspine and EC properties.

In the first case, the temperature and magnetic field were averaged within the

optical depth of logτ = 0 to -0.5 and binned into two categories corresponding

to −1.5 ≥ VLOS ≤ −1.0 and VLOS ≤ −2.0, which represent the intraspines and the

ECs respectively. Figure 5.14 shows the histogram of the thermal and magnetic

parameters of the intraspines and the ECs. The field strength and azimuth dis-

tributions are nearly similar as reflected by the median values, while the small

difference in the same for the zenith angle is equal to the computed uncertainty.

The temperature distribution too does not show a significant difference, with the
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Figure 5.13: Observed (black) and Inverted (red) profiles corresponding to se-
quences 17, 18 and 19 for the pixel depicted by the arrow in the top panel.
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Figure 5.14: Distribution of the physical parameters corresponding to the In-
traspines (solid) and the Evershed clouds (dashed). The numbers in the parentheses
indicate median values.

ECs being ≈ 60 K hotter than the intraspines.

The second statistical test was to determine the mean radial variation of the

physical parameters for the two structures. The field strength of the intraspines

and the ECs at the umbra-penumbra boundary are 2.2±0.16 kG and 2±0.2 kG re-

spectively, while the values at the penumbra-photosphere boundary are 0.97±0.35

kG and 1.2±0.28 kG respectively as shown in the top left panel of Figure 5.15.

Similarly the zenith angles for the two structures at r/Rp = 0 and r/Rp = 1, are

41±5◦, 42±5◦ and 75±7◦, 65±6◦ respectively. No significant trend is seen in the

azimuth as well, which varies from 113±7◦ to 121±14◦ for the intraspines and

118±4◦ to 111±9◦ for the ECs. The temperature of the intraspines and the ECs

are 5650±117 K and 5724±75 K respectively at r/Rp = 0 and gradually increases
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Figure 5.15: Mean radial variation of the physical parameters corresponding to
the Intraspines (solid) and the Evershed clouds (dashed). The rms values for the 2
distributions are shown as the hatched lines and the shaded grey area respectively.
The radial bin in the x-axis is 0.1.
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to 5886±123 K and 5958±290 K respectively at r/Rp = 1.

5.5.5 The Long Term Horizontal Flow Field

The time sequence of continuum maps of the sub-region depicted in Figure 5.1

were subjected to Local Correlation Tracking (LCT; November & Simon, 1988;

Welsch et al., 2004; Fisher & Welsch, 2008). Each continuum image was unsharp-

masked using a 0.′′8 boxcar (5×5 pixels) to track the small scale features. A time

interval Δt = 5.5 minutes and an apodizing window with a σ=1.6′′ was employed.

The uncertainty in the measurement of the transverse speed is ≈ 50 m s−1. An

average transverse flow map was constructed for a total duration of ≈ 3.5 hr.

Although LCT suffers from systematic errors that can be ≈ 20%, one would like

to establish the nature of the long term flow field.

An average continuum and G band image was constructed for the above time

period and using the latter, the radial positions in each pixel of the average con-

tinuum image were derived using the procedure described in Section 5.4. The

computed transverse speed averaged in time was then corrected for the heliocen-

tric angle θ described by Vargas Domı́nguez et al. (2008) as

v′2 = v2(sin2 φ+ cos2 φ cos2 θ) (5.2)

tanφ′ =
tanφ

cos θ
(5.3)

where v, φ are the computed transverse speed and azimuth respectively, while

v′, φ′ are the same in the deprojected plane. Figure 5.16 shows the average con-

tinuum map with the horizontal flow vectors overlaid on it. As a consequence

of averaging over a 4 hr period, the magnitude and orientation of the transverse

flow does not appear to have any structuring in azimuthal direction while it is

clearly apparent in the radial direction which is suggestive from the two part

flow structure of the penumbra as illustrated in Figure 5.16. There is clearly

an inward motion of intensity features from a distance of 0.6 RP while the mo-

tion is predominantly outwards from 0.7RP to the outer penumbral boundary.

The transverse speeds decrease gradually from 422±32 m s−1 at a distance of

0.2RP as shown in Figure 5.17 to 98±40 m s−1 at 0.6RP which corresponds to

the Dividing Line (DL; Sobotka et al., 1999; Sobotka & Sütterlin, 2001). The
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Figure 5.16: Maps of the average continuum (left) and transverse speed (right).
The transverse flow vectors derived from LCT are overlaid on the two images. Both
images have been scaled as shown in their respective colour bars. The arrows have
been drawn for every alternate pixel wherever the flow velocity exceeds 50 m s−1

which is the maximum measurement error.
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Figure 5.17: Radial distribution of the transverse speed. Vertical bars correspond
to rms values while the numbers indicate samples in each bin. Bin size is 0.1RP .

transverse speeds then steepen to 550±87 m s−1 at the outer penumbral bound-

ary. Since the radial position in each pixel depends on the corresponding points

on the umbra-penumbra boundary and the penumbra-photosphere boundary, the

intensity values defining the two boundaries were changed by ±15 % of the value

chosen for the analysis. The resulting distribution appeared to be insensitive to

the change in the intensity range.

Based on the feature tracking algorithm of Sobotka et al. (1997a) that was used

to trace motions of individual penumbral grains (Sobotka et al., 1999; Sobotka

& Sütterlin, 2001) and LCT used in this analysis, it is suggestive that the DL

is intrinsic to the penumbral structure. The use of LCT on a regular sunspot

as well as on a decaying one depicts the presence of the DL (Deng et al., 2007;

Denker et al., 2008). The transverse flow vectors are seen to be well aligned with

the average continuum image shown in the left panel of Figure 5.16. In the inner
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and mid penumbra the flow vectors are radially aligned with the filaments whose

structure is coherent even after averaging. The outflow continues beyond the

visible part of the penumbra while the flow vectors, lying within the penumbra-

photosphere boundary, appear to show a V -shape orientation that coincides with

the persistent intensity structure of the penumbra.

5.5.6 Coherence of Penumbral Fine Structure

Figure 5.16 illustrated the presence of the penumbral fine structure as seen from

the average continuum image. In the same manner the maps of the average LOS

velocity, field strength, zenith angle and azimuth were constructed as shown in

Figure 5.18. The magnetic and velocity maps correspond to the logτ = -0.5 layer.

The structuring between the filaments is clearly seen in the average continuum

image. The same is observed in the LOS velocity maps where the distinction

between individual EF channels is quite apparent. The filamentary ordering is

equally distinguishable in the maps of the zenith angle and azimuth while av-

erage field strength map gives an impression of a long term radial structuring.

Having obtained the average maps of the physical parameters, the linear corre-

lation co-efficients (CCs) of the LOS velocity with other quantities such as the

field strength, zenith angle, azimuth and continuum intensity were determined.

Unlike Ichimoto et al. (2007a), who studied the correlations along arcs at vari-

ous radial distances in the center and limb side penumbra, I consider sectors of

increasing radius in the penumbra and determine the CC between the various

parameters for all pixels lying within the sector. This is illustrated in Figure 5.19

which shows the radial variation of the CCs between LOS velocity and the other

physical quantities. For the sake of consistency with Ichimoto et al. (2007a), it is

assumed that the blue shift is positive.

As seen from Figure 5.19 the field strength, has a strong anti-correlation with

the LOS velocity upto a radial distance of 0.6RP , with a CC ≈ 0.78. Beyond

this region the CC starts to reduce becoming close to zero at the penumbra-

photosphere boundary. The CC between LOS velocity and ζ increases from 0.5

at 0.1RP to a maximum of 0.75 at 0.4RP after which it reduces with radial

distance and eventually becomes very weak at the outer penumbral boundary.
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Figure 5.18: Average maps of the physical quantities derived from the entire
sequence spanning ≈ 4 hrs. The magnetic field and LOS velocity maps correspond
to the logτ = -0.5 layer.
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Figure 5.19: Radial distribution of the linear correlation co-efficient between LOS
velocity and other physical parameters over various sectors in the penumbra. The
numbers denote the pixels in each sector.
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The positive correlation of LOS velocity with ζ is due to the positive polarity

of the sunspot as against the negative polarity sunspot in NOAA AR 10923

observed by Ichimoto et al. (2008). The azimuth on the other hand appears to be

well correlated with LOS velocity throughout the penumbra with an average CC

of 0.74, implying that the strong LOS velocities are associated with more radially

oriented magnetic fields. The radial variation of the CC between LOS velocity

and the continuum intensity indicates that in the inner and mid penumbra the

Evershed Flow is confined to the bright filaments. At radial distances beyond

0.8RP the CC sharply falls off to zero. Thus the general scenario that was seen

from individual maps emerges from the average picture as well, that the EF is

confined to weaker, inclined magnetic fields that are relatively radially oriented.

Furthermore, in the inner and mid penumbra the EF is associated with bright

continuum features.

5.6 Summary and Conclusion

High resolution spectropolarimetric observations from Hinode were used to study

the fine structure of a small region of the centre side penumbra of a regular

sunspot in NOAA AR 10944 on 2007 March 2. The observed profiles were in-

verted using the SIR code which assumed a spatially resolved penumbra and

gradients in the physical parameters along LOS. At a spatial resolution of 0.′′3

it is assumed that a single magnetic component is present in each pixel. The

parameters retrieved from the inversion were averaged within different ranges of

optical depth in order to study the spatial variations in the EF, both spatially as

well as vertically. It is seen that the EF is predominantly confined to the deep

layers pertaining to the logτ = 0 and logτ = -1 layers. The physical parameters,

averaged over different heights, were subsequently binned with the LOS velocity

which substantiates the existence of 2 distinct components in the penumbra. The

spines which are essentially at rest in all heights are magnetically stronger and

relatively vertical in comparison to the intraspines which harbor the hot EF. The

intraspines are also more radially oriented in contrast to the penumbral spines.

These properties of spines and intraspines derived from their velocity signatures
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appear to be distinct to a radial distance of 0.6RP after which they become indis-

tinguishable from the computed uncertainties. Based on these results the mean

atmospheric stratifications for the spines and intraspines was constructed for the

two penumbral components.

While the field strength increases with height in the outer penumbra, as re-

ported by Westendorp Plaza et al. (2001a), due to the presence of a canopy,

Borrero & Solanki (2008b) observed that the field strength strength can either

increase or decrease with optical depth based on inversions of the Fe line at 630

nm using Hinode observations of the limb side penumbra. They observed that

intraspine pixels, for which dB/dτ < 0, mostly lie in the inner penumbra, while

those pixels for which dB/dτ > 0, lie in the outer penumbra. On the other hand,

the results of Mathew et al. (2007) illustrate that the field strength decreases with

height based on inversions of a sunspot using the infrared Fe lines at 1.56 μm.

However, they put forth the argument that a flux tube embedded in a background

atmosphere, can in fact, give rise to different atmospheric stratifications depend-

ing on the sensitivity of the spectral lines, (visible and infrared) at various heights

in the atmosphere. A decrease of the field strength with height in the inner and

mid regions of the disc side penumbra are consistent with the results of Borrero

& Solanki (2008b) - our differences could stem from the fact that one samples

magnetic atmospheres at different geometrical heights for the same optical depth

in the centre and limb side of the penumbra. The crucial point between Borrero &

Solanki (2008b) and the results obtained in this chapter is the large field strength

values seen in the deep layers of the penumbra which poses a challenge for the

“gappy” model. Moreover, the model atmospheres used in both cases account for

gradients that are relatively smooth, which is not the case, if a flux tube were

embedded in a background field. It is thus essential to use a model atmosphere

described in Bellot Rubio et al. (2003b) and Jurčák & Bellot Rubio (2008) which

will be implemented in future.

Upflows are observed to be a maximum at 0.3 - 0.4RP which is consistent

with observations of Lites et al. (1993) and Westendorp Plaza et al. (2001b)

and is particularly seen in the deep layers. In this region one also observes an

increase in the radial component of the magnetic field (BR) which is suggestive of

the possible injection/emergence of the EF into the penumbra. The conspicuous
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increase in BR at r/RP = 0.4 results from an inflection in the radial distribution

of the zenith angle. Such a radial trend in BR is also seen in the middle panel

of Figure 9 of Lites et al. (1993). The vertical component BZ on the other hand,

decreases monotonically with radial distance. The zenith angle (ζ) at the umbra-

penumbra boundary is ≈ 40◦ from the continuum to logτ=-1.5 and is similar

to the values quoted by Westendorp Plaza et al. (2001a). Mathew et al. (2003)

measured an average inclination of ≈ 40◦ in the the logτ=-0.5 to logτ=-1.0 layers

while in the deeper layers the inclination is only 25◦ based on inversions of the Fe

1.56 μm infrared lines. The zenith angle tends to flatten out near the penumbra-

photosphere boundary beyond a radial distance of 0.8RP which concurs with Lites

et al. (1993) and Westendorp Plaza et al. (2001a). This trend in the zenith angle

is also seen for the higher layers corresponding to the infrared lines (Mathew

et al., 2003). Recent simulations of a sunspot pair by Rempel et al. (2009a)

indicate that the radial trend in the inclination is distinct for different penumbral

neighbourhoods. Thus the penumbrae of the two sunspots facing each other show

a different inclination trend than the penumbra on the other side of the sunspots

facing the photosphere.

The spectral nature of some typical spine and intraspine pixels was inspected.

Furthermore, Evershed clouds (ECs), display anomalous Q profiles, that are sat-

isfactorily synthesized by the model atmosphere used in the inversions. Results

indicate a large change of azimuth along LOS which suggests a possible mixing

of the magnetic atmospheres of the EC and the adjacent spine respectively. This

scenario is in line with the “uncombed” model of Solanki & Montavon (1993)

which was recently confirmed by Borrero et al. (2008a). Based on the realistic

assumption that the EF is frozen to the field, I retrieve large flow velocities in the

deep layers using the inclination, azimuth, heliocentric angle and LOS velocity.

Such large upflows are consistent with the predictions of Schlichenmaier et al.

(1998a). Some ECs however, tend to show supersonic flows in the continuum

layers that occur well within the inner penumbra. Although supersonic velocities

were detected by Bellot Rubio et al. (2004), the unprecedented spatial resolution

of Hinode allows ECs to be clearly identified along the intraspine channels. The

time sequence of observations were used to study the motion of the ECs and

151



5.6 Summary and Conclusion

in particular the passage of the EC along the penumbral intraspines. It is ob-

served that the ECs can appear quite transiently within a duration of less than

5 minutes. As shown in one example, the passage of the EC is accompanied by

a significantly large change in the inclination and azimuth. This would lead to

an inference that perhaps ECs perturb the magnetic and dynamic configuration

in the penumbra as they move, which was also interpretation of Cabrera Solana

et al. (2008) based on a single component inversion, albeit at a much coarser

spatial resolution. However if the physical parameters corresponding to the same

pixel in the very next time sequence are inspected, it appears that the magnetic

and thermal configuration appears to be the same as before the passage of the

EC. Clearly, the presence of a large LOS velocity in the same resolution element,

ought to be associated with compatible values of inclination and azimuth as in

the previous time sequence. The values of the magnetic and thermal parameters

of the intraspines and ECs, computed on a larger set reveals that the two are, in

general, very similar and their radial variation coincides to a great degree. Thus

the scenario compatible with these observations, tends to suggest that the ECs

could be associated with different intraspine channels which evolve on time scales

of less than 5 minutes. As pointed out by Borrero & Solanki (2008b) that as

long as the variations between the ECs and the intraspines is smaller than that

between the spines and the intraspines/ECs, the single component atmosphere

for determining the penumbral structure holds good. Thus the indistinguishablil-

ity of the intraspines and ECs is consistent with the results obtained by Cabrera

Solana et al. (2008).

The horizontal flow field was determined by employing LCT on the time se-

quence of continuum maps and subsequently averaged in time to yield the long

term flow field. The penumbra shows two distinct flow regions with inflows from

a distance of 0.6RP to the umbra-penumbra boundary, that increase radially

inwards and outflows from the Diving Line (DL) at 0.6RP , to the penumbra-

photosphere boundary. The radial distribution of the flow speeds shows a hump

at 0.2-0.3 r/RP that decreases at 0.6r/RP which is in good agreement with the

results of Rimmele & Marino (2006) who observe a much sharper transition of the

LOS velocity from an upflow to a radial outflow. The DL could mark the emer-

gence of a new set of penumbral flux tubes (Bellot Rubio et al., 2003b) which
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would explain why the differences between the spines and intraspines becomes

less distinct beyond this radial distance. The inward flow velocities hint at an

acceleration while the “moving-tube” model of Schlichenmaier et al. (1998a) pre-

dicts an initial acceleration and subsequent deceleration. The results obtained by

Sobotka et al. (1999) reveal that only 25% of the bright grains tend to decelerate

inward while 30% of them tend to accelerate radially inward.

The organization of the penumbral filamentary structure over the 4 hr observ-

ing period strongly exemplifies the coherence and stability of the magnetic and

thermal configuration (Balthasar et al., 1996; Sobotka et al., 1999). This is par-

ticularly evident in the continuum and LOS velocity maps as well in the zenith

angle and azimuth maps. Furthermore, the time averaged magnetic field and

continuum intensity is strongly correlated to the LOS velocity within the inner

and a little beyond the mid penumbra. I do not find the correlation co-efficient

changing sign along the radial direction which could be attributed to the smaller

penumbral region considered in the analysis. Thus the association of the EF to

relatively weaker, inclined and radially oriented magnetic fields clearly appears

to be long-lived despite its non-stationary nature (Schlichenmaier, 2009).
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Chapter 6

Results Pertaining to the
Development of Adaptive Optics
at Udaipur Solar Observatory

6.1 Introduction

We are all familiar with the nursery rhyme “Twinkle, Twinkle little star...” that is

often taught to us as little children. In reality, stars do not twinkle, although what

seemed magical to us as children, is in fact, a major headache for all ground-based

astronomers. The twinkling of stars is not a stellar effect but one introduced by

the spatial and time varying turbulent eddies in the Earth’s atmosphere. These

eddies are a consequence of large warm parcels of air breaking down continuously

and randomly, transferring their kinetic energy into smaller parcels. More impor-

tantly, the length scales and the distribution of the eddies is random. According

to Kolmogorov (1941), the energy of an eddy is proportional to the 5/3 power of

its linear size. This condition holds within a range of spatial scales or the ‘inertial

range’, which is limited by the inner (l0) and outer (L0) scale of turbulence. While

l0 is the size below which viscous effects are important, L0 is the size at which

turbulence is generated (Tyson, 1991). So what is the nature of the turbulent

eddies? They are responsible for causing minute fluctuations in the temperature,

which in turn alter the refractive index. These fluctuations in the refractive in-

dex, which are random, cause random path length changes in the wave front,

arriving from a stellar object. As a consequence, the surface of uniform phase or
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wave front, which originally was plane, now suffers a global tilt, in addition to

small scale corrugations which can be thought of as local tilts. Thus, as a result

of star light passing through the Earth’s atmosphere, the final image in the focal

plane of a telescope would be distorted. To put it into perspective, the presence

of atmospheric turbulence introduces aberrations in the image which inhibits us

from resolving finer details of the object. According to Rayleigh, the angular

resolution of a telescope, having a diameter D is given by

θR =
1.22λ

D
(6.1)

Equation 6.1 is referred to as the “diffraction-limit” of a telescope. However, the

Earth’s atmosphere chooses to play spoil sport in this affair and as a result, no

matter how large a telescope may be, it is more often than not, “seeing-limited”.

This is given as

θS =
1.22λ

r0
(6.2)

where r0 is referred to as the Fried’s parameter (Fried, 1965), a single value

that characterizes the seeing conditions prevalent over the site at a particular

wavelength. By definition, it is the size of a telescope for which the rms wave

front error is about 1 radian.

For solar astronomy, sites with 1 arcsec seeing are considered to be good.

Solar granulation is a fair handle that can be used to characterize a site since

these structures are typically 1000 km or ≈ 1 arcsec in size. The results pre-

sented in the earlier chapters unequivocally demonstrate the importance of high

resolution observations which is necessary to probe and understand the magnetic

and kinematic inhomogeneities which are organized at scales of 0.′′2 to 0.′′3. To

achieve this spatial resolution from the ground, it is imperative to combat at-

mospheric turbulence. As has already been pointed out, space based missions

clearly have the advantage of a “seeing-free” environment. Unfortunately, it is a

time bound experiment that is also very expensive. In addition the number of

instruments that can be flown at any given point is also limited. Since the Sun

is a 3 dimensional system wherein the sub-photospheric processes are coupled

to dynamics in the corona, it is necessary to carry out multi-wavelength, synop-

tic observations which are possible only from the the ground. The last decade

155



6.1 Introduction

has witnessed a significant breakthrough in the field of Adaptive Optics coupled

with post-processing techniques that has put confidence in solar astronomers to

construct large telescopes on the ground in order to probe the Sun with unprece-

dented spatial resolution (Rimmele et al., 2003; Scharmer et al., 2003a; Keller et

al., 2003; von der Lühe et al., 2003; Langhans et al., 2007; Denker et al., 2007;

Wöger et al., 2008; Miura et al., 2008). A list of successful solar AO systems

currently operational are described in Table 6.1.

Since 1975, the Udaipur Solar Observatory has been associated with the ob-

servations and study of energetic phenomena on the Sun, particularly of flares in

Hα. This has been carried out using a 15 cm Spar telescope which was gifted by

CSIRO, Australia. A Coudé telescope with a 6 inch refractor equipped with a

multi-slit spectrograph provided line-of-sight velocities of erupting prominences

and surges (Srivastava & Mathew, 1999). A Fabry-Perot based video magneto-

graph (Mathew et al., 1998) recorded the longitudinal magnetic field, using the

photospheric Ca I line, as well as chromospheric filtergrams using Hα. The Raz-

dow telescope on the other hand was used for observing full disk filtergrams in Hα

to monitor the activity of the Sun. The Solar Vector Magnetograph is a recent

addition to the existing set of instruments which is capable of providing photo-

spheric vector magnetic field measurements using the 6302.5 Å Fe line (Gosain et

al., 2006). A dual-beam Hα Doppler System is presently being developed (Joshi

et al., 2009) which will analyze and anticipate solar eruptive events directed to-

wards the Earth. In addition to this, a 50 cm MAST (Multi Application Solar

Telescope) will be deployed at the island site of the Udaipur Solar Observatory

(USO) in the final quarter of 2010 which will be equipped with several back-end

instruments. The scientific objectives that MAST will address are:

• The topology and evolution of emerging magnetic flux regions leading to

solar activities such as flares and coronal mass ejections.

• Magnetic and velocity structure of sunspots and small scale features such

as pores in the photosphere and chromosphere.

• Decay of sunspots and their relation to moving magnetic features.
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6.2 Concept of Adaptive Optics

• Quantification of helicity in solar active regions and their relation to explo-

sive events.

• Dynamics in small scale structures such as granules and inter-granular lanes.

MAST is proposed to deliver sub-arcsec resolution and will be the first large

solar telescope in the Indian longitude to carry out continuous solar observations.

In order to achieve the above mentioned goals at a relatively high spatial reso-

lution of 0.′′5 at a site where the median value of r0 varies between 4 - 4.5 cm

(Kumar et al., 2007), it is imperative to have an AO system to compensate for

image degradation. The design of the MAST-AO commenced with a prototype

system which was installed on the 15 cm Coudé refractor telescope. This chapter

details my contribution to the development and characterization of the prototype

AO system. The rest of this chapter is organized as follows: Section 6.2 describes

the chief components of an AO system and its basic functionality. Section 6.3

deals with the Deformable Mirror’s intrinsic and induced aberrations while Sec-

tion 6.4 illustrates the capability of the Deformable Mirror in compensating real

time aberrations created in a controlled environment. In Section 6.5 the per-

formance of the prototype AO system is evaluated through simulations using

different lenslet configurations. First light observations with the prototype AO

system will be highlighted in Section 6.6.

6.2 Concept of Adaptive Optics

The concept of Adaptive Optics (AO) was introduced by H. W. Babcock as far

back as 1953 (Babcock, 1953). It is a system that improves the resolution of

ground based imaging systems by correcting the perturbed wave front at the

pupil plane by using opto-mechanical components. At that time the technologi-

cal as well as computing capability was limited and it was nearly 40 years later

that the first AO system became operational at the Dunn Solar Telescope of the

National Solar Observatory (Acton & Smithson, 1992; Acton & Dunn, 1993).

All AO systems essentially comprise of three components, namely, a wave front

sensor, wave front corrector and a control computer. The specifications of the

components however pertain to the AO system presently being developed at the
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Figure 6.1: Concept of an Adaptive Optics System.

Udaipur Solar Observatory (USO). The AO system has been designed on the

same lines as that of the Low Cost Solar AO system at the 1.5 m McMath Pierce

Telescope at the Kitt Peak Observatory (Keller et al., 2003, referred hereafter

as KPA) since it utilizes off-the-shelf components. All the major hardware com-

ponents and software implementations are similar to their system except for a

few changes owing to developments in the hardware and software industry. The

working of an AO system is depicted in Figure 6.1. Each of the AO components

and their functionality is described below.

1. Wave Front Sensor: The effect of atmospheric turbulence on the incom-

ing plane wave front from a stellar source is to introduce phase perturbations

thereby distorting it as shown in the top left hand corner of Figure 6.1. The

perturbed wave front can be sensed using a Shack-Hartmann wave front sen-

sor (SHWFS). This wave front sensor comprises of an array of micro-lenses

that sample the distorted wave front at discrete locations. Henceforth, the

term lenslets and sub-apertures will be used synonymously, wherein the for-

mer refers to the individual micro-lenses while the latter is in the context
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Figure 6.2: The concept of the Shack-Hartmann wave front sensor. Figure
adapted from Roddier (1999).
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Figure 6.3: Sub-aperture images of a collimated laser beam, produced by a hexag-
onal lenslet array. A CCD camera is placed at the focal plane of the lenslet array.
The pitch of the hexagonal lenslet is 600 μm with a focal length of 145 mm.

of the image formed by the lenslets on the imaging camera. The action of

a SHWFS is illustrated in Figure 6.2. Since the wave front is essentially

corrugated, the sampling by the lenslets results in a set of sub-aperture im-

ages that are shifted with respect to one another. Thus, knowing the shift

in the image plane in each sub-aperture is equivalent to measuring the local

tilt in the wave front. In case of point sources, the SHWFS can be placed

anywhere in the collimated beam while in case of extended sources, such as

the Sun, the SHWFS must necessarily be placed at the reimaged telescope

pupil. The physical significance of the number of lenslets arises from the

seeing conditions prevalent over the site. As mentioned in Section 6.1, the

Fried’s parameter, r0, corresponds to a spatial scale for which the phase

perturbations have an amplitude of 1 radian. Below this there is no further

degradation in the image quality and so the number of lenslets required to

sample a wave front is proportional to (D/r0)
2.

It is apparent from Figure 6.2 that a highly accurate alignment of the

lenslets as well as high optical quality is required. The manufacturing pro-

cess of a micro-lenslet array, described by Popovic et al. (1988) consists of

depositing a coating of aluminum thin film (250 nm thick) on a quartz sub-

strate and patterned with an array of 15μm diameter holes using a standard
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Table 6.2: A list of Shack Hartmann wave front sensors at USO.

Geometry Pitch μm Focal Length (mm) Procured from
Hexagonal 600 145 Smart Micro Optical

Solutions, Germany
Hexagonal 600 19 Adaptive Optics

Associates, USA
Hexagonal 1000 45 Adaptive Optics

Associates, USA
Square 500 45 Adaptive Optics

Associates, USA
Square 250 19 Adaptive Optics

Associates, USA

photoresist material. The same positive photoresist is subsequently spun

on the wafer and exposed to produce a pattern of 30μm diameter circles

which are centered on top of the 15μm apertures. After development of the

photoresist the wafer is subjected to the process of deep UV hardening, so

that pedestals are formed, that become insoluble and stable for tempera-

tures in excess of 1800◦C. This is followed by the formation of cylindrical

pedestals of photoresist patterned on the 30μm UV baked pedestal. The

wafer is then heated to 140◦ for 15 min in a convection oven which finally

yields 15μm diameter lenslets with a spacing of 32μm. The refractive index

of quartz at 700 nm is 1.455. This method is more accurate than melting

small cylinders of a suitable resin produced by photolithographic techniques

in carefully controlled heating conditions, since the molten resin has a ten-

dency to spread, which makes isolation of closely spaced lenses difficult to

control. Figure 6.3 depicts the different sub-aperture images produced by

a hexagonal lenslet array at USO. A collimated laser beam is incident on

the lenslet array which produces the set of spots at the focal plane where

a CCD camera is placed. Table 6.2 lists the different lenslet geometries

available at USO.

2. Wave Front Sensing Camera: The sub-aperture images produced at

the focal plane of the Shack-Hartmann wave front sensor are imaged using
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Figure 6.4: The wave front sensing camera (WFSC) being used at USO. The
WFSC is a 2.6mm×2.6mm CCD and can acquire 955 frames per sec.

the wave front sensing camera (WFSC). The WFSC should be large enough

to accommodate the lenslet images corresponding to the sampled pupil and

the frame rate should be sufficiently large so as to acquire the images before

the temporal evolution of atmospheric turbulence. The dynamic time scale

of turbulence can be estimated from the wind speed v and r0. At Udaipur,

where the wind speeds are ≈ 5 m/s and the median seeing is 4 cm, the time

scale at which the atmosphere evolves is ∼ 8 ms.

The wave front sensing camera (WFSC) currently being used at USO is a

CCD from Dalsa which is capable of acquiring 955 fps. The CA-D6 sensor

is a 260×260 pixel array with each pixel being 10 μm in size. The sensor has

four outputs, each of which have a readout speed of 25MHz. The CCD is

equipped with a frame transfer architecture with an 8-bit digitization in the

LVDS format. The WFSC is shown in Figure 6.4. The image acquisition

system is completed by a PC-DIGTM frame grabber card from CORECO

IMAGING. The images are acquired in a linearly addressed, single-ported

64 bit SGRAM buffer with a 4Mb storage capacity. The device driver for

the frame grabber card, available on a Linux platform, called ITIFGTM, was

provided freely by GOM (Geselleschaft Für Optische Messtechnik) mbH.
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3. Control Computer: The Control Computer is a desktop PC that has

a 2.4 GHz Intel Pentium IV processor with a Red Hat Linux 8.0 Operat-

ing System. The Image Acquisition system and the wave front correctors,

namely the Tip-Tilt Mirror and the Deformable Mirror are essentially con-

trolled by the computer. The software for the AO system comprises of two

C programs which have been extensively modified from the KPA version.

The first C program also called the “correlation tracker” is responsible for

communicating with the AO hardware. The main task of this program is to

compute the local tilts or the shifts from the sub-aperture images. Once the

shifts are determined they are suitably converted to voltages that are fed to

the wave front correctors. The second program which is also referred to as

the “control program” enables the user to communicate to the “correlation

tracker” wherein the reference update time, opening or closing the AO loop,

changing PID parameters, recording measurements etc. can be carried out.

Both these programs run simultaneously and in real time. The exchange of

system dependent parameters is done through the use of Shared Memory

which essentially requires “mapping” an area before hand that can be used

by both programs. The determination of the shifts in the correlation tracker

is described below.

In the present version of the correlation tracker the shift estimation can

be extended to an area as large as 192×192 pixels. This has been possible

because of the following two reasons. The first is that the MMX instruction

PSADBW (packed sum of absolute difference byte word) allows for find-

ing the sum of absolute difference (SAD) of 8 pixels simultaneously, thus

increasing the speed of calculations. The second reason is to do with the

way of implementation of the search grid for correlation tracking: To start

with, a pixel shift of (1,1) is assumed and the sum of absolute differences

is obtained for all the shifts that are two pixels away from (1,1) in all the

eight directions. This leads to a search grid size of 25 pixels (but the actual

search is for 9 points only). When the minimum is found at a certain pixel,

the new search is started in another search grid of 25 pixels surrounding

that pixel. When two consecutive searches result in the minimum for the

same pixel shift, that pixel shift is assumed to be the actual shift. This
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procedure leads to the simultaneous estimation of the pixel shift between

the images in both x and y directions with ±2 pixel accuracy. However,

this accuracy is further improved to a fraction of a pixel in the present sys-

tem using a parabolic interpolation (Press et al., 1993; Niblack, 1986) using

three points in x and y directions centered at the estimated pixel shift (See

Section 6.5.2 for more details on the retrieval of shifts using SAD). The part

of the source code wherein the MMX instruction is used to calculate the

shift over a 32×32 pixel sub-aperture is given in Appendix - A.

4. Wave Front Correctors:

(a) Tip-Tilt Mirror: The Tip-Tilt mirror (TTM) comprises of a plane mir-

ror glued onto a two channel, three actuator, fast, piezo-electric tilting

stage (PZT) procured from Piezosystem Jena GmbH. The PZT has a

resonant frequency of 1.2 kHz and is capable of providing a maximum

tilt of 8 milli-radian. The operating voltage is -10 to +150 V. The op-

erating temperatures are from -20 to +80◦ C. The voltage to the PZT

is provided by a High-Voltage Controller which has an amplification

factor of 15.8. The two output channels allow for tilting the mirror in

two orthogonal directions. The left-most position of the High-Voltage

controller is equal to a base voltage of -10 V. The base voltage for op-

erating the TTM can be controlled both manually as well as through a

computer interface. In case of the latter, a 16-bit Digital to analog PCI

Interface/DAQboard from IOTECH is used to feed voltages from the

control computer to the High-Voltage Controller. The DAQboard has

several channels of 200 kHz analog to digital outputs and two channels

of 200 kHz digital to analog outputs. The software for addressing the

PCI interface, initializing it and controlling the voltage are available as

C programs compatible with Linux. Figure 6.5 shows the TTM being

used at USO.

(b) Deformable Mirror: A 37 channel Micro Machined Deformable Mir-

ror (Vdovin et al., 1997) from OKO Technologies, Netherlands, is be-

ing used at USO similar to the one used by KPA. It consists of a
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Figure 6.5: Tip-Tilt Mirror used for correcting the global tilt of the wave front.

thin stretched membrane suspended over an array of electrostatic elec-

trodes. The membrane is fabricated by LPCVD (Low Pressure Chemi-

cal Vapor Deposition) of a thin ∼ 0.5 μm layer of tensile stressed silicon

nitride SinNm, followed by anisotropic etching of bulk silicon to release

the membrane. Pure nitride membranes are sufficiently strong for mir-

rors with a diameter of up to 25 mm while larger membranes (up to

50 mm) can be fabricated by sandwiching a relatively thick (up to 10

μm) layer of epitaxial polysilicon between two nitride layers (Vdovin,

2003). The DM is coated by a thin layer of aluminum (Al) providing

sufficient reflective broadband coatings in the visible while the one used

by KPA was gold coated for operating in the infrared wavelengths. In

case a higher reflectivity is required (for instance for laser intracavity

applications), the membrane can be coated with Cr/Ag composition

followed by up to 12 dielectric layers, resulting in reflectivity of up to

99.8% in a narrow spectral region.

The DM has a clear aperture of 15 mm while the inter-actuator spacing

is 1.8 mm. The maximum central deflection of the membrane surface

is 7 μm while the initial rms deviation from plane is less than 0.3

μm. The DM can be operated in a frequency range of 0-500 Hz.
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Figure 6.6: 37 channel Micro Machined Deformable Mirror used for correcting
the local tilt of the wave front.

Figure 6.7: Actuator Geometry of the 37 channel Deformable Mirror. The con-
centric rings shown in different colours represent the numbering scheme of the
actuators, with the first actuator being the central one shown in black.
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6.3 Membrane based Deformable Mirror: Intrinsic Aberrations and
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Figure 6.8: Left to right: Typical interferometric pattern of the 37 channel,
15mm MMDM, when zero voltage is applied, control byte 180 applied to all actu-
ators, control byte 255 applied to all actuators and to some actuators respectively.
Figure adapted from the MMDM technical passport provided by OKO Technolo-
gies.

Figures 6.6 and 6.7 depict the DM and its actuator geometry. The

first ring consists of the central actuator, the second ring consists of 6

actuators while the third and fourth comprise of 12 and 18 actuators

respectively. The actuators of the DM can be addressed individually

from the computer using two 8-bit PCI cards. The voltage from the

PCI cards is further boosted using 37 high voltage amplifying cards

which provide a maximum operating voltage of the DM of 215 V in

each channel. The response of the membrane to the application of

different voltages to its actuators is illustrated in the interferometric

patterns shown in Figure 6.8.

6.3 Membrane based Deformable Mirror: In-

trinsic Aberrations and Alignment Issues

The deformable mirror (DM) is an important component of an Adaptive Optics

System. As described in Section 6.2 it is a continuous face sheet with actuators

positioned behind the membrane. The mirror boundary is fixed and voltage

applied to any one actuator influences the neighbouring surface as well. The

surface can also be formed by several, small mirror segments (Roggemann, 1997).

Micro Machined Deformable Mirrors (MMDM; Li et al., 2006) are preferred in

many AO systems (Zhu et al., 1999; Dayton et al., 2000; Paterson et al., 2000;
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Fernández et al., 2001; Theofanidou et al., 2004) because of their low cost and

capability of achieving large stroke even though the influence can be as large as

60% (Vdovin & Sarro, 1995). Since the membrane surface of the DM can in

principle be deformed in only one direction, it is necessary to bias the DM such

that the stroke can be achieved in both positive and negative direction. In general,

this can be done by applying a constant voltage to all the actuators. However in

case of the MMDM, application of a constant voltage to all the actuators renders

a parabolic shape to the membrane1. Now it is well known that an on-axis

spherical/parabolic optical component, placed at an angle to the incident beam

induces defocus and to a great extent, astigmatism in the image plane. While

defocus can be compensated by moving the imaging system, astigmatism cannot

be corrected by a simple alignment. Hence, the DM surface that is distorted

by applying an arbitrary/uniform set of voltages to its actuators, using it in the

optical path at an angle to the beam will undoubtedly mimic an on-axis tilted

distorted/parabolic surface. Since the DM is also being used to compensate a

turbulence-induced curvature term in addition to other aberrations, it is necessary

to determine the aberrations induced by such (curved DM surface) an optical

element when placed at various angles of incidence in the optical path. In addition

to aberrations induced from the optical alignment, intrinsic aberrations are also

very important. As the technical passport of the DM states that the initial figure

of the DM is astigmatic upto 1.3 fringes (P-V), one would like to study the

intrinsic aberrations as well. The aberrations introduced in the optical system as

a result of folding the beam using a DM are estimated quantitatively, for various

angles of incidence. The results from the simple experiment are then compared

with simulations using the optical design software ZEMAXTM 2 that is described

in detail in Bayanna et al. (2010).

1http://www.okotech.com/howtobiasthemmdm, see also Technical Passport from OKO Tech-
nologies for 37-Channel MMDM

2ZEMAX Development Corporation, 3001 112th Avenue NE, Suite 202, Bellevue, WA
98004-8017 USA.
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6.3.1 Experiment

6.3.1.1 Optical Setup

The f#15 Coudé telescope (Figure 6.9) served as the light feed. Using a set of relay

lenses the image was magnified by a factor of 2. At the focal plane of the f#30

beam an artificial target was placed, which was illuminated by sunlight. A lens

of focal length 200 mm was used to collimate the light modulated by the target.

The DM was placed in the collimated beam which folded the beam towards an

imaging lens of focal length 300 mm. The size of the reimaged telescope pupil

on the DM is 6.6 mm while the clear aperture of the DM is 15 mm. When the

DM is placed at an angle of 45◦ the projected pupil will be elliptical in the x

direction having a size of 6.6/ cos 45◦ = 9.3 mm. Thus the pupil is well within

the clear aperture of the DM. The difference between the tangential and sagital

planes and the circle of least confusion were measured in order to estimate the

intrinsic as well as induced astigmatism by placing the DM at different angles

of incidence. A 1392×1024 pixel, Cool-Snap HQ CCD with a 12 bit digitization

from Roper Scientific was used to image the target. The voltage to the DM was

controlled by 2, 8-bit PCI cards whose maximum output voltage to any channel

is 5 V. The individual actuators were first assigned a port address as stated in the

user manual and the PCI output was checked for each channel. A high voltage

amplifier consisting of 2 high voltage amplifier boards, boost the signal from the

PCI cards. Each amplifier board contains 20 non-inverting DC amplifiers with a

gain of 59. A high voltage stabilized DC supply was used to power the amplifier

boards. The maximum operating voltage of the DM is 162 V.

6.3.1.2 Intrinsic Aberrations and Image quality

For measuring the intrinsic aberration, the DM was initially placed at an angle

of 0◦ as shown in Figure 6.10. The target had an L shape pattern and it was

observed that the vertical line was focused at one location while the horizontal

line at another. This difference in the sagital and tangential focus is caused by

astigmatism. To see if the astigmatism changed with the curvature of the DM,

a uniform voltage was applied to all 37 actuators of DM, starting from 0 to 225

DACs (Digital-to-Analog Counts) in steps of 25 DACs. For every voltage set,
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Figure 6.9: f#15 Coudé refractor with a focal length of 2.25 m that is used as
the light feed for the prototype AO system. The light is folded and subsequently
magnified by a factor of 2 using two relay lenses which produce an image size of 42
mm at the field stop inside the lab.

the tangential, sagital and optimum focal positions were measured and the corre-

sponding images were recorded. The difference between the sagital and tangential

focal positions do not vary with voltage (Figure 6.11). It can thus be estimated

that the intrinsic astigmatism in the DM is ≈ 6 mm. The optimum focus changes

quadratically with voltage as shown in Figure 6.11. As is evident the increase is

unidirectional, whose implication will be discussed in the following section. The

presence of an intrinsic astigmatism results in a poor image quality which can be

judged visually as shown in Figure 6.12 which also shows images taken by a plane

mirror kept at the same location of the DM. Astigmatism essentially arises due

to different curvatures along different directions. As a first order trial, maximum

voltage was applied to a specific line of actuators alone and the corresponding im-

age recorded, as shown in Figure 6.12. As a performance measurement, contrast

of the images were estimated before and after application of the above arbitary

voltage set, for the entire image as well as for a few selected features as shown

in the right most panel of Figure 6.12. Although the improvement in image

contrast is nominal, it is evident that a specific voltage set is necessary to com-

171

6/figures/coude.ps


6.3 Membrane based Deformable Mirror: Intrinsic Aberrations and
Alignment Issues

Figure 6.10: Optical setup with the DM at different angles of incidence. Top:
DM at 0◦ angle of incidence. Bottom: DM at 45◦ angle of incidence. Intermediate
incidence angles were produced by rotating the imaging lens and the CCD in the
clockwise direction. FS-Field Stop, CL-Collimating Lens, IM-Imaging Lens, DM-
Deformable Mirror, BS-Beam Splitter.
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Figure 6.11: Top panel: Change in focus w.r.t change in voltage. Bottom
panel: Intrinsic astigmatism measured as the difference in the tangential and
sagital focus positions. The solid line represents the linear fit for data set-1 (filled
circles), while the dotted line corresponds to data set-2 (open boxes). The difference
in the two sets arises due to the error in visual inspection of tangential and sagital
focus positions.

pensate for the degradation caused by the intrinsic astigmatism. The experiment

was repeated by placing the DM at several angles of incidence and the tangential,

sagital and optimum focus positions were measured and the corresponding images

were also recorded. The results are displayed in Figure 6.13. Interestingly, for

angles less than 10◦ the astigmatism remains nearly a constant with the applied

voltage. Images obtained for different angle of incidence are shown in Figure 6.14.

A voltage equivalent to 225 DACs was given to all the actuators.
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Figure 6.12: Image quality using (a) a plane mirror (along with three features
identified for further processing), contrast = 1, (b) DM (plane mirror replaced by
a DM), contrast = 0.6, (c) after applying some correction to DM, contrast = 0.64.
(d) Three rows corresponds to three features identified in panel (a) shown in white
boxes; images along the row are due to plane mirror, DM and correction to the
DM respectively; contrast improvement varies from 4% to 10%.
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Figure 6.13: Top panel shows astigmatism with increase in radius of curvature
for different angles of incidence. Bottom panel shows the change in focal plane
(circle of least confusion) with the increase in radius of curvature.
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Figure 6.14: Images corresponding to different angles of incidence. Maximum
voltage of 225 DACs was applied to all actuators of DM. Images with (a) plane
mirror, (b) DM at the sagital plane (c) DM at the tangential plane (d) DM at the
plane of least confusion.
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6.4 DM Performance in Compensating Real Time Aberrations

6.3.2 Dealing with Induced and Intrinsic Astigmatism

It has been demonstrated from the simple experiment that when the DM is kept

at angles greater than 0◦ and voltages are applied to it, there is an induced

astigmatism which increases in general with the angle of incidence. The change

in focus and astigmatism varies quadratically with the applied voltage which could

be due to the fixed boundaries of the DM. It is also observed that the optimum

focal position changes quadratically with voltage and does not exhibit a change

of sign which suggests that the DM does not possess any intrinsic curvature

that would change sign on application of voltages. In order to deal with the

intrinsic astigmatism one must derive a suitable voltage set that will compensate

the degradation caused by it. Since the intrinsic astigmatism is independent of

voltage, it naturally facilitates using a suitable bias voltage in order to allow the

membrane to move in either direction.

6.4 DM Performance in Compensating Real Time

Aberrations

In the previous section the intrinsic and induced astigmatism of the DM were

determined. In this section I attempt to use the DM for correcting a time changing

aberration. The aberrations are produced using a second DM to which voltages

can be fed at different time intervals and this is particularly useful to evaluate

the DM’s performance in compensating real-time aberrations, particularly those

introduced by the Earth’s atmosphere which vary on a timescale of ∼ 10 ms.

In addition, the possibility of using Phase Diversity as an off-line processing

technique on AO corrected images, is explored through simulations.

6.4.1 Optical Setup

A He-Ne laser operating at 633 nm is collimated using a 150 mm lens (CL)

through a spatial filter and a pin-hole combination (SF). The collimated beam

size is minimized to 10 mm by an aperture stop. The light is then allowed to

pass through a tip-tilt mirror (TTM) and two deformable mirrors (DM-1, DM-

2) as shown in Figure 6.15. The TTM is used for correcting the global tilt of
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Figure 6.15: Top: Optical setup using one DM as the distorting element and the
second DM as the correcting element. SF - Spatial Filter, CL - Collimating Lens,
DM-1,DM-2 - Deformable Mirrors, TTM - Tip Tilt Mirror, LA - Lenslet Array,
WFSC - Wave Front Sensing Camera. The tip-tilt mirror is used to correct the
overall/global tilt of the wave front. Bottom: Photograph of the optical setup
using the two DMs in the lab.
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the wave front. The maximum operating voltage for DM-1 and DM-2 are 162

V and 215 V respectively. One of the deformable mirrors (DM-1) is used for

creating distortions while DM-2 is used for correcting the input distortions. A

Shack-Hartman wave front sensor and a wave front sensing camera (WFSC) are

used for sensing the wave front. The lenslet array (LA) of hexagonal micro lenses

is illuminated by the collimated beam and forms multiple images of the laser

spot in the sensing camera. The focal length of the lenslet array is 145 mm. As

the pitch of the lenslet array and the pixel size of the WFSC are 600 and 10

μm, respectively, only the central 17 lenslets are utilized. Although Section 6.3

described the effect of the astigmatism induced as a result of keeping the DM

at large angles of incidence, the aim in this study is to determine the capability

of the DM to correct a time varying aberration even in the presence of both an

induced as well as intrinsic astigmatism.

6.4.2 Experiment and Results

Before using the DM for correcting the aberrations introduced by the other DM,

it is necessary to carry out the following calibration of the DM and the LA. This

involves the mapping of the DM actuator geometry with LA and computing the

Influence Matrix.

6.4.2.1 Mapping of the DM Actuator Surface with the Lenslet Array

Mapping of the DM actuator surface to the lenslet array involves centering the

central actuator onto the central sub-aperture. Thus when a voltage is applied to

the first central actuator the subsequent images in the remaining sub-apertures

are radially shifted and symmetric about the central sub-aperture, while the image

in the central sub-aperture does not move. The deformation produced above is

equivalent to a defocus. The motion of the image in the various sub-apertures is

due to the fact that voltage to a particular actuator produces a local deformation

in the membrane surface. Figure 6.16 shows the disturbance in terms of spot

motion vectors created in the sensor plane when a voltage is applied to actuator

numbers 1, 2 and 3, respectively.
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Figure 6.16: Vector representation of image motion observed in the sub-aperture
plane: when no voltage was given to any of the actuators (top left panel); when
voltage was given to the 1st central actuator (top right panel), 2nd actuator
(bottom panel left) and 3rd actuator (bottom panel right). When the voltage
was applied to the remaining actuators, the sub-aperture shifts follow a similar
trend as shown above.
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Figure 6.17: Response observed in the central sub-aperture when voltage was
applied to the central 7 actuators one by one from 0 to 225 DACs in steps of 25
DACs. The solid and dashed lines represent the observed shifts for different voltages
and the linear fit respectively. Similar curves are obtained for all the remaining
sub-apertures of the DM showing almost linear behavior. Shift measured in pixels.
CH: actuator number, SUB: Sub-aperture number.
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6.4.2.2 Generating the Influence Matrix

The Influence Matrix (IM) is essentially a calibration matrix that allows us to

determine the set of voltages to the DM actuators, required to compensate a

set of shifts observed in the sub-aperture plane. The relationship between the

observed shifts and the voltage to be applied is given as

A. x = b (6.3)

where A is the influence matrix which has 2M rows and N columns. Here M

and N refer to the number of sub-apertures and actuators respectively. x is the

voltage vector while b is the shift vector. The procedure involves applying a

set of voltages to a particular actuator and recording the shifts in all the sub-

apertures. Using this information, one can determine the shift per unit voltage

in each sub-aperture when voltage is applied to that actuator. This measurement

is recorded along the column and the procedure is repeated for the remaining

actuators. After the IM is determined its inverse is calculated using the SVD

(Singular Value Decomposition; Antia, 1991) method. When voltage is applied

to the central actuator, the central sub-aperture has negligible shift along both the

x and y directions, whereas the shift varies linearly with voltage when applied

to other actuators. For a voltage range of 0-225 DACs with an interval of 25

DACs, the shift observed in the sub-apertures are linear with the applied voltage.

Figure 6.17 illustrates the shift observed in the central sub-aperture when voltages

were applied to all the actuators one by one.

6.4.2.3 DM in Real-Time Correction Mode

To demonstrate the capability of the DM as a local-deformation-correcting el-

ement, along with the TTM for global tilt correction, distortions are produced

in two ways using DM-1: (a) introducing a defocusing error by applying voltage

to the central actuator while changing it with different time delays and (b) by

disturbing one of the peripheral actuators to represent a distortion dominated by

global tilt. It is well known that the global tilt is taken care by the TTM and

local deformations are corrected by the DM.
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Figure 6.18: First column: Open (black) and closed (red) loop shift measure-
ments recorded in sub-aperture number 2. The panels from top to bottom represent
time delays of 1, 3 and 5 ms respectively. Columns 2 to 4: Same as the first
column except for measurements in a different sub-aperture. The red and green
plots correspond to closed loop measurements recorded in the x and y direction
respectively.
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Figure 6.19: The performance of the AO system when voltage was applied to the
2nd actuator alone. Top panels show open-loop and closed-loop shifts respectively
along x axis, while the bottom panels are same as above but for the y axis. The
global tilt was reduced to a fraction of a pixel.

For the first test, a sine pulse was applied to the central actuator alone. The

minimum and maximum of the pulse correspond to 0 and 225 DACs respectively.

The pulses were given in intervals of 25 DACs for time delays of 1, 3 and 5 ms

respectively. Since this distortion is a radially symmetric one, the global tilt is

negligible. The black lines in Figure 6.18 illustrate shifts in each sub-aperture

when no correction was done (open-loop). Using the observed shift vector and

the Influence matrix, the control voltage vector for the first seven actuators was

computed and the same was applied to them. Application of the voltage to these

actuators resulted in a reduction in the amplitude of shifts in each sub-aperture

to a fraction of a pixel. The same is over-plotted in Figure 6.18 in red and green

corresponding to the x and y directions respectively.

The global tilt correction was studied by creating a distortion in two ways:
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Figure 6.20: The performance of the AO system when voltage was applied to the
3rd actuator alone. Top panels show open loop and closed loop shifts respectively
along x axis, while the bottom panels are same as above but for the y axis. The
global tilt was reduced to a fraction of a pixel.

1. Voltage was applied to the 2nd actuator of DM-1, which is along the x axis

of the actuator surface, the global tilt observed was along the x direction as

expected while the same along the y-direction was nominal (Figure 6.19).

2. Voltage was applied to the 3rd actuator of DM-1, the global tilt observed

was along both x and y directions as expected (right panel of Figures 6.20).

Using suitable tuning parameters, the TTM was able to compensate the

image motion in the closed-loop in all the above cases. The residual local

shifts correspond to a voltage vector that was fed to DM-2. The residual

local shifts being very small, the corresponding voltage vector too is small.

Since the DM is insensitive at low voltages, the overall correction was carried

out by the TTM alone.
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6.4.3 Simulations Demonstrating the Effectiveness of Phase
Diversity on AO Corrected Images

This technique involves acquiring two simultaneous images in which one image

is focused and the other is defocused by a known amount (Löfdahl & Scharmer,

1994). Phase diversity (PD) is usually employed under fairly good seeing condi-

tions, which is possibly why many astronomical groups apply it on AO corrected

images to enhance the resolution of ground based telescopes to their diffrac-

tion limit. The atmospheric Point Spread Function (PSF) is the same for both

images except that the PSF for the defocused image is also convolved with a de-

focus term having a finite known amount of defocus. Using a least square fitting

method which requires an initial guess value for the Zernike coefficients (see Sec-

tion 6.5.3.1 for a description of Zernike terms) for a finite number of terms, the

object can be retrieved. This method involves computing the partial derivative

of the Optical Transfer Function (OTF; Paxman et al., 1992) with respect to

the Zernike co-efficients. Since the field of view of the detector is usually larger

than the isoplanatic patch, the reconstruction must be applied separately to small

segments of the full image, each segment being about the size of the isoplanatic

patch (typically a few arcseconds in the visible).

Simulations were performed by using a portion of the image taken from the

1 m Swedish Solar Telescope (Scharmer et al., 2003b) as the reference object.

The following studies were carried out to test the code and its effectiveness:(a)

Performance of the code under various seeing conditions corresponding to differ-

ent r0, (b) Effect of increasing the number of Zernike terms to reconstruct the

atmospheric PSF, (c) Effect of the defocusing parameter, and (d) Performance of

the code on AO corrected images.

Using phase screens for different r0 values (Sridharan et al., 2003), the focused

and defocused images were obtained for a given defocusing parameter. The first

three Zernike terms namely, piston, tip and tilt were removed from the wave front

to compensate image motion. The developed phase diversity code was used to

retrieve the original object by fitting the atmospheric PSF with 4-15 Zernike terms

(Noll, 1976). It is observed that under good seeing conditions (r0 > 9 cm), the

code was able to recover the object as shown in Figure 6.21. Table 6.3 illustrates
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Figure 6.21: a) Object, b) Phase Screen, c) Object convolved with phase screen,
d) Object convolved with phase screen and a finite Zernike Defocus term, e) Re-
constructed Image. The phase screens used from top to bottom correspond to r0
equal to 25, 20, 15, 9 and 3 cm respectively.
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improvement in contrast, SNR (Signal-to-Noise Ratio) and reduction in rms wave

front error (WFE). However, under moderate seeing conditions, corresponding to

r0 < 5 cm, artifacts were seen in the reconstructed image. Although, these

artifacts could have been removed using a suitable filter which would lead to the

loss of information, the performance was subsequently evaluated by increasing

the number of Zernike terms. It was observed that as the number of correction

terms increased, the signal to noise ratio improved as shown in Table 6.4. Thus

the level of artifacts could be reduced, but since the evaluation time increased

with the number of terms, only 10-25 terms were utilized to evaluate the code’s

performance. To obtain the optimum value of the defocus parameter, further

simulation runs were carried out on a given phase screen for various values of

the defocusing parameter (Zernike co-efficient, z). The actual distance m to be

moved along the focus for a given Zernike defocus co-efficient z, can be written

in terms of the depth-of-focus df using the following relation.

m =
4
√
3

π
zdf

df =
λ

2

(
f

r

)2

(6.4)

where λ is the wavelength of light, f and r are the focal length and radius of

the telescope respectively. It is observed that the defocus parameter should be

2 to 5 times the depth of focus for optimum performance as shown in Table 6.5.

However the same exercise should be performed for different input wave fronts of

varying WFEs.

The code was applied on AO corrected images to achieve the high resolution

imaging under seeing conditions corresponding to r0 < 5 cm. As mentioned ear-

lier, artifacts were seen in the reconstructed image when using phase diversity

alone. Using point-wise correction on the input wave front, the coefficients of

the first 15 Zernike terms were estimated. As it is impractical to achieve 100%

correction with AO alone, 60% correction with AO was assumed and the phase

diversity routine was applied on this AO corrected image. Figure 6.22 depicts

the difference in the reconstructed image due to phase diversity alone and hybrid
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Table 6.3: Performance of the code for atmospheric turbulence of varying wave
front error (WFE). The input object contrast is 282 and the number of Zernike
terms corrected is 15. The defocusing parameter is 1.5. Foc-focused, Defoc-
defocused, Rob-Reconstructed object, TWF, RWF and ReWF - Tilt removed,
Reconstructed and Residual wave front respectively.

rms Contrast of rms WFE
WFE No. of SNR
λ Foc Defoc Rob TWF RWF ReWF iterations

0.27 61 25 209 0.14 0.14 0.09 13 339
0.37 42 20 251 0.24 0.24 0.08 18 200
0.48 77 40 229 0.11 0.10 0.09 18 493
0.58 70 20 174 0.12 0.10 0.09 12 212
0.70 50 27 219 0.22 0.21 0.07 16 458
0.82 59 48 175 0.16 0.14 0.07 12 251

Table 6.4: Performance of the code vs no. of corrected terms. The input object
contrast is 282 and the rms WFE of the wave front is 0.12 waves. The defocusing
parameter is 1.5. Here it is shown that as the no. of terms increase the SNR
increases.

No. of terms Contrast Variance
corrected of the No. of SNR

Rob RWF ReWF iterations

10 245 0.11 0.10 9 460
15 229 0.10 0.09 19 493
20 216 0.10 0.07 9 568
25 251 0.11 0.07 11 1076
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Table 6.5: Performance of the code for various values of the defocusing parameter.
The input object contrast is 282 and the rms WFE of the wave front is 0.12 waves.
The number of terms corrected are 15.

Defocussing Contrast Variance
parameter z No. of SNR

Foc Defoc RWF ReWF iterations

0.5 77 214 0.10 0.07 12 511
0.75 70 214 0.10 0.08 18 504
1.0 60 204 0.09 0.08 13 437
1.25 50 288 0.12 0.11 15 320
1.5 40 229 0.10 0.09 19 493
1.75 32 202 0.09 0.08 11 418
2.0 25 195 0.09 0.08 10 382
2.25 19 193 0.09 0.08 12 365
2.5 15 191 0.09 0.07 12 358

Figure 6.22: From left to right: Phase screen, Object, Focused image, De-
focused image, Reconstructed image. The top panel shows image reconstruction
using phase diversity alone. In the bottom panel the focused image is AO corrected
on which phase diversity was implemented. The reconstructed image is due to the
hybrid imaging. The phase screen used here corresponds to an r0 = 3cm. It is
evident that phase diversity is effective when the rms WFE is less.
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imaging (AO+PD) respectively. The SNR of the reconstructed image using hy-

brid imaging is significantly larger when employing phase diversity alone. It is

evident that the latter is more effective and necessary for high resolution imaging

under moderate seeing conditions.

6.5 Choosing the Optimal Shack Hartmann Wave

Front Sensor for the Adaptive Optics Sys-

tem at USO

In this Section I aim to arrive at a suitable lenslet configuration from a set of

lenslet arrays, in an attempt to evaluate the performance of the prototype AO

system under similar site conditions and optimistic corrective limits, through

simulations. The telescope size, seeing conditions and the wave front sensing

camera are considered as inputs in the simulations. Since SHWFs are inexpensive,

can be custom manufactured and easy to procure, it justifies the approach to

determine the geometry and configuration of a lenslet array (LA) that would

yield desirable results under typical operating conditions.

Section 6.5.1 describes the optical setup for the prototype AO system at USO.

Various shift algorithms, which will be required for the simulations, are presented

in Section 6.5.2. The different lenslet geometries considered for the analysis and

their performance in sensing random wave fronts is discussed in Section 6.5.3. I

summarize the findings and present my recommendations for a suitable LA in

Section 6.7.

6.5.1 Proposed Optical Setup for the prototype AO Sys-
tem

Figure 6.23 shows the tentative optical setup of the prototype AO system. The

light feed is a 15 cm Coudé telescope having an f#15 beam (Figure 6.9). This

produces a 21 mm image of the Sun at the prime focus. Using suitable relay

lenses, the image of the full Sun at the reimaged focal plane (FS) is magnified to

42 mm inside the lab where the rest of the optical components are housed. For

a small sized telescope the global tilt of the wave front is a dominant aberration
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Figure 6.23: Tentative Optical setup of the prototype AO system. FS: Field
Stop/Reimaged Focal Plane, C1: Collimating Lens, TTM : Tip-Tilt Mirror, DM:
Deformable Mirror, FM1 & FM2: Folding Mirror, BS1 & BS2: Beam Splitter, IM1
& IM2: Imaging Lens, PH: Pin-Hole, C2: Collimating Lens, LA: Lenslet Array,
WFSC: Wave Front Sensing Camera, GBF: G band Filter, SC: Science Camera,
ISS: Image Stabilization System.
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which causes random image motion. It is thus desirable to implement the AO

compensation on the tilt-corrected wave front. The image motion is arrested

using the Tip-Tilt Mirror (TTM) and the high speed wave front sensing camera

(WFSC) which together form the Image Stabilization System (ISS). The ISS

is currently operational with a closed loop bandwidth of 70 - 100 Hz with a

residual rms image motion of ∼ 0.1 arcsec (Sridharan et al., 2007). The optical

setup shown in Figure 6.23 includes the ISS and the AO modules. Following the

results of Section 6.3 the incidence angle on the DM is kept at an angle of less

than 10◦ so as to avoid an additional astigmatism. The choice of the remaining

collimating and imaging lenses are subject to the pitch and focal length of the

Shack-Hartmann wave front sensor which I shall arrive at from the results of the

simulation.

6.5.2 Shift Estimation Algorithms

Before setting up the simulations it is necessary to evaluate the accuracy of various

shift estimation algorithms implemented on different scenes. There are essentially

two algorithms that are used frequently for calculating the shift on extended ob-

jects, namely Sum of Absolute Difference (SAD) and Cross-Correlation (CORR;

von der Lühe, 1983). SAD is computed as

SAD =

M∑
i=0

N∑
j=0

|Refi,j − Livi,j | (6.5)

The instantaneous shift of the live image (Liv) w.r.t a reference image (Ref), of

size M ×N , is that for which SAD is a minimum.

This algorithm involves shifting the the live image artificially and calculating

the SAD. When a minimum is reached, parabolic interpolation between the 2

neighbouring points about the minima, yields a shift accurate to a fraction of a

pixel. One of the ways in which this algorithm is implemented is to compute SAD

for a range of shifts starting from negative to positive. Naturally, for time critical

applications this method is redundant although for the simulations this aspect is

not so crucial. A variant of this algorithm called Sum of Absolute Difference Fast

(SADF) is also employed (Sridharan et al., 2007). This algorithm is essentially
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the same as SAD with one minor change. The current image is always shifted

within a 3×3 pixel grid corresponding to -1, 0 and 1 pixel respectively, in the

x and y directions. The SAD is computed for these 9 points and the current

image is subsequently shifted in the direction of the local minima. In general,

SAD/SADF works well under better seeing conditions and can be quite fast for

small images with relatively small shifts (Sridharan et al., 2005). As is evident,

the time taken by SADF to compute the shift is dependent on the magnitude of

the shift.

The Cross Correlation routine utilizes the Fast Fourier Transform (FFT) and

is estimated as,

CORR = FFT−1

(
FFT (Ref) ∗ conj(FFT (Liv))

(PREF ∗ PLIV )1/2

)
(6.6)

where conj implies complex conjugate while PREF and PLIV represent the to-

tal power in the reference and live image respectively. The instantaneous shift

(δx0, δy0) is that for which CORR is a maximum. Before computing the correla-

tion the intensity gradient in the images should be removed since image motion

is sensitive to high frequency components.

The three algorithms SADF, SAD and CORR were tested with a 1000 ran-

dom shifts on three different images, namely, a point source, a sunspot and solar

granulation. All images were 64×64 pixels in size while the central 32×32 region

was considered for the shift calculation. The point source was generated using

the standard hanning function in IDL. The image of the sunspot and its neigh-

bouring quiet sun was acquired by the Solar Optical Telescope (SOT) on board

the Japanese Space satellite Hinode (Tsuneta et al., 2008) on 2007, January 7.

The image was taken in the G band at 4305 Å having a bandwidth of 0.8 nm.

At USO, the shift estimation routine is not only used during AO correction but

also during the calibration of the DM and estimation of the influence matrix.

The results of the random shift estimation using the three routines are shown

in Figures 6.24-6.26. Both SAD and CORR retrieve the input shift irrespective

of the scene, while there is a large scatter when SADF is used on a solar gran-

ulation. The scatter in the estimated shifts is perhaps due to local corrugations

in the absolute intensity difference of the two images, arising from the relatively
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Figure 6.24: Left Column: Calculated X and Y shift using SADF on the point
source. Middle and Right Columns: Calculated X and Y shifts using SAD
and CORR respectively.

Figure 6.25: Same as Figure 6.24 but with a sunspot as the feature.
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Figure 6.26: Same as Figures 6.24 and 6.25 but with solar granulation as the
feature.

low-contrast feature such as granulation, thus biasing SADF. SAD on the other

hand, searches for the global minima within a broader shift range and is able

to recover the input shift. The reduction in contrast is apparent from the in-

tensity distribution of the 3 images normalized to unity wherein, the minimum

and median intensity of the granulation image is 45% and 64% respectively in

comparison to 5% and 58% for the image corresponding to the sunspot. For the

point source on the other hand, only 5 % of the total number of pixels have an

intensity greater than 10%, thereby yielding a high contrast to the image. For

the simulations described below, CORR was utitlized for estimating the shifts.

6.5.3 Performance of SH Wave Front Sensors

The size of the pupil on the SH wave front sensor should not exceed 2.6 mm,

since this limitation is imposed by the size of the WFSC. The simulations were

carried out for four lenslet configurations, namely Sq(340), Sq(460), Hx(360) and

Hx(520). ‘Sq’ and ‘Hx’ imply square and hexagonal lenslets respectively, while

the numbers in parentheses indicate the lenslet pitch in μm. The simulations

were carried out in a 260×260 pixel window, each pixel being equivalent to 10
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Figure 6.27: Lenslet configurations considered for the simulations. The top and
bottom set of panels depict square and hexagonal LAs respectively. The grey area
represents the pupil, while the sub-apertures are shown in red. The white boxes
denote the central region within which the shift is estimated. The point source has
been shown in negative for clarity.

μm. The central window in which the shift estimation was carried out for each

LA was 24×24, 32×32, 24×24 and 32×32 pixel respectively. The lenslets were

chosen based on the following criteria.

1. The lenslets should have a 100% fill fraction, hence circular lenslets were

ruled out.

2. At least 98% of the lenslet area should lie within the pupil.

3. There should be an odd number of lenslets along the central row and column

of the pupil.
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4. The pitch of the lenslet should be large enough to accommodate a cen-

tral region of at least 24×24 pixels for calculating the shift and must have

clearance for a minimum of ± 5 pixel shift.

Condition 3 is not very crucial, since there are many AO systems in which the

central pupil area is obscured by the telescope secondary. However, in our Coudé

refractor system as well as the off-axis configuration of the proposed MAST,

the central pupil is available and hence it is simply a matter of convenience to

consider a symmetric geometry. Once having decided the geometry of the lenslets

it is necessary to store the locations of each lenslet/sub-aperture. In our case

the numbering of the sub-aperture starts from the lower left-hand corner and

progresses from left to right, up to the top right-hand corner. The different LAs

are shown in Figure 6.27.

6.5.3.1 Constructing the Influence Matrix

The next step in the simulations is constructing the influence matrix (IM) for each

LA. A hanning window occupying 25% of the sub-aperture area was embedded

within the central portion of the lenslet. The IM is an 2M × N matrix, where

M is the no. of sub-apertures and N the no. of Zernike terms (Noll, 1976;

Roddier, 1999). The Zernike terms are orthonormal polynomials within a circle

of unit radius (Born & Wolf, 1980). These polynomials describe the aberrations

in an optical system. The phase errors introduced by the atmosphere into the

incident wave front are equivalent to the phase errors (aberrations) introduced by

an imperfect optical system. Thus, any distorted wave front can be decomposed

into a sum of several Zernike polynomials. Mathematically these polynomials can

be conveniently represented as (Noll, 1976)

Zevenj =
√

2 ∗ (n+ 1)Rm
n (r) cos(mθ), m 
= 0

Zoddj =
√

2 ∗ (n+ 1)Rm
n (r) sin(mθ), m 
= 0

Zj =
√

(n+ 1)R0
n(r) cos(mθ), m = 0 (6.7)

where

Rm
n (r) =

(n−m)/2∑
s=0

(−1)s(n− s)!

s![(n+m)/2− s]![(n−m)/2− s]!
rn−2s (6.8)
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Figure 6.28: Zernike polynomials from 1 (top left) to 30 (bottom right).

The geometrical shapes of these polynomials are such that higher the mode, the

higher the small scale variations in them. Figure 6.28 shows the first 30 Zernike

polynomials.

For the simulations only 27 terms were considered starting from the defocus

term Z4. Terms Z1, Z2 and Z3 correspond to piston, tilt in x and tilt in y

respectively. Each sub-aperture image was convolved with the equivalent portion

of the phase patch given as φk(x, y) = aiZ
k
i (x, y), where the indices k and i denote

the sub-aperture no. and the Zernike term respectively. For each Zernike term,

its coefficient (ai) was increased and the shift of the convolved image from the

initial reference in each sub-aperture was recorded. The slope derived from a

straight line fit to the plot of ai vs. observed shift, was placed as an entry in
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Figure 6.29: Histogram of the residual wave front errors using the four LAs,
shown in different colours. The numbers in the parentheses denote median values.

the ith column and the kth row of the IM. This procedure was repeated for all 27

terms and subsequently for all four LAs.

6.5.3.2 Random Test Wave Fronts

To test the effectiveness of the IM for each LA, a linear combination of 20 Zernike

terms with random coefficients, were used to construct 1000 realizations of wave

fronts. Figure 6.29 depicts the distribution of the residual wave front error for the

four LAs. The median residual wave front error for Sq(340), Sq(460), Hx(360)

and Hx(520) in units of λ/2π are -0.05 ± 0.5, -0.68 ± 0.98, -0.06 ± 0.46 and

-2.18 ± 2.69 respectively. A comparison of the input random wave front and the

estimated wave front, using Hx(360), is shown in Figure 6.30. It is apparent that

irrespective of the geometry a lenslet array with a large number of lenslets is thus

far more effective.
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Figure 6.30: Top Left: Initial sub-aperture images using the Hx(360) LA. Top
Right: Input Random wave front. Bottom Left: Sub-aperture shift vectors
obtained from the CORR routine between the original image and the convolved
image. Bottom Right: Wave front estimated from the shift vectors and previously
determined Influence Matrix. The residual wave front error is -0.12(λ/2π).
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Figure 6.31: 40.96 m× 40.96 m phase screen derived from a Kolmogorov spectrum
corresponding to an r0 of 3 cm. The red box indicates the sub phase screen of size
260×260 pixels. 10000 realizations of the subphase screen are carried out within
the larger numbered black grid by shifting the sub phase screen pixel by pixel along
the direction shown by the red arrows. From the entire phase screen 100 such sub
phase screens were derived.
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6.5.3.3 Realistic Seeing Conditions

In this Section I restrict the analysis to LAs Sq(340) and Hx(360), based on

the results obtained from the estimation of random wave fronts. The two LAs

were used to sense wave fronts arising from realistic phase perturbations similar

to that induced by the atmosphere. Two phase screens based on a Kolmogorov

spectrum (Tyson, 1991; Roddier, 1999) corresponding to an r0 of 3 cm and 5 cm

were utilized. The generation and validation of the phase screens are described

in (Sridharan, 2001; Sridharan et al., 2003; Sridharan & Bayanna, 2004). The

phase screens corresponding to an r0 of 3 cm and 5 cm are 4096×4096 pixel

and 8192×8192 pixel respectively, with each pixel equivalent to 1 cm. The phase

fluctuations mimic the average seeing conditions prevalent at the site where the 15

cm Coudé telescope is located. Henceforth the 2 large phase screens corresponding

to the seeing conditions will be referred to as PHS1 and PHS2 respectively.

Since the aperture considered in our simulations is 260×260 pixels, phase

screens of the same size are utilized. As shown in Figure 6.31, each numbered

black grid signifies the area within which 10000 realizations of the 260×260 phase

patch was averaged. Each of these realizations was generated by shifting the phase

patch (shown as the red box) by 1 pixel to the right and subsequently upwards

shown by red arrows. A total of 100 such sub-phase screens were generated from

PHS1 while 400 sub-phase screens were obtained from PHS2. It is necessary

to average over the phase patch (black boxes) in order to obtain a Modulation

Transfer Function that falls off smoothly at the spatial frequency corresponding to

that value of r0. This depends on the number of realizations one considers. Since

our primary aim is to compare the performance of the 2 LAs, it is not necessary

to generate sub-phase screens which strictly have an MTF cut-off at the spatial

frequency corresponding to that particular r0. Hereafter the sub-phase screens

belonging to PHS1 and PHS2 will be denoted as PH-1 and PH-2 respectively.

Before testing PH-1 and PH-2 on the 2 two LAs Sq(340) and Hx(360), the

global tilt was removed from the wave front. This was done by creating a look-up

table similar to the way the IM was created, but using only the tilt terms, namely

Z2 and Z3. These tilt-corrected wave fronts were then used for testing the two

LAs. For each image/frame, the MTF of the following quantities was determined;
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Figure 6.32: Histogram of the fractional increase in the azimuthally averaged
MTF area for ideal (solid) as well as partial (dashed) AO compensation. Top
Left: AO correction for PHS1 using Sq(340). Top Right: AO correction for PHS2
using Sq(340). Bottom Left: AO correction for PHS1 using Hx(360). Bottom
Right: AO correction for PHS2 using Hx(360).The numbers in the parentheses
denote median values of the histogram. The bin size is 0.25.
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Figure 6.33: Azimuthally averaged MTF before and after AO compensation for
phase screens PH-1 and PH-2, using Sq(360) and Hx(360). The vertical dot−dashed
line in the top and bottom panels corresponds to an r0 of 3 cm and 5 cm respectively.
The theoretical MTF for a 15 cm telescope in the G band is shown as the solid black
line. The x-axis represents the spatial frequency, where 2 pixels per diffraction limit
has been assumed.
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a) the tilt-corrected input wave front, b) the residual wave front after assuming

ideal compensation and c) the residual wave front after assuming partial compen-

sation, i.e., 85 % correction. Quantifying the factors contributing to the overall

efficiency of the system has to be evaluated. I defer this calculation to the fu-

ture. The MTF for each of these quantities was then averaged azimuthally over

a constant radius corresponding to the cut-off frequency in the Fourier domain.

Following this, the ratio of the ideally/partially corrected MTF area to the uncor-

rected MTF area was determined. The ratio of the MTF areas signifies the extent

of sensing in both scenarios and serves as a tool to compare the performance of

the two LAs under identical seeing conditions. The distribution of the ratio of

the azimuthally averaged MTF areas is shown in Figure 6.32.

The median value of the increase in the MTF area for sensing phase perturba-

tions corresponding to PHS1 and PHS2 using Sq(340) is 1.9 and 1.8 respectively

assuming ideal as well as partial compensation. The increase in MTF area can

be as high as 3 in both ideal and partial cases for both phase screens although

the number of images with ideal correction is only marginally greater than in the

partial case. This trend is also seen in the LA Hx(360).

The median value of the increase in the MTF area for sensing phase perturba-

tions corresponding to PHS1 and PHS2 using Hx(360) is 2.7 and 2.4 respectively

assuming ideal compensation while with partial compensation the values are 2.5

and 2.4 respectively. The increase in MTF area using Hx(360) can even reach 3.5,

in ideal and partial cases for both phase screens. However, it is clearly apparent

that even with partial compensation, Hx(360) is ∼ 1.3 times more efficient than

Sq(340) for both seeing conditions with a 2.5 times increase in the MTF area.

Figure 6.33 demonstrates the improvement in MTF for 2 phase screens PH-1

and PH-2 belonging to PHS1 and PHS2 respectively. For both phase screens

the improvement in the MTF amplitude is much greater when using Hx(360)

than with Sq(340). The increase in the amplitude at higher spatial frequencies

clearly indicates the effectiveness of optimal sensing, even with partial compen-

sation. This is qualitatively demonstrated in Figures 6.34 and 6.35 where the

corresponding uncorrected and AO corrected images for both phase screens PH-1

and PH-2 are shown. It is evident that for both LAs, even partial compensation

is capable of improving the contrast in the images and with marginally better

205



6.5 Choosing the Optimal Shack Hartmann Wave Front Sensor for
the Adaptive Optics System at USO

Figure 6.34: AO corrected images using Sq(340) and Hx(360) lenslet arrays for an
r0 = 3 cm seeing. Sunspot image (top left) and image resulting from convolution
with phase screen PH-1 (top right). The middle and bottom panels represent ideal
and partial AO compensation of shifts using Sq(340) and Hx(360) respectively.
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Figure 6.35: Same as Figure 6.34 but for an r0 = 5 cm.
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6.6 First Light Observations using the Prototype Adaptive Optics
System

Figure 6.36: Optical setup of the prototype AO system. FS: Field Stop/Reimaged
Focal Plane, C1: Collimating Lens, TTM 1 & TTM 2: Tip-Tilt Mirror, DM:
Deformable Mirror, FM: Folding Mirror, BS1 & BS2: Beam Splitter, IM1 & IM2:
Imaging Lens, PH: Pin-Hole, C2: Collimating Lens, LA: Lenslet Array, WFSC:
Wave Front Sensing Camera, GBF: G band Filter, SC: Science Camera.

seeing, as is the case in PH-2, the improvement in image quality is undoubtedly

superior.

6.6 First Light Observations using the Proto-

type Adaptive Optics System

This section describes first light photospheric observations of NOAA AR 11072

taken with the prototype AO system at USO on 2010 May 25 at 7:38 UT. A

stand alone Image Stabilization system was developed using a new CMOS based

wavefront sensing camera in order to correct for image motion arising from seeing

as well as the imperfect telescope tracking. This was done to allow the solar

feature to remain within the sub-aperture long enough to switch on the DM.
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Figure 6.37: Sub-aperture images using the square 500μm lenslet array having
a focal length of 45 mm. The raw lenslet images (flat and dark correction not
applied) were acquired separately after the AO acquisition program was halted.
The background of the image has been scaled suitably to enhance the contrast of
the feature within the lenslets.

The optical setup used in the observations is presented in Section 6.6.1. The

derivation of the Influence Matrix is described in Section 6.6.2 while the results

and preliminary performance of the AO system is discussed in Section 6.6.3.

6.6.1 Optical Setup of the Prototype AO system

The optical setup shown in Figure 6.36 is similar to the one depicted in Figure 6.23

with one of the folding mirrors (FM 1) replaced by a second tip-tilt mirror (TTM

2). The f#15 beam from the Coudé telescope is magnified by two relay lenses

placed outside the lab which produce a 42 mm image of the full Sun at the field

stop (FS). The collimating doublet C1 has a focal length of 200 mm and produces

a 6.7 mm pupil on the deformable mirror (DM). The two tip-tilt mirrors consist of

1 inch mirrors from Newport CorporationR glued onto the piezo stacks. The light

reflected from the DM is steered at a small angle using the folding mirror (FM)

towards the beam splitter BS1, which diverts half the beam to the wavefront

209

6/figures/lenslet_images.ps


6.6 First Light Observations using the Prototype Adaptive Optics
System

sensing unit for AO correction and the other to the science camera (SC) and

the wavefront sensing camera (WFSC) of the Image Stabilization System using

another beam splitter (BS2). The imaging doublets IM1 and IM2 have a focal

length of 300 and 250 mm respectively. While the former produces a 63 mm

image at the pin hole (PH), the latter produces a 52.5 mm image at the two

cameras.

A 1.1 mm nearly circular pin hole (PH) covers a 32′′ FOV. Using a collimat-

ing lens (C2) of focal length 125 mm and a square lenslet array having a pitch of

500μm with a focal length of 45 mm, 21 sub-apertures, each occupying 40 pixels,

could be accommodated in the wavefront sensing camera as shown in Figure 6.37.

To avoid the edges the central 32×32 pixel area was chosen and the shift esti-

mation was done in the central 16×16 pixel area. The spatial sampling in the

DALSA is 0.′′8/pixel.

The wavefront sensing camera (WFSC) of the image stabilization system (ISS)

is a CMOS based monochrome camera from Optronis GmbH with a MicroEnable-

IV PCIe x4 frame grabber board from Silicon Software. The frame grabber has

an on-board memory of 512 Mb and a transfer speed of 750 Mbps. The serial

communication between the camera and the frame-grabber is carried out by RS-

644 over CameraLink having a baud rate of 9600 bits/sec. The camera works

with an internal as well as external synchronization.

The camera has a frame rate of 500 fps at the full resolution of 1280×1024

pixels. The pixel size is 14×14μm. The frame format can be selected in steps of

24 and 2 pixels in the x and y-direction respectively. The minimum frame rate

with internal synchronization is limited to 16 fps. The maximum frame rate of

the camera can vary depending on the camera Link configuration mode (Base,

Medium, Full) and the resolution. For correcting image motion, a 256×256 pixel

frame with 0.5 ms exposure was utilized with a frame rate of 1000. The SAD

algorithm was carried out on a central 96×96 pixel area. The correlation tracker

and control program were developed in-house1 using C on a Windows Vista Basic

edition having an Intel Core 2 Duo processor with a 2 Gb RAM. The shifts from

1The DLLs and standard functions for camera and frame grabber initialization and image
acquisition were combined with the existing AO software developed for DALSA which were
subsequently customized to work on a Windows environment. Details are present in the project
report prepared by Manish Bansal and Niraj Punjabi.
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the WFSC were used to operate TTM 1 (Figure 6.36). Each pixel of the CMOS

camera samples 0.′′49.

The science camera (SC) is a 1392×1040 pixel CoolSNAPHQ CCD from Roper

Scientific with a pixel size of 6.45 μm. At full resolution the CCD readout speed

is 96 ms with a 20 MHz digitization rate. The CCD communicates with the

computer through a 32 bit PCI card. The PCI card also accepts a standard BNC

connector for video output. Exposure times, number of frames, region of interest

and observing modes can be changed through the camera acquisition software.

A 10 Å G band interference filter (GBF) from Spectro-film was placed in front

of SC to carry out photospheric observations at 4305 Å. The spatial sampling in

the SC is 0.′′23/pixel.

6.6.2 Determination of the Influence Matrix

Before locking onto solar features such as sunspots, the Influence Matrix was de-

termined so as to allow the DM to correct the local tilts using the shifts observed

in the 21 sub-apertures. The procedure is similar to the one described in Sec-

tion 6.4.2.2. Voltages were applied from 0 to 220 DACs in steps of 10 DACs to

each actuator and the corresponding shifts in each sub-aperture were noted. This

is shown in Figures 6.38 and 6.39 for the central sub-aperture when voltages were

applied to the 19 actuators one by one. With 21 sub-apertures, a 42×19 matrix

was derived which was then tested to retrieve one of the input recorded shifts

corresponding to a set of voltages to a single actuator. As seen in Figure 6.40,

the voltages to the specific actuator are nearly equal to the input value and the

contribution from other channels is almost nill.

6.6.3 Performance of the Prototype AO system

On 2010 May 25, the prototype AO system was used to lock onto a sunspot that

was located at a heliocentric angle of 30◦. For a small sized telescope, the global

tilt is the dominant aberration. This was one of the reasons why a stand alone

tip-tilt system was developed. Proportional and Differential gain values of 20

and 2 were used respectively for both the axes after resolving the direction of

the correction. For the DM a gain value of 0.8 was utilized to correct the local

211



6.6 First Light Observations using the Prototype Adaptive Optics
System

Figure 6.38: Constructing the Influence matrix. Plots show shifts seen along the
x-axis of the central sub-aperture when voltages 0 to 220 DACs were applied to
each of the 19 actuators in steps of 10 DACs. The dashed and solid lines are the
observed shifts and the linear fit respectively.
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Figure 6.39: Same as Figure 6.38 but for shifts observed along the y-axis in the
central sub-aperture.
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6.6 First Light Observations using the Prototype Adaptive Optics
System

Figure 6.41: First Row: Open and closed loop shifts measured along x-axis
using the Image Stabilization system. Second Row: Same as above but for shifts
in the y-axis. Third Row: Log of the power spectra in the open (solid) and closed
loop (dot-dashed) measured along x and y axis. Bottom Row: Log of the ratio of
the power spectra along x and y axes. The bandwidth of the Image Stabilization
System is determined from the frequency at which the ratio becomes unity.
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Figure 6.42: Best uncorrected (top) and AO corrected (bottom) images acquired
from the 100 frame burst in the Science Camera. Exposure time was 6 ms. The red
arrows indicate the filamentary structure of the penumbra. The solid black line
represents a cut across the magnetic fragment to estimate the spatial resolution
achieved with the AO correction.
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Figure 6.43: Top: The black solid line represents the G band intensity along
the slit across the magnetic fragment. The dashed line is the Gaussian fit to the
profile joining the black filled circles. The vertical bars correspond to ±1σ in the
estimated values. The FWHM estimated from the fit is inscribed in the top right
hand corner. Bottom: Ratio of the azimuthally averaged power spectra of the AO
corrected and uncorrected image. The distribution has been smoothed by 5 pixels.
The x-axis represents the spatial frequency. The cut-off frequency corresponds
to a 15 cm aperture at 4305Å. The vertical dashed lines correspond to a spatial
resolution of 3.6′′ and 2.1′′ equivalent to a seeing of 3 cm and 5 cm respectively.

217

6/figures/fwhm-plot.ps
6/figures/power_spectra_new.ps


6.6 First Light Observations using the Prototype Adaptive Optics
System

tilts from the shifts seen in the sub-apertures. The seeing was extremely poor

since it was nearly afternoon (local time) when the observations were carried

out. The image motion of the sunspot was first arrested using the ISS. The shifts

observed in the open and closed loop are shown in top set of panels of Figure 6.41.

In addition to seeing, there is a significant image motion arising from the poor

telescope tracking. The improvement in the rms image motion in the closed loop

varies from a factor of 6 to 4 for the two channels respectively. The ratio of the

power spectra (bottom set of panels of Figure 6.41) illustrates that the ISS is

able to correct a broad range of frequencies with a bandwidth exceeding 100 Hz

although the ratio becomes unity at a few locations near 40-50 Hz. With better

tuning, the rms image motion and the bandwidth can be improved further.

With the image motion arrested and the DM correcting the local tilts, the

SC was employed to take 100 frame bursts with an exposure time of 6 ms. The

G band images were 700×350 pixels in size. Although uncorrected and AO cor-

rected images could not be acquired simultaneously they were taken in quick

succession and the dramatic improvement in resolution is shown is Figure 6.42.

The images shown here are the best uncorrected and AO corrected frames from

the 100 image burst. While the umbra and penumbra appear defocussed and are

the only large scale structures visible in the uncorrected image, one is able to

clearly distinguish the umbra-penumbra and penumbra-photosphere boundary.

In addition the filamentary structure of the penumbra appears coherent which

has been indicated with red arrows. More importantly, a small magnetic frag-

ment outside the sunspot is clearly identified which is also seen in the other AO

corrected images. A 20 % increase in image contrast is observed between the AO

corrected and uncorrected image. The improvement in image quality with AO

correction is evident from the movie of the two sets of observations1.

In order to make a preliminary estimate of the spatial resolution achieved with

the AO correction, an intensity profile along a slit passing through the magnetic

fragment was chosen. This is shown as the solid black line in Figure 6.43. A

gaussian fit was then carried out to this profile with the fitted points shown as

black filled circles with a dashed line joining them. The FWHM (Full Width at

Half Maximum) of the magnetic fragment was estimated to be 1.24±0.08 arcsec.

1Available in mpeg format at http://www.prl.res.in/∼eugene/AO USO MOVIE.mpg
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A similar result is obtained with the ratio of the power spectra of the AO corrected

and uncorrected images shown in Figure 6.43. The ratio tends to become unity

≈ at 0.75 arcsec−1 which would imply a resolution of 1.3 arcsec which is in good

agreement with the value obtained above.

6.7 Summary and Discussion

At the Udaipur Solar Observatory (USO) a prototype AO system is being de-

signed on a 15 cm Coudé refractor telescope. The AO system is equipped with

a Shack-Hartmann lenslet array (LA) and a high-speed camera for sensing the

aberrated wave front. A 37 channel Deformable Mirror (DM) and a Tip-Tilt Mir-

ror (TTM) serve as wave front correctors. In this chapter a few results pertaining

to the development of the prototype AO system were highlighted. Using a simple

optical setup it was found that when the DM is placed at an angle of incidence

and a uniform voltage applied to all its actuators, astigmatism is induced, which

increases, with the angle of incidence and the voltage (radius of curvature). When

the DM is placed at 0◦ angle of incidence, a finite amount of intrinsic astigmatism

is present which does not vary significantly with the radius of curvature. In order

to operate the DM it is necessary to a) keep the DM at a very small angle of

incidence and b) to derive a suitable voltage set that will compensate the intrin-

sic astigmatism as well. This voltage set can be simply added to any constant

voltage set required to bias the DM surface, since the DM does not possess an

intrinsic curvature.

The calibration of the DMs and the lenslet array involves mapping the actuator-

lenslet geometry, followed by computing the influence matrix. This was subse-

quently used to correct input distortions created by another DM for various time

delays. The perturbing DM was used to create a defocus error as well as a global

tilt by manipulating the voltage to specific actuators. The performance of the AO

system in the closed loop has been demonstrated for different input perturbations.

However using the above set-up it was not possible to produce aberrations which

had both a global tilt as well as local deformations. The tip-tilt mirror was able

to compensate the global tilt of the distorted wave front to a fraction of a pixel

while the DM was able to correct the defocusing error for different time delays
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of the perturbing pulse. Simulations were carried out to explore the possibility

of employing phase diversity as an off-line technique. The code was tested under

various seeing conditions and for a finite number of Zernike terms to model the

atmospheric PSF. It is concluded that phase diversity works better under good

seeing conditions i.e when the rms wave front error is small. The effectiveness of

hybrid imaging under moderate seeing conditions was also demonstrated.

Further simulations were carried out to ascertain the optimal wave front sensor

for the prototype AO system using various lenslet geometries and sizes. Before

determining the effectiveness of the different lenslets, some of the shift estimation

routines that are routinely used at USO were described and their accuracy was

tested for a point source as well as an extended object such as a sunspot and solar

granulation. Four different lenslets were considered with two hexagonal and two

square arrays. The influence matrix was derived for each lenslet array using 27

Zernike terms starting from Z4. 1000 random wave fronts were generated from

20 Zernike terms and subsequently retrieved using the lenslet shift vectors and

the influence matrix of each lenslet array. Based on this test it was observed

that two lenslets, Sq(340) and Hx(360) were able to satisfactorily estimate the

input wave front. These 2 lenslets were further subjected to phase perturbations

obeying a Kolmogorov spectrum, similar to the phase errors introduced in the

wave front by the atmosphere. Two different seeing conditions were simulated

that are nearly equivalent to the prevalent conditions at the site. The MTF

resulting from the tilt-corrected wave front was compared with the same for a

100% and 85% corrected wave front. Results from the simulations unequivocally

demonstrate the superiority of the hexagonal lenslet over its square counterpart

under both seeing conditions. Thus for similar site conditions using a hexagonal

LA with 37 sub-apertures can significantly improve the image quality.

Although the 2 LAs, Sq(340) and Hx(360) have the same number of lenslets

and are fairly symmetrically placed in the reimaged pupil, the latter is clearly

more effective than the former. This could be attributed to the fact that the pupil

area sampled per lenslet is smaller for Hx(360) than Sq(340). As can be seen,

each lenslet of Hx(360) occupies ≈ 3.5% less area than that of Sq(340) which

implies that the former has a marginally better sampling. The results from the

simulations clearly emphasize this fact. The simulations are an extension of
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the work by Sridharan et al. (2003) and Sridharan & Bayanna (2004) who had

considered circular lenslets alone. Having decided the Shack Hartmann wave

front sensor, the rest of the optical components of the AO system, as shown in

Figure 6.23, can be suitably chosen.

Some of the other issues that need to be considered are described below.

1. The wave front sensing in the simulations were carried out in the G band

while in the prototype system it will be done in the continuum. As long as

there is sufficient contrast and SNR, the shift estimation routine should be

fairly accurate. I have ignored the presence of noise in the simulations.

2. In the simulations the small, yet finite, time lag in carrying out the sens-

ing and correction has not been accounted for. For this reason the camera

exposure time, shift estimation and correction by the DM must be suffi-

ciently quick, such that the phase fluctuations, at the instant when they

were sensed, to the instant when they are corrected, remain correlated.

3. For a 15 cm telescope the global tilt is a dominant aberration. Hence it is

imperative to have a stand alone Image Stabilization System as shown in

Figure 6.23, so that the AO correction can be applied on the tilt corrected

wave front.

Results from the first light observations with the prototype AO system are

very encouraging in which the image stabilization system was able to lock onto a

sunspot and local tilts were successfully corrected by the deformable mirror. The

spatial resolution achieved by the AO system was ≈ 1.3′′ and it is anticipated

that with proper tuning, the resolution can be improved to within 1′′. The image

contrast showed an improvement of 20 % with the filamentary penumbra and

magnetic fragments outside the sunspot clearly visible in the AO corrected frames.

The need for a stand alone tip-tilt system has been justified for the small 15 cm

aperture where the dominant aberration is the global tilt. The following exercises

towards AO development need to carried out: a) improve the tuning of the image

stabilization system, b) reduce contribution from local/ground layer turbulence

since a part of the optical train lies outside the lab where there is a possibility of

further wavefront degradation and c) eliminate unnecessary scattered light. It is
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anticiapted that the above objectives would be completed before the monsoons

and the setup would be subsequently shifted to the island in time for the arrival

of MAST.
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Chapter 7

Summary, Discussion and Future
Work

Sunspots are coherent manifestations of the solar magnetic field and appear as

dark objects on the bright photospheric background. Despite the existence of

small scale and filament sub-structures, the sunspot on the whole presents a

longer-lived and stable configuration. The investigation of sunspot fine structure

at the highest spatial resolution is thus imperative to understand the behaviour of

the larger scale magnetic field. The first part of the thesis describes the properties

and evolution of small scale magnetic and velocity inhomogeneities in light bridges

and the Evershed flow. These structures or processes are closely associated and

linked to the formation, evolution and subsequent decay of sunspots. In addition,

they are manifestations of convection in the presence of inclined magnetic fields,

within sunspots. Part I of the thesis describes the investigation and analysis of

the fine structure in sunspot light bridges and the Evershed Flow, using high

resolution, photometric and polarimetric data from the Japanese space satellite

Hinode. Simultaneously, the developmental aspects of designing an Adaptive

Optics system, to facilitate similar high resolution observations from Udaipur,

are also described and forms the second part of the thesis. In this chapter, I

summarize my findings in the first four sections and present my conclusions in

Section 7.5. Section 7.6 briefly highlights future scientific and instrumentation

endeavors.
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7.1 Photospheric and Chromospheric Observations of Sunspot Light
Bridges

7.1 Photospheric and Chromospheric Observa-

tions of Sunspot Light Bridges

High resolution photospheric and chromospheric observations of a set of four

sunspot light bridges (LBs) were compared, using filtergrams taken in the G

band and Ca ii H line as well as spectropolarimetric data using the neutral Fe

line pair at 630 nm, from Hinode. These LBs were present in NOAA AR 10953,

10961, 10963 and 10969 and were observed on May 1, June 29, July 12 and

August 23, 2007 respectively. After carrying out routine preprocessing on the

G band filtergrams, it was observed that the LB in NOAA AR 10953 had the

maximum length and minimum radius of curvature in comparison to the others.

The sunspot in NOAA AR 10953 also was the largest amongst the four sunspots

and was located very close to disc centre.

Local Correlation Tracking (LCT) on the G band images was carried out to

determine long term horizontal flows in the LBs. Of the four LBs, the one in

NOAA AR 10953 was seen to exhibit a unidirectional, non-uniform flow measur-

ing ≈ 500 m s−1 while the other LBs did not show any indication of coherent, long

term flows. The absence of long term flows in the other three LBs, was verified

with a centre tracking algorithm, which traced the motion of individual bright

features. While the trajectory of the grains/features appear irregular, their short

lifetimes as well as random appearance at different location in the LB, rendered

a very small average horizontal velocity.

Chromospheric observations in the Ca ii H line, reveal that brightness en-

hancements appear to be common to all LBs, although the magnitude and fre-

quency of these phenomena vary from one to the other. In particular, the LB in

NOAA AR 10953 exhibits very strong and a highly complex set of brightenings

which last for three days, while the events are relatively subdued and sporadic in

the other LBs. I also found that some events could last a single frame thereby

requiring a faster cadence to track these events from the beginning till their

disappearance. The variety of chromospheric activity is seen in the form of an

arch-type brightening that spans across the LB, as brightness fronts which prop-

agate along the LB occasionally leading to secondary enhancements, as localized

enhancements which are directed along the axis of the LB and as tiny jets along
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the length of the LB which are oriented nearly perpendicular to the axis of the

LB.

Magnetograms of the LBs, derived from the far blue and red wings of the

Stokes V signal serve as a useful diagnostic to detect small scale magnetic and

velocity inhomogeneities. The magnetograms show that there are extended re-

gions in the vicinity of the LB in NOAA AR 10953, wherein the Stokes V signal

resembles a Q or U profile thereby producing a positive signal of ≈ 2% at -215

mÅ from the line centre at 6302.5Å. Such a feature was not observed in the other

LBs, with the exception of the LB in NOAA AR 10969 wherein the positive V sig-

nals are confined to a very small region. Moreover, the blue wing magnetograms

far from line centre, do not indicate any strong negative signal in any of the

LBs studied here. The far red wing magnetograms of NOAA AR 10953 display

patches of positive polarity even at wavelength positions 13 and 14 corresponding

to 279.5 mÅ and 301 mÅ respectively, while a relatively weaker patch of a similar

kind is seen in the other LBs but they are not observed beyond 236.5 mÅ.

7.2 Detailed Investigation of a Chromospheri-

cally Active Sunspot Light Bridge

Following the results obtained in Chapter 3, the global magnetic and dynamic

properties of the LB in NOAA 10953 were determined from the inversion of Stokes

profiles observed by Hinode. Observations were made at two different times on

the same day which show important changes during the evolution of the LB. A

one-component model atmosphere with height-independent parameters was used

in the inversions to derive maps of the physical parameters. Continuum images of

the LB, corresponding to the two instances of time, indicate a rapid change in the

structure of the LB wherein the onset of the decay of the LB is seen in the latter.

The reduction in field strength in the LB, which was initially confined to a larger

area both along the axis as well as along its width, dramatically disappears in

time. There are very small, isolated regions of extremely weak fields which are <

700 G seen in the two SP scans. The weak field region stands out clearly despite

the model atmosphere, employed in the inversion, being very simple.
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There exist patches of very strong downflows exceeding 4 km s−1 in the LB,

which are associated with complex Stokes V spectra having double red lobes.

These patches correspond to the areas in the far red wing magnetograms described

in Chapter 3. Two-component inversions of these profiles indicate supersonic

velocities of 10 km s−1 or more which have not been reported earlier. Anomalous

linear polarization signals are observed close to this region where the umbral

fields meet the LB fields, but only when the field is relatively horizontal. During

the decay of the LB, similar supersonic downflows are observed at the umbra-

penumbra boundary, close to the LB while the LB itself did not exhibit any strong

downflows.

The supersonic downflows in the LB as well as at the umbra-penumbra inter-

face are sometimes associated with transient, chromospheric brightenings. This

was seen in both sets of observations using event maps. Although co-temporal

chromospheric filtergrams were not available during the second SP scan, the event

maps clearly show that the chromospheric enhancements lie very close to the

downflows. This is seen in both instances of time during the evolution of the LB.

Light curves, using the G band and Ca ii H filtergrams, show an increase in the

Ca intensity, that coincides with that in the G band, for a pixel lying close to

the entrance of the LB. The photospheric and chromospheric filtergrams acquired

during the latter half of May 1, indicate that the evolution of the LB affects the

photometric brightness in the chromosphere. This was appropriately illustrated

in the set of filtergrams taken while the LB was fragmenting. The results of the

analysis suggest that the LB could perhaps account for an additional brightness

of sunspots higher up in the atmosphere, particularly in the chromosphere. As

the LB decays, it fragments into a number of umbral dots that appear brighter

than the decaying LB. Even in the decay phase, the chromosphere displays a wide

variety of brightenings both on the LB as well as in its immediate neighborhood

although it is much more subdued in the LB as compared to observations seen

by Louis et al. (2008), nearly 18 hrs earlier.
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7.3 Penumbral Fine Structure in the Context of

the Evershed Flow

The penumbral fine structure and evolution of the Evershed Flow was investigated

using high resolution spectropolarimetric Hinode observations of a small region

of the centre side penumbra of a regular sunspot in NOAA AR 10944. The

observed profiles were inverted using the SIR code which assumed a spatially

resolved penumbra with gradients in the physical parameters along LOS. Maps

of the parameters retrieved from the inversion were subsequently averaged at

different ranges of optical depth in order to study the variations in the EF, both

spatially as well as vertically. It is seen that the EF is predominantly confined to

the deep layers pertaining to the logτ = 0 and logτ = -1 layers. The variation

of the physical parameters with LOS velocity at different heights in the solar

atmosphere substantiates the existence of two distinct magnetic, thermal and

kinematic components in the penumbra. The “spines” which are essentially at

rest at all heights are magnetically stronger and relatively vertical in comparison

to the “intraspines” which harbor the hot EF. The intraspines are also more

radially oriented in contrast to the penumbral spines. Based on these results the

mean atmospheric stratifications for the spines and intraspines was constructed

for the two penumbral components. Upflows are observed to be a maximum at

0.3 - 0.4RP and is particularly seen in the deep layers. In this region one also

observes an increase in the radial component of the magnetic field BR which is

suggestive of the possible injection/emergence of the EF into the penumbra. The

conspicuous increase in BR at r/RP = 0.4 results from an inflection in the radial

distribution of the zenith angle.

The Stokes profiles of Evershed clouds (ECs), which are blobs of enhanced

LOS velocity, comprise of anomalous Q signals, that are satisfactorily synthesized

by the model atmosphere used in the inversions. The appearance of an EC can be

quite rapid, with some of them disappearing in less than 5 minutes. The values

of the magnetic and thermal parameters of the intraspines and ECs, computed

for a number of EC pixels, reveals that the two are, in general, very similar and

whose radial variation coincides to a great extent, although there are instances
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when the passage of an EC along the penumbral intraspine is accompanied by a

large change in the field inclination.

The horizontal flow field was determined by employing LCT on the time se-

quence of continuum maps and subsequently averaged in time to yield the long

term flow field. The penumbra shows two distinct flow regions with inflows from a

distance of 0.6RP to the umbra-penumbra boundary that increase radially inwards

and outflows from the Diving Line (DL) at 0.6RP to the penumbra-photosphere

boundary. The organization of the penumbral filamentary structure over the 4 hr

observing period strongly exemplifies the coherence and stability of the magnetic

and thermal configuration (Balthasar et al., 1996; Sobotka et al., 1999). This is

particularly evident in the continuum and LOS velocity maps as well as in the

zenith angle and azimuth maps. Furthermore, the time averaged magnetic field

and continuum intensity is strongly correlated to the LOS velocity within the

inner and a little beyond the mid penumbra. Thus the association of the EF to

relatively weaker, inclined and radially oriented magnetic fields clearly appears

to be long-term despite its dynamic and transient nature (Schlichenmaier, 2009).

7.4 Results Pertaining to the Development of

Adaptive Optics at Udaipur Solar Observa-

tory

A new 50 cm Multi Application Solar Telescope (MAST) will be deployed at the

island site of USO by the end of this year. The scientific goals have been drafted

with a desire that MAST will deliver a spatial resolution of 0.′′4 in polarimetry as

well as imaging. With the seeing conditions at USO often worse then 2′′, it neces-

sitates an Adaptive Optics (AO) system to compensate for the image degradation

introduced by atmospheric turbulence. In view of this, a prototype AO is being

designed using a 15 cm Coudé refractor telescope. The prototype AO system is

equipped with a Shack-Hartmann lenslet array (LA) and a high-speed camera

for sensing the aberrated wave front. A 37 channel Deformable Mirror (DM)

and a Tip-Tilt Mirror (TTM) serve as wavefront correctors. The developmental

aspects of the AO project consisted of working on individual components first,
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to assimilate their performance as well as limitations, which were subsequently

assembled together for the final AO system.

The intrinsic and induced aberrations of the DM were estimated from a simple

experiment, by keeping the DM at different angles of incidence and applying a

uniform voltage to all 37 actuators. It was observed that astigmatism is induced

in the mirror, which increases, in general, with the angle of incidence and the

applied voltage (radius of curvature). When the angle of incidence is 0◦, a finite

amount of intrinsic astigmatism is present which does not vary significantly with

the radius of curvature.

The estimation of the intrinsic aberrations of the DM was followed by the

mapping of the actuator-lenslet geometry and determination of the influence ma-

trix (IM). The IM serves as a look-up table that was subsequently used to correct

input distortions created by a second DM. A sinusoidal perturbing pulse with

various time delays was applied to the second DM. The perturbing DM was used

to create a defocus error as well as a global tilt by manipulating the voltage to

specific actuators and the performance of the AO system in the closed loop was

demonstrated. The tip-tilt mirror was able to compensate the global tilt of the

distorted wavefront to a fraction of a pixel while the DM was able to correct the

defocusing error for different time delays of the perturbing pulse. The above set-

up was however, inadequate to create aberrations in which a a global tilt as well

as local deformations were present. Simulations were carried out to explore the

possibility of employing phase diversity as an off-line technique in tandem with

AO. The code was tested under various seeing conditions and for a finite number

of Zernike terms to model the atmospheric PSF. It is observed that phase diver-

sity works better under good seeing conditions i.e. when the rms wave front error

is small. The effectiveness of hybrid imaging under moderate seeing conditions

was also demonstrated.

Further simulations were carried out to evaluate the performance of the proto-

type AO system using various lenslet geometries and sizes keeping the reimaged

pupil size on the wave front sensing camera as an input. Four different lenslets

were tested with two hexagonal and two square arrays. These lenslet arrays (LAs)

were first used to sense 1000 random wave fronts that were generated from 20

Zernike terms and it was observed that two lenslets, Sq(340) and Hx(360) were
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able to satisfactorily estimate the input wave front. These two lenslets were fur-

ther subjected to phase perturbations obeying a Kolmogorov spectrum, similar to

the phase errors introduced in the wave front by the atmosphere. Two different

seeing conditions were simulated that are nearly equivalent to the prevalent con-

ditions at Udaipur. The MTF resulting from the uncorrected, tilt-compensated

wave front was compared with the same for a 100% and 85% corrected wave

front. Results from the simulations unequivocally demonstrate the superiority of

the hexagonal lenslet over its square counterpart under both seeing conditions.

Thus for similar site conditions, using a hexagonal LA with 37 sub-apertures can

significantly improve the image quality.

Improvement in spatial resolution and image quality of a sunspot was demon-

strated with an independent tip-tilt system with a CMOS based camera, 21 square

lenslets for sensing the wavefront and 19 channels of the deformable mirror. The

AO corrected images depict features within and outside the sunspot having scales

of ≈ 1.3′′ which were otherwise washed out due to poor seeing conditions.

7.5 Synthesis

Magnetic fields are ubiquitous on the Sun and are organized on a large range of

spatial scales. Sunspots are the largest and most conspicuous manifestation of

magnetic fields on the Sun. Although the small scale structures within sunspots

have lifetimes much shorter than the evolution time scale of a sunspot, their ther-

mal, kinematic and dynamic properties make each sunspot unique from the other.

Sunspot light bridges represent an inhomogeneity within sunspots, but perhaps

the extent of this perturbation is seen in the localized confinement of very weak

fields which evolve with time. The fact that weak and strong fields coexist in a

light bridge very close to one another could imply one of two possibilities. Firstly,

the Fe lines may not sample the field free/weak field region that could be present

deep in the photosphere. As a result, field free/weak fields do not leave their

imprint on the polarization signals emanating from the pixel. A possible solution

to this issue would be the use of additional lines, such as the infrared Fe lines at

1.56μm which probe the deeper layers of the photosphere. Secondly, there could

be field free intrusions as well as channeled flows since the light bridge appears
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to be magnetically and dynamically connected to the penumbra. Moreover, this

organization of inhomogeneities within light bridges extends to other locations in

the same sunspot. Observations by Louis et al. (2008) illustrate two LBs with

non-identical morphology and chromospheric activity in the same sunspot. One

of the LBs is an extension of the penumbra while the other comprises of a central

dark lane with bright granular-like cells/grains. A simple analytical radiative

transfer model by Giordano et al. (2008) reproduces dark lanes in a light bridge

that result from a higher opacity below the field free cusp, when the hot convec-

tive material is confined by the umbral magnetic wall. The absence of the dark

lane on one of the LBs could thus reflect the presence of two different dynamic

sub-photospheric processes which power the light bridge.

The extent of the light bridge perturbation in the umbra is revealed by the

mixing of polarization signals from the two respective domains. This mixing or

merging of umbral and light bridge fields could trigger reconnection whose signa-

tures are the supersonic downflows in the photosphere as well as the brightness

enhancements in the chromosphere. The amplitude of the perturbation could

decide the nature, frequency and strength of the chromospheric activity, since

the latter is a common property to all light bridges. The excess chromospheric

brightness above sunspots is modulated by the evolution of the light bridge which

could serve as a means to heat the lower chromosphere. The chromospheric en-

hancements/jets on a light bridge can sometimes spawn catastrophic events such

as a filament eruption as observed by Guo et al. (2010) who reported an M2.5

two ribbon flare and a CME with speeds of 600 kms−1, following the eruption of

the filament.

The temporal evolution of the light bridge, particularly in the decay phase,

illustrates its association with the penumbral filaments and umbral dots. High

resolution observations by Langhans (2006) demonstrate a smooth transition be-

tween the dark cores in a light bridge to a penumbral filament, thereby hinting

at a common convective origin. The results obtained in Chapter 5 of this thesis,

based on the assumption that the penumbra is spatially resolved, show the clear

filamentation and its association with the Evershed flow. The Evershed flow is

confined to the penumbral intraspines which are relatively weaker and more in-

clined than the spines. The phenomena of the Evershed flow is also seen to be

231



7.5 Synthesis

dominant in the deep layers pertaining to the logτ = 0 and logτ = -1 layers while

being practically absent in the higher layers. Moreover, the Evershed flow chan-

nels appear to be wrapped by the surrounding spine field. At the present junc-

tion, the results support the “uncombed” model of Solanki & Montavon (1993)

although the model atmosphere used in the inversions do not appropriately con-

sider a flux tube geometry embedded in a background field which should be the

case for the above model. Moreover, the absence of weak fields in the deep layers

of the penumbra pose a challenge for the “gappy” model of Spruit & Scharmer

(2006). The results are in good agreement with the recent work of Puschmann

et al. (2010) who derived the stratification of physical parameters in terms of

geometrical height. According to Ruiz Cobo & Bellot Rubio (2008), penumbral

dark cores are the result of nearly horizontal flux tubes carrying the Evershed

flow which causes an enhancement in opacity that shifts the unit optical depth

to higher layers. Scharmer (2009) on the other hand argues that the dark cores

are a combination of increased opacity associated with a strongly reduced field

strength and an overall drop of temperature with height in the “gappy” model.

As pointed out by Schlichenmaier (2009), the inadequacy of the two models in

explaining heat transport over the entire penumbra and the absence of a magne-

tized Evershed flow respectively could imply that the penumbral fine structure is

a superposition of channeled flows as well as convective rolls. Thus even with Hin-

ode’s spatial resolution, the mechanism for the Evershed flow remains open and

only spectropolarimetric measurements at 0.′′1 could shed light on this enigmatic

phenomena.

The scientific results presented in this thesis are based on high resolution

observations taken by a 50 cm telescope in space. The quality of data, sets a

benchmark for achieving the same from ground and is one of the prime objectives

of the Multi Application Solar Telescope (MAST) which will be equipped with

Adaptive Optics (AO) to compensate image degradation. The developmental

aspects in this project include realization of an Image Stabilization system; lab

characterization of the Deformable Mirror; simulations for obtaining the optimal

wave front sensor and finally demonstrating the AO performance with real time

solar observations. The above have been incremental in our efforts to achieve

high spatial resolution at Udaipur and the prototype system is the first of its
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kind for solar astronomy in India. The results obtained in the process will be

significant for obtaining even higher spatial resolution with MAST. In summary,

the organization of magnetic and velocity inhomgeneities in a sunspot at scales

of 0.′′3 and their subsequent evolution are evidence for the anistropy of the inter-

action between magnetic fields and dynamic processes beneath the photosphere.

The investigation of such processes at the highest spatial resolution from space as

well as the ground is imperative to determine the overall structure and stability

of sunspots.

7.6 Future Work

This section briefly describes future scientific and instrumentation projects.

1. In a recent work, Puschmann et al. (2010) derived the 3D penumbral struc-

ture by converting the stratification of the physical parameters from the

optical depth scale to geometric height. This technique will be employed

to determine the same in sunspot LBs to probe their magnetic nature with

ultra high resolution. Earlier studies by Louis et al. (2009, 2010a) indi-

cate the presence of extremely weak fields confined to localized regions on

a LB. I wish to carry out the above study for a large sample of sunspots,

preferably with observations spanning large to small heliocentric angles.

The study would focus on the 3 dimensional magnetic field distribution of

weak-field regions with respect to the umbral and sunspot magnetic fluxes.

Since SIR inversions are much slower than their Milne-Eddington coun-

terpart, it would be useful to do optimize the inversion code for parallel

processing thereby reducing the time taken to retrieve maps of a large area.

Preliminary work on this aspect is presented in Appendix - B.

2. The capability of Hinode’s spatial resolution will be utilized to investigate

sub-surface flows under sunspot light bridges using time-distance helioseis-

mology. While a preliminary work by Zhao et al. (2010) shows the existence

of divergent sub-surface flows, arising from a convective upwelling, this is

not in agreement with the motion of intensity features observed by Louis
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et al. (2008). The sub-surface flows could determine the nature and extent

of the destabilizing effect of the light bridge on the adjacent umbra.

3. The recent work by Borrero & Solanki (2010) illustrates a flux tube based

penumbral model which is capable of producing the azimuthal variations of

the net circular polarization (NCP) at different heliocentric angles while the

contribution of convective motions to the same is negligible, thus making

the “gappy” model (Spruit & Scharmer, 2006) unsuitable for explaining

the penumbral fine structure. I intend to carry out inversions of sunspot

penumbra using polarimetric observations at very high spatial resolution

in order to investigate the fine scale inhomogeneities within the penumbral

dark cores by employing a discontinuous model atmosphere, such as the one

employed by Bellot Rubio et al. (2003b); Cabrera Solana et al. (2008) and

Jurčák & Bellot Rubio (2008), in the inversions, which would be consistent

with the flux tube scenario.

4. A crucial aspect in the open ended discussion on the Evershed flow is the

detection of small-scale overturning convective motions in the penumbra,

i.e. overturning downflows at the edges of the penumbral filaments. While

this scenario has been observationally suggested by Zakharov et al. (2008)

and Rimmele (2008) using Dopplergrams, the associated velocities are much

weaker than those associated with the Evershed Flow. Numerical simula-

tions on the other hand (Rempel et al., 2009b) reproduce these downflows

with larger velocities. Such overturning downflows however, have not yet

been observed spectroscopically neither at disc centre nor at heliocentric

angles ∼ 20◦, even at a spatial resolution of 0.′′2 (Bellot Rubio et al., 2005).

5. Off-line image restoration techniques such as speckle image masking (Denker,

1998) would be integrated with Adaptive Optics corrected images at Udaipur

Solar Observatory to improve image quality. It has been shown by Sridharan

& Bayanna (2004), that for a telescope aperture of 60 cm, hybrid imaging

(Adaptive Optics + Speckle Interferometry) can yield a Strehl ratio of 0.3

for a site with a median seeing of 5 cm.
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6. A narrow band imager using two Fabry-Perot etalons is being developed

at present at USO which will serve as a back end instrument for MAST.

The imager is intended to observe in the photospheric Fe i 6173Å and

chromospheric Ca ii 8542 Å lines. The substrate of the etalons is made

of Lithium Niobate electro-optic crystal wherein the refractive index and

wavelength tuning can be achieved by the application of voltages. I wish

to assist in the preparation and testing of the data acquisition software

which will combine the CCD, blocking filter wheel and the digital-to-analog

controller for tuning the etalons.
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Appendix-A

The SAD algorithm that utilizes the MMX instruction to calculate the shift over

a 32×32 pixel sub-aperture.

#define NS 17 /* number of subapertures */

#define AX 60 /* size of reference subaperture in x */

#define AY 52 /* size of reference subaperture in y */

#define SX 32 /* size of subapertures in x */

#define SY 32 /* size of subapertures in y */

#define RX (AX-SX)/2

#define RY (AY-SY)/2

uint8_t cimag[NS*SX*SY] __attribute__ ((aligned (32)));

uint8_t refim[RX*RY] __attribute__ ((aligned (32)));

int sae(int dx, int dy, int sn)

{

/* calculate sum of absolute differences for one subaperture */

/* dx, dy: current shift vector

sn: subaperture number */

int iy;

int csae = 0;

uint8_t *ip, *rp; /* pointers to appropriate rows */

uint32_t c1;

for(iy=0;iy<SY;iy++)

{

ip = &crimag[sn*SX*SY+iy*SX];

/* start at first pixel of each subaperture */

rp = &refim[(iy+AY+dy)*RX+AX+dx];
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/* reference is loaded unaligned with movq*/

/* assembler code for one subaperture */

asm("movq (%1), %%mm1 \n\t"

/* load 8 reference pixels unaligned */

"psadbw (%2), %%mm1 \n\t"

/* sum of absolute differences */

"movq 8(%1), %%mm0 \n\t"

/* reference is 8 pixels wide, skip */

"psadbw 8(%2), %%mm0 \n\t"

/* by 8 pixels per row */

"paddw %%mm0, %%mm1 \n\t"

/* add to previous sum in MMX register */

"movq 16(%1), %%mm0 \n\t"

"psadbw 16(%2), %%mm0 \n\t"

"paddw %%mm0, %%mm1 \n\t"

"movq 24(%1), %%mm0 \n\t"

"psadbw 24(%2), %%mm0 \n\t"

"paddw %%mm0, %%mm1 \n\t"

"movd %%mm1, %0 \n\t"

"emms \n\t"

: "=g" (c1)

: "r" (rp), "r" (ip)

);

csae = csae + c1;

}

return csae;

}
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The following code calls the shell script ‘sirinv’ and keeps a track on the total

time taken to complete the job.

#define _GNU_SOURCE

#include <unistd.h>

#include <sys/syscall.h>

#include <stdio.h>

#include<math.h>

#include<sched.h>

#include<sys/time.h>

#include<time.h>

main()

{

struct timeval th_st,th_et;

const char* comm="./sirinv";

gettimeofday(&th_st,NULL);

system(comm);

gettimeofday(&th_et,NULL);

timersub(&th_et,&th_st,&th_et);

printf("\nTotal time taken:%f min.\n",

(th_et.tv_sec + (th_et.tv_usec/1000000.0))/60.0);

}

The shell script ‘sirinv’ copies two input stokes profiles at any given instant

from the input stokes directory into the current directory where the SIR control

file, initial guess file, PSF profile, abundance file and line files are kept and re-

names them as input-profile1.per and input-profile2.per respectively. If a 100×100

pixel map is to be inverted then the parallel processing is carried out for the two

halves simultaneously.
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for ((i=0;i<=99;i++))

do

for ((j=0;j<=49;j++))

do

k=‘expr $j + 50‘

cp ~/input_stokes/modelin-$i-$j.per input-profile1.per

cp ~/input_stokes/modelin-$i-$k.per input-profile2.per

./sirexe

cp initial-guess1_3.mod ~/output_stokes/modelout-$i-$j.mod

cp initial-guess1_3.err ~/output_stokes/modelout-$i-$j.err

cp initial-guess1_3.per ~/output_stokes/modelout-$i-$j.per

cp initial-guess2_3.mod ~/output_stokes/modelout-$i-$k.mod

cp initial-guess2_3.err ~/output_stokes/modelout-$i-$k.err

cp initial-guess2_3.per ~/output_stokes/modelout-$i-$k.per

done

done

The ‘sirexe’ C-executable is then called which will carry out the inversion of

the two profiles in a parallel manner by using threads as illustrated below.

#include <pthread.h>

#define _GNU_SOURCE

#include <unistd.h>

#include <sys/syscall.h>

#include <stdio.h>

#include<math.h>

#include<sched.h>

#include<sys/time.h>

#include<time.h>

void *call1();

void *call2();

main()

{
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pthread_t thread1, thread2;

int iret1,iret2;

int old_sch,new_sch;

struct sched_param sp;

sp.sched_priority=40;

old_sch=sched_setscheduler(0,SCHED_RR,&sp);

new_sch=sched_getscheduler(0);

printf("The old scheduler is :%d\n",old_sch);

printf("\nMain new scheduler is :%d\n",new_sch);

iret2 = pthread_create( &thread2, NULL, call1,NULL);

iret1 = pthread_create( &thread1, NULL, call2,NULL);

pthread_join( thread1, NULL);

pthread_join( thread2, NULL);

}

void *call1()

{

long new_mask=1,cur_mask;

int len=sizeof(new_mask);

pid_t tid=syscall(SYS_gettid);

sched_setaffinity(tid,len,&new_mask);

const char* comm1="echo sir1.trol | /root/sir/program1/./sir.x";

system(comm1);

}

void *call2()

{

long new_mask=2,cur_mask;

int len=sizeof(new_mask);

pid_t tid=syscall(SYS_gettid);

sched_setaffinity(tid,len,&new_mask);

const char* comm2="echo sir2.trol | /root/sir/program2/./sir.x";

system(comm2);

}
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