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Abstract

The upper atmosphere of the Earth is influenced by incoming solar radiation

(UV, EUV, and X-rays) and by secondary effects like waves from the lower at-

mosphere. The EUV radiation is absorbed above about 100 km altitude of the

Earth’s surface by atomic and molecular constituents resulting in their excitation

to higher energy states. These excited species while returning to their respec-

tive ground states give rise to radiations, which are called dayglow (or daytime

airglow). Chemically excited atmospheric species can also contribute to dayglow

emissions. The intensity of these dayglow emissions depends on the number den-

sities of the reactants and on the temperature. The distribution in densities of

the reactants can be affected by the waves, thereby leading to the variations in

the intensities of the dayglow emissions. Thus, the dayglow measurements pro-

vide an effective means to investigate the upper atmospheric dynamics, which are

influenced by both solar flux variations and lower atmospheric processes.

Solar activity changes due to its internal dynamics giving rise to variations

of different periods ranging from hours to years. The lower atmospheric waves

are excited by topography, convection, etc., and in the presence of stable atmo-

sphere they can propagate to the upper atmospheric altitudes. In this study

we characterize various types of coupling processes in the atmosphere and their

variations with waves and solar activity. The main data set that has been used

in this work has been retrieved using Multiwavelength Imaging Spectrograph us-

ing Echelle-grating (MISE). MISE is a unique instrument capable of obtaining

daytime sky spectra at high-spectral resolutions over a large field-of-view. From

such spectra of MISE oxygen dayglow emission intensities at 557.7 nm, 630.0 nm,

and 777.4 nm wavelengths have been obtained. In addition to oxygen dayglow

emission intensities, data sets of ionospheric total electron content (TEC), zonal

mean winds and temperatures from the stratosphere to the lower thermosphere,

and the equatorial electrojet (EEJ) strengths have been used.

In this thesis, it has been shown that the lower atmospheric influence on the

upper atmosphere through waves is affected by solar activity. This is because

the latter is responsible for the alteration of the atmospheric background condi-
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tions on which wave propagation and dissipation depend. From an investigation

of the oscillations of planetary wave regime in dayglow and other atmospheric

parameters at three different levels of solar activity, it has been shown that the

vertical coupling of atmospheres through these waves is solar activity dependent.

It is proposed that: (i) the effect on upper atmospheric dynamics due to lower

atmosphere exists at least until the average sunspot number (SSN) is ≤ 35, (ii)

there is a transition from the lower atmospheric forcing to mixed behavior be-

tween average SSNs of 35 to 52, and (iii) another transition from mixed effects to

those of purely solar origin occurs between SSN values of 52 to 123. Further, in

this thesis it has also been shown that even during high solar activity period if a

sudden stratospheric warming (SSW) event occurs then the vertical coupling is

enhanced, as the SSW related processes provide additional energy to enable this

coupling.

A statistical study of gravity waves present in the thermospheric altitudes

is made using the three dayglow emissions and the EEJ strength data obtained

during the years 2011 to 2013. The gravity waves are found to be present in higher

numbers in the thermosphere during higher solar activity of 2013 compared to

2011, which is attributed to a reduction in dissipation in the lower thermosphere

during higher solar activity epoch.

Investigations using long-term data sets of EEJ and TEC revealed that the

vertical coupling during SSW events depends on the strength of the SSW. Also,

the interaction between quasi-16-day planetary waves and semi-diurnal tides has

been found to be very strong for the strong major SSW events. In an another re-

sult, using both ground- and satellite-based optical remote sensing measurements,

a new circulation cell in the mesosphere-thermosphere system has been shown to

exist during SSW events, which has been alluded to in previous modeling studies.

Keywords: Atmospheric coupling, Dayglow, Ionosphere, Upper atmosphere,

Sudden stratospheric warming, Sun-Earth interaction, Gravity waves, Planetary

waves.
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Chapter 1

Introduction

1.1 Background

The sun acts as the primary source of energy for the solar system bodies. The solar

influence on the upper atmosphere (region above 60 km altitude) occurs through

the energy inputs from the incoming electromagnetic (mainly extreme ultravio-

let, X-rays) and corpuscular (particle precipitation) radiations. The corpuscular

radiation is essentially restricted to the high-latitude upper atmosphere but, on

occasions, during geomagnetic storms their effects can be of appreciable magni-

tudes over the equatorial latitudes [Paulikas , 1975]. At altitudes above 100 km,

the solar Extreme Ultraviolet (EUV) radiation is absorbed primarily by oxygen.

Between 30 and 70 km altitudes the solar ultraviolet (UV) radiation is absorbed

by ozone [Rishbeth and Garriott , 1969]. The visible radiation is absorbed by the

land and sea surfaces which then re-emit them in longer wavelength like a black

body. The water vapor and the carbon dioxide absorb the re-radiated longer

wavelength radiation and keep the atmosphere of the Earth warm. Due to non-

uniform coverage of the land and sea and due to the inhomogeneities in the land

surfaces, there occur various kinds of instabilities which act as perturbation for

the generation of waves [Beer , 1974]. Depending on the stability of the ambient

atmosphere these waves can propagate towards higher altitudes. In this chapter

we will discuss the different terminologies and nomenclature of the atmosphere,

various types of waves, and related processes in the whole atmosphere.

1
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1.2 Atmospheric Structure and Nomenclature

On average, the dry atmosphere of the Earth contains approximately 78% nitro-

gen, 21% oxygen, and the rest 1% is other constituents. Based on the temperature

structure, composition, ionization, etc., the atmosphere has been classified into

different ‘spheres’ as shown schematically in Figure 1.1. The black-body radia-

tion emitted by the earth decays radially away from the surface and hence the

temperature decreases. The atmosphere from surface up to about 12 km height

region is called the troposphere. The region around 12 to 17 km altitude, where

the temperature decrease with height pauses, is called the tropopause. Above the

tropopause, temperature starts increasing due to absorption of UV radiation by

ozone up to around 50 km altitude. This altitude region between tropopause and

∼50 km is known as the stratosphere, and the height at which the temperature in-

crease with height pauses is called the stratopause. Above the stratopause, there

are no in-situ sources of heating up to around 85 km and this region is known as

the mesosphere. The temperature at this region is governed by chemical and dy-

namical processes. The top of the mesosphere, which is called the mesopause, is

the coldest region in the Earth’s atmosphere. Above the mesopause, the temper-

ature of the air increases with height due to absorption of solar EUV radiation by

the neutral species and this region is called the thermospere [Hargreaves , 1992].

The region below 100 km is well mixed due to eddy diffusion and is called the

homosphere or turbosphere. The region above 100 km, where molecular diffusion

is dominant and different species are distributed according to their masses, is

called the heterosphere. The boundary between homosphere and heterosphere is

called the turbopause. There is a region within the heterosphere where hydrogen

and helium are the main constituents and this region is called protonosphere.

Due to the influence of incoming solar EUV radiation, some of the neutral

species of the upper atmosphere get ionized. This ionized portion of the upper

atmosphere (60 km to about 1000 km) is called the ionosphere. Depending on

the production sources, photochemical properties, and other considerations, there

occur layers in the altitude profile of electron number density. Based on these

layers, the ionosphere is subdivided into D-region (50-60 km to 90-95 km), E-
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region (90-95 km to 140-160 km), and F-region (140-160 km to about 1000 km).

Sometimes, during daytime, the F-region splits up into two different layers called

F1 (∼ 170 km) and F2 (∼ 250 km) layers. This splitting happens due to the

competing effects of production and loss mechanisms [Hargreaves , 1992]. Since

the thermosphere and the ionosphere share the same region of space many coupled

dynamical processes occur in this region.
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Figure 1.1: Classifications of the atmosphere based on temperature, composition,

ionization etc. (After Hargreaves [1992])

1.3 Atmospheric Waves

Waves in the atmosphere are produced by the action of restoring forces on a

displaced air parcel. If, somehow, an air-parcel is displaced (in altitude or lat-

itude) from its equilibrium position, then it will be acted upon by inertia and

restoring forces. The balance between these two forces gives rise to wave mo-

tions [Beer , 1974; Salby , 1996; Andrews , 2010]. The wave influence can be from

the lower atmosphere or from the lower-thermosphere at high-latitudes (auro-

ral disturbances). The lower-atmospheric wave sources are convective activities,

wind-shears, natural events such as earth quake, tsunami, and volcanic eruption,

or manmade explosions, etc. Whereas, in additions to these sources, the high-

latitude wave sources include those due to interaction of particles of solar wind

origin with those of Earth’s magnetic field. The high-energetic particles from
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solar wind enter the high-latitude ionosphere via the highly conducting magnetic

field lines and produce ionization and currents. The Joule heating due to these

currents produces waves with periods of the order of hours [Hocke and Schlegel ,

1996].

The atmosphere of the Earth is capable of sustaining various kinds of wave

motions. These wave motions can be classified in various ways. Based on the

direction of oscillation of the medium in response to the wave disturbance, the at-

mospheric waves are broadly classified into three categories: longitudinal, vertical

transverse, and horizontal transverse, as depicted in Figure 1.2. All the possible

waves in the atmosphere can be considered as combination of these three types

[Beer , 1974].

Acoustic waves

(longitudinal)

Gravity waves

 (vertical transverse)

Rossby waves

(horizontal transverse)

(a)

(b)

(c)

p or ρ

+uz

+uy

k

k

k

u

u

u

Figure 1.2: The three possible dimensions in which wave vibrations can occur in

the atmosphere. The wavelengths or oscillation amplitudes are not to scale. (After

Beer [1974])

Based on the excitation and restoring mechanisms, horizontal scale sizes, and

periodicities of oscillations the atmospheric waves are categorized into various

types as given in Table 1.1 along with their period of oscillation and their im-

portance [Beer , 1974]. All these waves have very different excitation mechanisms

and restoring forces. For completeness, here we have listed many wave types,

but in this study we will restrict our discussion only to the gravity waves, tides,
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Waves Period Importance

Acoustic < 270 sec Speech

Gravity BV to 3 Hrs. Ionosphere, UA

Atmospheric tides 24/m, m=1, 2, Ionosphere, GM, UA

Planetary ∼ days Meteorology, UA

Semi annual ∼6 months Meteorology

Annual ∼1 year Meteorology

Quasi biennial ∼2 years Meteorology

Table 1.1: Some of the important waves present in the atmosphere of the Earth.

Those in bold fonts are of interest in this study and are discussed in the text. Where

BV, UA, and GM stands for Brunt-Väisälä period (the natural period of oscilla-

tion of an air-parcel in the atmosphere), upper atmosphere, and geomagnetism.

(Adapted from Beer [1974].)

and planetary waves, which are of importance to the upper atmosphere (UA),

ionosphere, and geomagnetism (GM).

Other classifications include: free (e.g., global normal modes) and forced (e.g.,

thermal tides which are continually maintained by an excitation source); station-

ary (phase is fixed with observer on Earth) and traveling (whose phase surfaces

move); steady (no variation of amplitude with time) and transient (amplitude

varies with time) [Andrews et al., 1987]. The details of the waves that are of

important to this study are described below.

1.3.1 Gravity Waves

The most well-known wave in the atmosphere is the sound (acoustic) waves

through which we communicate directly with others. These longitudinally vi-

brating waves arise due to the balance between inertia (resistance to change in

velocity) and compressibility (resistance to change in volume). These waves have

timescales short enough to ignore rotation, heat transfer, friction, and buoyancy.

In a homogeneous force-free medium (absence of gravitational, electromagnetic,

etc., forces) these acoustic waves are the only possible waves. The atmosphere
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of the Earth is under the influence of its gravity and thus there occurs density

gradients which decreases exponentially with altitude. This density gradient pro-

vides a static stability that is completely absent in a homogeneous medium. For

waves with characteristic sizes greater than 100 km the effect of buoyancy or grav-

ity force (ρg; ρ=number density and g=acceleration due to gravity) cannot be

neglected in comparison to the pressure gradient (∆p) forces. When the restor-

ing forces due to gravity and the compressibility forces on an air-parcel become

comparable, the waves formed are called Acoustic Gravity Waves (AGW). Very

often the term AGW is also used for atmospheric gravity waves. Sound waves

are a class of AGW having very high frequency. When the restoring force for

the dominant motion in the atmosphere is due to gravity (which is the cause of

density gradient) the resulting waves are called gravity waves. As most of the

gravity waves propagate in slanted path, the oscillation of an air-parcel experi-

encing gravity waves will not be longitudinal as that of sound waves as gravity

acts in the vertical direction. Only for the vertically propagating gravity waves

the wave oscillations will be longitudinal.

1.3.1.1 Propagation of Gravity Waves

As the atmosphere of the Earth is inhomogeneous (due to the existences of den-

sity gradient) the waves propagating through it would be expected to be both

anisotropic (properties not same in all directions) and dispersive (wave velocity

depends on wavelength). The anisotropy is due to dissimilar pulls in the hori-

zontal and vertical directions. For example, the gravitational and Coriolis forces

affect the waves in the vertical and horizontal directions, respectively. Gravity or

buoyancy waves have time-scales short enough to ignore rotation, heat transfer,

and friction. Also, they involve motions transverse to the direction of propagation

and hence can be described using only two coordinates (x for horizontal and z

for vertical). For a basic state of the atmosphere that is isothermal, in uniform

motion, and assuming sinusoidal variations for the perturbed quantities in the

equation of motion, continuity equation, and equation of state, the dispersion

relation can be shown to be of the form [Beer , 1974; Salby , 1996; Kelley , 2009]:
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ω4 − ω2s2(k2 +m2) + (γ − 1)g2k2 − γ2g2ω2/(4s2) = 0 (1.1)

where, γ is the ratio of specific heats at constant pressure (cp) to constant

volume (cv) and ω, k, and m, are the angular frequency, horizontal wave number,

and vertical wave number, respectively, s is the speed of sound, and g is the

acceleration due to gravity. The contribution of Coriolis effect has not been

considered here as these waves are of very short periods compared to the rotation

period of the Earth.

Eq. (1.1) can be simplified to give

m2 =

(
1− ω2

a

ω2

)
ω2

s2
− k2

(
1− ω2

b

ω2

)
(1.2)

where, ωa = γg/(2s) is the acoustic cut-off frequency, which is the resonance

frequency of a column of air extending through the whole atmosphere. ωb =

(γ − 1)1/2g/s is the buoyancy or Brunt-Väisälä frequency and is the natural

frequency of oscillation of a displaced air-parcel with buoyancy as the restoring

force. Figure 1.3 shows the dispersion diagram corresponding to Eq. (1.2). The

waves whose frequencies are greater than ωa are called acoustic waves and those

with frequency less than ωb are called internal atmospheric gravity waves. For

waves with ω2 � ω2
b , Eq. (1.2) becomes:

k2 +m2 =

(
1− ω2

a

ω2

)
ω2

s2
(1.3)

This represents the acoustic regime where buoyancy forces are negligible. Again,

for waves with ω2 � ω2
a, Eq. (1.3) becomes:

s = ω/
√

(k2 +m2) (1.4)

This gives the dispersion relation for a pure sound wave for which the phase speed

is independent of direction. Now for lower-frequency waves, putting ω2 � s2k2

in Eq. (1.2), which removes the compressibility effects, we get,

m2 ≡ k2
(
ω2
b

ω2
− 1

)
(1.5)

which represents a pure gravity wave. For a propagating wave, both k and m
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Inertia-internal gravity

m 2 <

0

Acoustic, m 2 <

0

k

ωa
ωb

Evanescent Waves

ω

m 2 < 0

Figure 1.3: The dispersion diagram of gravity waves. (Adapted from Kelley [2009])

must be positive and thus the frequency ω must be larger than ωa or smaller than

ωb (from Eqs. (1.3) and (1.5)). These acoustic and gravity wave regimes (where

m2 > 0) are shown in Figure 1.3 with grey shadows. The angle of propagation (θ)

is given by tan−1(m/k). In between these two regimes m2 < 0 and the waves are

external. Acoustic-gravity waves then propagate horizontally, with energy that

decreases exponentially above the forcing and no net influence in the vertical

direction, so the waves are evanescent and do not propagate vertically [Salby ,

1996].

The group velocity and phase velocity derived from the dispersion relation can

be shown to be of opposite sign, which means that if the wave propagates upward,

then the phase velocity will be in the downward direction. This peculiarity follows

from the dispersive nature of gravity waves and applies to all waves whose vertical

restoring force is buoyancy. The energy propagates along the direction of group

velocity. The particle motion under the action of AGW is elliptic, that is, they

experience the longitudinal displacement of a sound wave and the transverse

displacement of a gravity wave.

For an inhomogeneous, non-isothermal atmosphere in which the air is in mo-

tion with mean speed ū and the basic state of the system varies with height, the



1.3. Atmospheric Waves 9

dispersion relation can be shown to be as [Salby , 1996]:

m2 =
ω2
b

(s− ū)2
− k2 − 1

4H2
(1.6)

where H(= kBT/Mg, with M , kB, T , and g are mean molecular mass, Boltzman

constant, temperature, and acceleration due to gravity, respectively) is the scale

height. The greater the ω2
b (which is a measure static stability), the shorter the

vertical wavelength, the more vertical propagation is favored. Since increase in

k2 reduces m2, short horizontal wavelength (large k) are less able to propagate

vertically than the long horizontal wavelength (small k). For a particular value

of k, if m2 is zero (i.e., the vertical wavelength infinite), then the propagation

is forbidden and wave activity is fully reflected. The height where this occurs

is called the turning level, above which wave structure is external (m2 < 0).

The vertical propagation is also controlled by mean flow, decreasing s− ū favors

vertical propagation by increasing m2. If s− ū decreases to zero, then Eq. (1.6)

becomes singular and the vertical wavelength collapses to zero. The height where

this occurs is called the critical level. Contrary to a turning level, which leads to

reflection, the condition m2 → ∞ leads to absorption of wave activity. This is

the reason why, if the phase velocity of wave and mean wind velocity are in the

same direction then the wave dissipation is higher.

1.3.1.2 Dissipation of Gravity Waves

As stated above, the gravity waves are produced due to the combined action of

disturbance and the buoyancy forces. The more stable the atmosphere is, the

higher will be the possibility of gravity waves as in stable atmosphere gravity

waves dissipate less. In the atmosphere the stability is controlled by the tem-

perature distribution. The meteorologists derive a parameter called potential

temperature (denoted by θ) to define the stability of the atmosphere. It is the

temperature that a parcel of air would attain if brought adiabatically to a refer-

ence pressure (1000 mb). An atmosphere in adiabatic equilibrium has a constant

potential temperature throughout. Figure 1.4(a) represents an atmosphere for

which the vertical temperature gradient (α) exceeds the adiabatic temperature

gradient (α∗). In such a situation an air parcel displaced (which follow adiabatic
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path) upward from the equilibrium will find itself in lower temperature than the

surrounding (i.e., it feels heavier) and thus sinks back toward the original posi-

tion. Such situations are stable and sustain wave motions. While for situations

as shown in Figure 1.4(b) is unstable and a packet displaced in either direction

will keep moving and thus will not sustain wave motions. The Brunt-Väisälä fre-

quency (ωb = gd(lnθ)/(dz)) is also a measure of stability. Greater the ωb, higher

is the stability.

STABLE
α>α*

UNSTABLE
α*>α

α α* αα*

T

A
lt
itu
de

T

A
lt
itu
de

(a) (b)

Figure 1.4: Temperature distribution for (a) stable and (b) unstable atmosphere.

(After Beer [1974])

The stability of the atmosphere may be disturbed by waves and turbulences.

It is not simple to differentiate between turbulence and waves. If turbulence

exists for a stratified fluid, some of the energy of the turbulence is transformed

into waves. The other possibility is, turbulence can grow at the expense of the

energy present in waves, either by wave breaking phenomena, or by taking wave

energy from the compressions and rarefactions. The energy of the turbulence is

continually passed from larger to smaller scale motions. At the lower limit, a

stage reaches where fluctuations are too small to form smaller eddies and then

the energy of turbulence is ultimately converted into the kinetic energy of the

molecules by viscosity. Thus, the viscous effect arises both from the diffusion of

energetic molecules or from turbulence. Wave dissipation through thermal con-

duction is also comparable to viscosity. Viscosity is a measure of momentum

diffusion, whereas, thermal conductivity is a measure of energy (i.e., heat) diffu-

sion. Greater the thermal conductivity, the energy of the waves will be dissipated
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rapidly. Wave dissipation by kinematic viscosity and thermal conductivity are

related as both are molecular diffusion phenomena.
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Figure 1.5: The non-linear wave breaking scheme. At mesospheric altitudes the

amplitudes are very large and non-linear processes lead to the wave breaking.

(After Salby [1996])

The kinetic energy of the waves is given by ρA2/2, where A is the amplitude

of the waves. As the wave propagates upwards its amplitude increases to conserve

the kinetic energy. At lower heights the wave amplitudes are too small to interact

with other waves or with itself, but at higher altitudes the amplitudes becomes

very large and non-linear effects start to arise as shown in Figure 1.5. At some

altitude the wave amplitude becomes so large that the disturbance at one side

loses interaction with the other side and thus the waves break down. In another

situation, if a wave disturbance with higher energy air-parcel reaches lower energy

region then the radiative heat transfer will help in damping the wave disturbance,

in such cases, the wave’s energy is dissipated as heat energy to the medium. This

radiative energy transfer is most effective for long period waves, like planetary

waves.

In section 1.3.1 it is mentioned that wind-shears can generate gravity waves.

But they can also contribute to the dissipation of waves. In the presence of

large wind-shear, waves become unstable [Bretherton, 1969]. Under the action of

this instability (called Kelvin-Helmholtz instability) the amplified gravity waves

break down and form patches of turbulence. A simplistic illustration of the wave
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breaking is given in Figure 1.5(c). Say, the wind is stronger at the upper part

of the wave and opposite to the direction of propagation of the wave, then the

upper part will deform faster compared to the lower part and thus non-linear

process develops leading to wave breaking [Beer , 1974; Fritts and Alexander ,

2003; Holton, 2004]. We will discuss more about the wave dissipation in Chapter

4 while discussing results on gravity waves.

1.3.2 Planetary Waves

While discussing gravity waves we have neglected the effect of rotation of the

Earth or the Coriolis force on air parcels as their effects on the short period

waves are very feeble. But for waves that have periods larger than days, these

effects must be considered.

The planetary or Rossby waves are atmospheric waves with planetary scale

size and have periods of the order of planetary rotation. For these waves the

effect of rotation of the Earth cannot be neglected. Under barotropic (pressure

balanced) condition of the atmosphere, the planetary waves are absolute vorticity

(a measure of rotation in a fluid) conserving motions. The curl of absolute and

relative velocity are known as absolute (η) and relative (ζ) vorticity. In large scale

dynamical motions the vertical components of η and ζ are important quantities.

The difference between absolute and relative vorticity is planetary vorticity (f),

which is just the local vertical component of the vorticity of the Earth due to

its rotation; f ≡ 2Ωsinϕ is also called Coriolis parameter, Ω being the angular

velocity of Earth and ϕ is the geographic latitude. Theoretical understanding of

Rossby waves are given below.

Consider a closed chain of fluid parcels initially aligned along a circle of lat-

itude as shown in Figure 1.6. As stated above, the absolute vorticity η is given

by η = ζ + f . Assume that ζ = 0 at time t0. Now suppose that at time t1, δy

is a small meridional displacement of the fluid parcel from the original latitude.

Then by the conservation of absolute vorticity, we have,

(ζ + f)t1 = ft0 (1.7)
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S

Figure 1.6: Perturbation vorticity field and induced velocity field (dashed arrows)

for a meridionally displaced chain of fluid parcels. Thicker line shows original

perturbation position; light line shows westward displacement of the pattern due

to advection by the induced velocity. (Adapted from Holton [2004]).

Or

ζt1 = ft0 − ft1 = βδy (1.8)

where β ≡ df/dy is the planetary vorticity gradient at the original latitude.

From Eq. (1.8), it is evident that if the chain of parcels is subject to a

sinusoidal meridional displacement, the resulting perturbation vorticity will be

positive for a southward displacement and negative for a northward displacement.

Since vorticity is the curl of velocity, these alternate vorticity perturbations induce

meridional velocity field that advects the chain of fluid parcels southward in

the west of the vorticity maximum and northward in the west of the vorticity

minimum as shown in Figure 1.6. In this way the fluid parcels oscillate back

and forth about their equilibrium latitude, and the pattern of vorticity maxima

and minima propagates to the west. These westward propagating vorticity fields

constitute the Rossby (planetary) waves. The meridional gradient of planetary

vorticity acts as restoring force for Rossby waves which is just like buoyancy for

gravity waves.

The speed of westward propagation, c, can be computed by letting δy =

a sin[k(x − ct)], where a is the maximum northward displacement and x is the

longitudinal distance. Then,

v = D(δy)/Dt = −kca cos[k(x− ct)],
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Figure 1.7: Laboratory simulation of Rossby waves in a rotating cylinder containing

dye and water (as if viewed from a satellite over the north-pole of the Earth). The

perturbation source is a stationary oscillator fitted at the bottom left corner. If we

consider radial distance as latitude then we can see analogy of Rossby waves (Figure

Courtesy: Geophysical Fluid Dynamics Laboratory, University of Washington).

and as ζ is the curl of relative velocity, we have,

ζ = ∂v/∂x = k2ca sin[k(x− ct)]

Substituting the values of δy and ζ in Eq. 1.8, we get c = −β/k2. Thus, the

phase speed is westward relative to the mean flow and is inversely proportional to

the square of the zonal wave number. A laboratory simulation of the Rossby wave

formation in a cylindrical bowl is shown in Figure 1.7. One can see sinusoidal

type perturbation generated in this system along the radial direction.

The dispersion relation for the planetary waves can be obtained by solving

the quasi-geostropic planetary vorticity equation and can be shown to be [see,

Holton, 1980, 2004],

m2 ≡ ω2
b

f 2

[
β

ū− c
− k2

]
(1.9)

We know that for vertical propagation, m2 > 0. The gradient of planetary

vorticity β, that provides the restoring force for horizontal displacements, is rec-

ognized as the essential positive contribution to m2 – analogous to the role played

by ω2
b for gravity waves (Eq. (1.6)). Then the Charney-Drazin criteria [Char-

ney and Drazin, 1961] states that the planetary waves forced from below will
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propagate vertically only if,

0 < ū− c < β

k2
≡ Uc (1.10)

where Uc is called Rossby critical velocity. Planetary waves (PWs) can propagate

vertically only if they have westward phase velocity relative to the mean wind

and have magnitude less than Uc. For stationary waves (c = 0), the vertical

propagation can occur only when the mean wind is eastward and weaker than

the critical velocity which depends on the horizontal scale of the waves. This

propagation condition explains why large amplitude stationary waves are found

only in the winter hemispheric stratosphere (where velocity is eastward in the

winter) and why only the longest wavelength (small k) planetary wave modes

(zonal wavenumbers 1 and 2) have significant amplitude in the stratosphere. This

is a simplistic model and may not illustrate the real atmosphere accurately, but

it does provide a window for the zonal velocity (greater than 0 and less than Uc)

for vertical propagation.

1.3.3 Tidal Waves

Tides are global scale daily oscillations of the atmosphere that are generated due

to the differential gravitational or thermal influence of the celestial bodies on

the atmosphere of the Earth. Atmospheric tides are simply rotationally modified

gravity waves [Beer , 1974]. Secondary sources of tides are the non-linear interac-

tion between tides and planetary waves and due to latent heat release from the

deep convection in the tropics [Teitelbaum and Vial , 1991; Hagan et al., 2001].

The heating due to absorption of UV radiation from the sun and the gravita-

tional pull of the moon generates these tides in the atmosphere. Unlike ocean

tides, which are excited by lunar gravitational attraction, the largest amplitude

atmospheric tides are generated due to solar influence. The gravitational tide due

to sun and the thermal tide due to moon are negligible, since they have periods

of sub-multiples of the solar or lunar day.

According to the gravitational tidal theory for ocean, semi-diurnal tide is the

strongest lunar tidal component, i.e., there occur two maxima and two minima
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High tide

Low tide

Figure 1.8: Schematic of the atmospheric/oceanic lunar gravitational tide, where

blue bulged regions represents the atmosphere/ocean. It can be noted that there

occurs two bulges, one each at sublunar and antipodal points. (Figure not to scale.

Courtesy: https://en.wikipedia.org/wiki/Tide).
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Figure 1.9: Ground based barometric pressure measurement during November

1919. Equatorial results show semi-diurnal tidal effects whereas planetary wave

variations can be seen at mid-latitudes. (After Beer [1974])
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each day at a particular location on the Earth. One maximum is at the time

when moon is right overhead (sublunar) and the other is when the moon is on

the opposite side (antipodal) of the observation point on the Earth as depicted in

Figure 1.8. For the atmosphere, the solar thermal tides are of much large ampli-

tudes compared to the lunar gravitational tides. Earth gets energy from the sun

only during daytime (on an average for 12 hours, with a peak around local noon),

so, one may expect the diurnal component to be the strongest. But observations

show (see e.g., Figure 1.9) that the semidiurnal tide is of strongest amplitude

at the ground level. The reason for this is that the vertical wavelength (greater

than 100 km) of semi-diurnal tide is much greater than the diurnal tides (20-30

km) and thus they are excited more efficiently by deep ozone heating region and

then reach the ground level altitudes. Also, the diurnal tide has more complex

behavior and is trapped in the vertical close to its forcing regions [Beer , 1974;

Andrews et al., 1987]. Figure 1.9 shows the ground-based barometric measure-

ment of atmospheric pressure which is a signature of tidal variation. One can

note that the dominant variations at equatorial latitudes are the semidiurnal tide

and at mid-latitudes they are planetary waves. But at heights above stratopause

both diurnal and semidiurnal tides are of equal strength. The other tides with

periods of around 8 hours (terdiurnal tide), 6 hours also do occur, albeit with

smaller amplitudes, which are just the sub-harmonics of the solar day.

Based on their propagation direction tides are classified as migrating, non-

migrating, and stationary. Migrating tides are sun-synchronous and thus, they

propagate westward as viewed by a stationary observer on the Earth. Non-

migrating tides do not follow the sun and they can be both eastward and westward

propagating.

Laplace’s tidal equation: The latitudinal and temporal structures of the

tides are described by a standard equation called Laplace’s tidal equation [Longuet-

Higgins , 1968; Andrews et al., 1987]:

LΘmn + εmnΘmn = 0 (1.11)
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where L is Laplace operator and is given by,

L =
∂

∂µ

[
(1− µ2)

(ξ2 − µ2)

∂

∂µ

]
− 1

η2 − µ2

[
−k
ξ

(ξ2 + µ2)

(ξ2 − µ2)
+

k2

1− µ2

]
(1.12)

where, k=zonal wavenumber, σ=frequency, µ = sinϕ, ξ = σ/(2Ω), and eigen-

value

εmn = (2Ωa)2/ghmn

with a as radius of Earth, g as the acceleration due to gravity, ϕ=geographic

latitude, and hmn is a constant called equivalent depth that relates the latitude

structure of tide with vertical structure.

The atmospheric tides are eigen oscillations of Earth’s atmosphere with eigen-

functions Θmn, called Hough functions, and with eigenvalues εmn. The Hough

functions are labeled by (m,n), with m for longitude and n for latitude depen-

dence. Hough functions for the semidiurnal (m = 2) and diurnal (m = 1) tides

for different n are shown in Figure 1.10. Even and odd values of n represent

the symmetric and anti-symmetric components about the equator. The negative

values of n correspond to non-propagating modes [Forbes and Garrett , 1979].

From the discussions in this section, one can anticipate that depending on

their scale sizes, background wind direction, ambient density, stability of the

atmosphere these waves (gravity, tidal, and planetary) can influence the dynamics

of the atmosphere-thermosphere system locally or globally. The influence of these

waves on the upper atmosphere at varying solar and geophysical conditions are

investigated in this thesis work.

1.4 Sudden Stratospheric Warming

The Sudden Stratospheric Warming (SSW) also knows as stratospheric sudden

warming, is a dynamical process which occurs in the winter season of northern-

hemispheric high-latitude stratosphere. These are very dramatic events and are

believed to be caused by the interaction of the wintertime enhanced planetary

waves with the zonal mean flow [Matsuno, 1971]. In this section we will summarize

the current understanding of SSW events in brief. Extensive treatment of the
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Figure 1.10: Semidiurnal (top) and diurnal (bottom) Hough functions for latitudes

between 0° and 90°. (Adapted from Forbes and Garrett [1979])
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SSW events have been reported in several review articles [Matsuno, 1971; Holton,

1980; Chau et al., 2012]. The books by Andrews et al. [1987], and by Holton [2004]

also provide very nice introductions on SSW along with the background theory

and experimental observations.

According to World Meteorological Organization, if the stratospheric tem-

perature at 10 hPa pressure level and poleward of 60° N increases by more than

25 K within a week then it is termed as SSW [Labitzke, 1977]. Due to the in-

teraction of the PWs with the mean flow and consequent heat deposition, the

usual winter-time stratospheric eastward wind becomes weak or reverses its di-

rection. If the zonal mean zonal wind at 60° N and 10 hPa pressure level becomes

westward then the SSW event is characterized as major. If with the increase in

temperature the zonal mean wind becomes weak but does not reverse its direc-

tion then it is called a minor event [Charlton and Polvani , 2007; Kuttippurath and

Nikulin, 2012; Chau et al., 2012]. Figure 1.11 shows the zonal mean temperature

at 90° N and zonal mean zonal wind at 60° N and at 10 hPa pressure level for

the January-February months of the year 2013. One can note that there is an

enhancement in temperature by more than 40 K and the zonal wind reversed dur-

ing that time, signifying that the event was a major SSW. Figure 1.12 shows the

10 hPa stratospheric temperature over high-latitudes (60° - 90° N) for the years

2011/2012, 2012/2013, and the average values with range and percentage devia-

tions for 1978-2012. It is very clearly noticeable that there occurs enhancement

in the stratospheric temperatures in the winter months. On averages there occurs

6.2 SSW events per decade [Charlton and Polvani , 2007]. Figure 1.13 shows the

occurrence time of major SSW events as a function of day of the years (DOY)

from 1958-2013. It can be noted that most of the events have occurred during

the months of January-February.

The first exhaustive theoretical explanation of SSW event was given by Mat-

suno [1971], and until today it is considered to be the best explanation of this

meteorological event. Matsuno’s heuristic model of SSW event consists of the

following sequence,

1) Quasi-stationary planetary waves of zonal wavenumbers 1 or 2 become anoma-
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 (a)

(b)

Figure 1.11: (a) The temperature at 90° N and (b) zonal mean wind at 60° N at

stratospheric level (10 hPa) are shown. (Temperature and wind data are obtained

from the NCEP/NCAR reanalysis project of National Oceanic & Atmospheric

Administration (NOAA).)

Figure 1.12: Stratospheric temperatures at 10 hPa pressure and 60-90° N obtained

from the MERRA reanalysis project. One can clearly see the enhancement of the

stratospheric temperature in the winter season. (Figure courtesy: MERRA project

of NASA)
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Figure 1.13: Occurrence time of SSW events as a function of day of the years from

1958-2013 (adapted from [Chau et al., 2012]).

lously large in the winter-troposphere;

2) The growing waves propagate into the stratosphere under the favorable con-

dition of winter-time eastward wind;

3) Interaction of the waves with mean flow decelerate the mean winds causing

the polar night jet to weaken and become distorted by the growing waves;

4) If the waves are sufficiently strong then the mean flow may decelerate suf-

ficiently so that a critical level (westward phase velocity of planetary wave

equals the eastward wind velocity) is formed;

5) Further, upward transfer of wave energy is then blocked and a very rapid

westward acceleration and polar warming occurs as the critical level moves

downward.

Since the cause of the SSW events is the planetary waves which themselves are

very large-scale events, low-spatial and temporal resolution measurements are

sufficient for their investigation. This is the reason why the prediction of SSW

events are possible as per Lorenz [1963] explanations of deterministic non-periodic

flow, which states that the prediction of a non-linear system is possible only when

the present conditions are known with sufficient accuracy. As the planetary waves

have higher amplitudes in the northern hemisphere and the wind is favorable
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(eastward) during northern winter, the SSW events are mainly observed in the

Northern hemisphere.

1.5 Atmospheric Coupling

The coupling of the atmospheres means that two different regions/geo-locations

of the atmosphere are somehow connected to each other. Atmospheric coupling

can be of two types: physical and chemical, which are very often inter-related.

Physical transport can be in the form of radiative, wave dynamical, and elec-

trodynamical, whereas, the chemical coupling happens through compositional

transport. These couplings can happen in both horizontal and vertical direction.

In this thesis work some of the coupling processes mentioned above have been

studied. With regard to coupling between lower and the upper atmosphere, by

lower atmosphere we mean atmosphere below turbopause. Below, we describe a

variety of classes of these couplings which have been referred in various chapters

in this thesis.

1.5.1 Vertical Coupling

Traditionally troposphere and stratosphere-mesosphere are defined as lower and

middle atmosphere, respectively. As all these spheres (troposphere, stratosphere,

and mesosphere) are below turbopause, in this thesis, however, they are jointly

referred to as the lower atmosphere and the effects/developments in this combined

(lower atmosphere) region are investigated in the upper atmosphere. Troposphere

is the region where majority of the convective activities (thunderstorm, hurricane,

cyclone, tornado, latent heat release, etc.) take place. These convective activities

can lead to various kinds of wave motions. This happens because the tempera-

ture gradient in this region is negative and also satisfies the stability condition as

discussed in section 1.3.1 (Figure 1.4). As discussed in section 1.3, lower atmo-

spheric waves can propagate to the higher altitudes and influence the energetics

and dynamics of the upper atmosphere. Figure 1.14 represents a schematic of

the formation of gravity waves in the troposphere and their propagation towards
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mesosphere. Many of these waves are dissipated around the mesopause region

where the non-linear effects are very prominent and deposit their energy there.

The energy accumulated in this way may accelerate the mean flow and can also

form secondary waves [Fritts and Vadas , 2008; Vadas and Liu, 2009].

wave breaking and 
momentum flux release

secondary 
gravity waves

gravity waves

tropospheric 
disturbance

atmospheric 
temperature 

mesosphere

troposphere

Mesopause (85 km, 190 K)

400km
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F layer (300km,1000K)

thermosphere

Figure 1.14: A schematic (not to scale) of the atmosphere ionosphere system with

waves. (After Prof. K. Shiokawa, Lecture series in United Nations Centre for Space

Science and Technology Education in Asia and the Pacific (CSSTEAP) course,

2011).

An example of lower and upper atmosphere coupling through large scale mo-

tions is the formation of SSW as discussed above. During an SSW event, not only

does the dynamics at high-latitude stratosphere get affected, but also there occur

alternate layers of heating, cooling, and heating in the stratosphere, mesosphere,

and lower-thermosphere, respectively. These heating and cooling phenomena dur-

ing SSW events occur due to altered circulation pattern and wave dynamics dur-

ing SSW events. Figure 1.15 shows an example of the temperature measurement

from the Michelson Interferometer for Passive Atmospheric Sounding (MIPAS)

on board ESA’s Envisat satellite. One can note clear signatures of heating, cool-

ing, and heating in the stratosphere, mesosphere, and lower-thermosphere in this

figure.



1.5. Atmospheric Coupling 25

Figure 1.15: Zonally averaged temperature anomalies as obtained by MIPAS in-

strument onboard ESA’s Envisat satellite for the SSW event in 2009. One can

see clear enhancements of temperature in stratosphere and lower thermospheric

altitudes and a depleting at the mesospheric altitudes. The grey portion represents

data missing. (After Funke et al. [2010])

1.5.2 Ionospheric E- and F-Region Coupling

Ion-neutral collision frequency decreases with the decrease in atmospheric density

as a function of altitude. At E-region altitudes the ion gyro-frequency (qB/m, q

is charge, B is magnetic field, and m is mass) is less than the ion-neutral collision

frequency, but the electron gyro-frequency is greater than its collision frequency

with neutrals. Due to this, the ions in the E-region move with the neutral wind

but not the electrons. Thus, there occurs charge separation and a net east-west

electric field is produced in the lower E-region of the ionosphere. However, in the

F-region altitudes (greater than about 170 km) as the ratios of ion and electron

gyro-frequencies to their neutral collision frequencies are larger, both ions and

electrons gyrate around magnetic field lines and hence no east-west electric fields

are produced. The phenomenon of creation of electric field by mechanical forces

such as that from wind is called dynamo action and is the reason why the lower

E-region is also called dynamo region [Farley , 1960; Heelis et al., 1974].

The east-west electric field (E) in the dynamo region crosses with the mag-

netic field to produce an upward E × B drift. Even though this drift is inde-

pendent of charge and mass only electrons respond to it as ions-are tied to the

neutrals thereby producing an upward electric field. This vertical electric field
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again crosses with the northward magnetic field to produce a surge of westward

movement of electrons resulting in an enhanced jet of current in the equatorial

region, called the equatorial Electrojet (EEJ) [Chandra and Rastogi , 1974; Rish-

beth, 1979; Anandarao and Raghavarao, 1987; Raghavarao et al., 1988a].

The geometry of the magnetic field lines at low-latitudes is such that the

off-equatorial E-region magnetic field passes through the lower F-region altitudes

over the dip-equator as shown schematically in Figure 1.16. Since, magnetic field

lines acts as equipotential lines, the electric field so produced in the off-equatorial

E-region are mapped to the equatorial lower F-region. In this way the E- and

F-regions in the low-latitude ionosphere are coupled. Since the electric field in the

E-region is created by prevailing winds in these altitudes, the variations in winds

in E-region by waves are communicated to the F-region through this coupling.

B
E×B  drift

EE- Layer

F- Layer

Dip Equator

B-field lines

Figure 1.16: Ionospheric E-region winds generate dynamo electric fields (E) as the

ions are dragged across magnetic field B. The dynamo fields are transmitted along

the dipole magnetic field lines to the F region. (Adapted from Rishbeth [1997])

Under the action of the Earth’s magnetic field and the electric field in the

F-region arising from the mapping of E-region, the ions and electrons are drifted

upward due to E × B drift as explained schematically in Figure 1.16. In the

F-region, both electrons and ions are affected by the E × B drift. This plasma so

drifted upwards moves along the magnetic field lines and away from the equator

due to ambipolar diffusion. This diffused plasma then accumulates at around

±15° degree latitudes at F-region altitudes. Due to this process there occur re-

gions of reduced plasma densities over the dip-equatorial F-region and regions of
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Figure 1.17: Calculated electron density contours (log10ne ) as a function of altitude

and dip latitude at 2000 LT for December solstice conditions. Due to the meridional

wind from south (summer) hemisphere to north (winter) hemisphere the electron

density contours are asymmetric about the dip-equator. (After [Anderson, 1973])

comparatively higher plasma density at approximately ±15° latitudes. This phe-

nomenon is known as the Equatorial Ionization Anomaly (EIA) and the regions

of higher densities are called “crests” of the EIA and region over the dip-equator

where plasma density is less is called “trough” of the EIA [e.g., Farley , 1960;

Anderson, 1973; Heelis et al., 1974; Moffett , 1979; Raghavarao et al., 1988b; Pal-

lam Raju et al., 1996; Heelis et al., 2012]. Appleton [1946] first reported it as

an unusual or anomalous behavior but later it has been found that it is an obvi-

ous feature in the equatorial ionosphere. The EIA is also known as the Appleton

anomaly or equatorial anomaly. Figure 1.17 shows modeling result of the electron

density contours showing the EIA structure. The asymmetry about the equator is

due to the north south (summer to winter) seasonal meridional wind. The devel-

opment and variations of EIA have both day-to-day and solar activity dependence

[Rao and Malhotra, 1964; Sivaraman et al., 1976; Rastogi and Klobuchar , 1990;

Walker et al., 1994; Pallamraju, 1996]. The solar activity dependence of vertical

coupling in the EIA region physical parameters will be discussed in Chapters 4

and 5.
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1.5.3 Thermosphere Ionosphere Coupling

The neutral part of the atmosphere above about 100 km is known as the ther-

mosphere. A brief introduction on thermosphere and ionosphere has been given

in section 1.2. One can note that both thermosphere and ionosphere share the

same volume in space and thus they are coupled to each other, as interaction

between ions and neutrals is appreciable. Charged particles and neutrals have

different mobilities and thus show differential motion. The ions in the F-region

are strongly coupled to the magnetic fields and thus they exert a force on the

neutrals. The drag force is given by νni(u − vi), where, νni is the neutral ion

collision frequency, u is the neutral wind velocity, and vi is the ion drift velocity.

This ion drag is the reason why daytime zonal wind at F2-region is much lower

than that during nighttime.

The enhanced plasma density over the crest of the EIA provides higher drag

force on the neutrals compared to the trough region of EIA. Due to higher den-

sities there will be more collisions, chemical heating, and ion-drag and thus the

temperature of EIA crest region will be higher compared to that at the trough

region. Also, the kinetic energies of the neutrals are lost due to these collisions

which result in slowing down of the usual zonal wind at the crest regions. For

the same reasons, the neutral temperature over the trough of the EIA is lower

and the zonal winds are stronger than those at the EIA crest. This phenomenon

of slowing down of the neutral zonal wind and rise of neutral temperature at the

crest regions compared to that of trough is known as the Equatorial Temperature

and Wind Anomaly (ETWA) [Raghavarao et al., 1991, 1993]. Some authors call

this process of higher wind over the magnetic equator compared to crest region

as wind jet and the higher density over the crests is called as equatorial mass

anomaly.

After the E-region sunset, the electrons and ions in this region recombine

rapidly due to their higher collision frequency at these altitudes. But the F-region

collision frequency is low and thus the recombination is very slow. Due to these

reasons there occurs a sharp gradient in plasma density in the lower F-region. This

situation is unstable and a slight perturbation in the lower F-region can lead to
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Figure 1.18: An example of spread-F as observed by the digital ionosonde

(digisonde) station in Ahmedabad, India. Here one can see signatures of both

range and frequency spread.

Rayleigh-Taylor like instability in the plasma fluid. As a result of this instability

blobs and bubbles are formed in the ionospheric F-region. The varying densities

in the boundaries of these bubbles and blobs result in anomalous scattering of

the radio waves passing through the medium. So, a vertical incidence sounding

of the ionosphere with ionosonde show spread in the frequency or in the virtual

range. This phenomenon of the spreading of returned frequency or sounding range

is called as equatorial spread-F (ESF). The ESF occurs generally after sunset

but their day-to-day variability in occurrence is not yet fully understood [Sekar

and Chakrabarty , 2008; Kelley , 2009]. Although it originates over the magnetic

equatorial region, it can extend to several degrees in latitude. A spread-F pattern

from the digisonde station in Ahmedabad is shown in Figure 1.18. This is a post-

midnight (0222 hour local time) spread-F that is usually known to occur due to

fossil-bubble (i.e., bubbles transported from other longitude sector) [Sekar et al.,

2007].
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1.5.4 Latitudinal Coupling

The traveling ionospheric disturbances (TIDs) generated during geomagnetic

storms can propagate towards low-latitudes, is an example of wave dynamical

latitudinal coupling. There are many works in the literature showing the pres-

ence of medium-scale TIDs during geomagnetic storms [Hocke and Schlegel , 1996;

Shiokawa, 2002, and references therein]. Moreover, during geomagnetic storms

there occurs thermospheric meridional circulation from polar to equatorial direc-

tion, which transports lighter elements like atomic oxygen towards low-latitudes

[Mayer et al., 1978; Prölss , 1980; Pallamraju et al., 2004]. There are numerous

case studies of the effects of the composition transport during geomagnetic storm

[e.g., Zhang and Shepherd , 2000; Bagiya et al., 2014]. These latitudinal couplings

affect even up to the low- and equatorial-latitudes. Further, there are reports

of coupling of interplanetary magnetic and electric fields over the equatorial re-

gion, wherein the interplanetary electric field fluctuations have been shown to be

reflected over equatorial ionosphere [e.g., Reddy et al., 1979; Sastri , 1988, 2002;

Sastri et al., 1997; Basu, 2005; Chakrabarty et al., 2008; Bagiya et al., 2014]. In

this thesis work a new kind of latitudinal coupling during SSW event has been

demonstrated and will be discussed in Chapter 6.

1.6 Solar Influence on the Upper Atmosphere

The sun, which is the main energy source to Earth, has its own cyclic variations

due changes in its magnetic activity and its internal dynamics. There are many

indices of measurement of activity level of the sun. Since the upper atmosphere

is affected mainly by the EUV radiation, so an EUV index is best suited for this

purpose, but these radiations are absorbed by Earth’s atmosphere, so ground-

based measurements are not possible. It has been found that the solar 10.7 cm

radio flux (F10.7 index) varies in similar fashion with that of EUV radiation [e.g.,

Floyd et al., 2005] and thus F10.7 index is used as a proxy for solar EUV or solar

activity. The F10.7 index is measured in solar flux unit (sfu, 1 sfu = 10−22 W

m−2 Hz−1).
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Traditionally, the most commonly used index is the Wolf sunspot number

[Izenman, 2009]. The Wolf sunspot (R) is calculated using the formula R =

k(10Ng + n), where, k is a factor (< 1) that varies with location and instru-

mentation (also known as the observatory factor), Ng is the number of sunspot

groups in the solar disk, and n is the total number of individual spots in all the

groups. All these indices are related to each other and their correlations are very

good. Figure 1.19 shows the variation of the sunspot numbers for the last (23rd)

and the current (24th) cycle of solar activity. The strongest cyclic variation that

is observed in the activity level of the sun is of 11 years (year on Earth). The

solar internal magnetic field flips its polarity in this 11-year cycle. The sun com-

pletes one rotation about its own axis in 27-days. Due to this an observer on the

Earth observes a strong 27-day variations and various sub-harmonics of 11-year

and-27 day variations [Willson, 1982]. The sub-harmonics are observed due to

the distribution or scatter of the sunspots in the solar disk. One can clearly see

the presence of the 11-year solar-cycle variations and other smaller scale variabil-

ities in Figure 1.19. The average thermal behavior of the regions where the UV

and EUV radiations from the sun are absorbed are mainly controlled by the sun.

This is because of the fact that the variations of spectral irradiance in the UV

and EUV spectra are highest in the solar electromagnetic spectrum with changes

in solar activity (increase by a factor of two in the high solar activity compared

to low solar activity level [Lean, 1997]).

Figure 1.19: The sunspot numbers (SSN) values for the last and the current solar

cycle are shown. One can clearly see the 11-year solar cycle variation and other

smaller scale variations. (SSN data are obtained from NASA, OMNIWeb)
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Figure 1.20: The increase in the ionospheric and thermospheric constituent and

neutral temperature with solar activity is shown. In each case, the thick and thin

curves represent the high and low solar activity, respectively. These profiles are

obtained using the Mass Spectrometer and Incoherent Scatter (MSIS) and Inter-

national Reference Ionosphere (IRI) models for solar activity levels of F10.7=70

(low) and F10.7=230 (high) activity. (After Lean [1997])

Figure 1.20 shows the modeled variations of the atmospheric total neutral

density, temperature, and electron density for solar activity levels of F10.7=70

sfu and F10.7=230 sfu. One can note that all the three parameters increase with

solar activity in the thermospheric altitudes.

1.7 Summary

In this chapter we discussed the various layers or spheres of the atmosphere of

the Earth and the energetics and dynamics that persist within them. Different

types of atmospheric waves, their generation and dissipation mechanism are in-

troduced briefly. The global changes that occur due to changing wave dynamics

are also introduced in the form of sudden stratospheric warming events. Various

phenomena in the low-latitude atmosphere that arise due to different coupling

and dynamical processes are also discussed. Results on these coupling processes

will be discussed in the respective chapters. Due to changes in solar activity

the atmospheric composition and thermal structure change. The influence of the

solar activity on the thermospheric and ionospheric parameters is also discussed.
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1.8 Aim of the Thesis

The upper atmosphere is affected by both solar and lower atmospheric processes.

To understand the behavior of the upper atmosphere it is essential to know and

quantify these two inputs and their influence on the upper atmosphere. In this

thesis, efforts are made in this direction and the following three questions are

addressed:

a) How do the lower atmospheric waves influence the upper atmosphere and does

the solar influence affect this coupling?

b) How does the low-latitude ionosphere respond to the PW effects that exist

during SSW events and does the solar forcing has any role to play in this

regard?

c) Does SSW events influence the general circulation in the thermosphere?

1.9 Overview of the Thesis

The main datasets that are used in this thesis are explained in Chapter 2 along

with the instrumentation, installation, validation, and related theory.

The various methods of data analyses, such as, Fourier transform, wavelet

transform, and periodograms that are used in this thesis work are explained in

Chapter 3.

Chapter 4 provides detailed explanation of the vertical coupling of the atmo-

spheres through both shorter and longer period waves at varying levels of solar

activity.

Chapter 5 explains the vertical coupling of the atmospheres during SSW

events and at varying levels of solar activity.

Chapter 6 presents the results on setting up of a new meridional circulation

in the mesosphere-thermosphere winds that seems to get generated during SSW

events.

The summary and future scope of the thesis are presented in Chapter 7.





Chapter 2

Experimental Techniques and

Data

2.1 Introduction

There are many direct and indirect techniques to probe the upper atmosphere

of the Earth. The direct probing methods are through sounding rockets and

satellites, wherein, information on the parameter being measured can be obtained

by in-situ means. Out of the direct methods, measurements on-board satellite

provide a large spatial coverage. The indirect techniques involve remote sensing

of different components of the atmosphere. Remote sensing can be both active

and passive. In active techniques electromagnetic signals transmitted through

the atmosphere are scattered and/or reflected by the atmospheric constituents

under suitable conditions. The returned signals are then examined to retrieve

and understand the atmospheric processes. Whereas, in passive remote sensing,

the atmosphere is not perturbed by any radiation, but the naturally occurring

radiations are measured [Vladislav et al., 2008]. For the investigations carried

out in this thesis work, mainly passive methods have been used.

Passive remote sensing involves detection of naturally occurring light photons.

For example, the detection of photons emitted by atmospheric constituents that

are excited by photochemical and chemical processes occurring in the atmosphere.

In the current study, the main data set that has been used extensively is the oxy-

35
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gen dayglow emission intensities which are derived from the spectral images of

the daytime sky. The spectral images are collected using a ground-based spec-

trograph, called, Multiwavelength Imaging Spectrograph using Echelle grating

(MISE). While satellite-based remote sensing provides a broad spatial coverage,

the ground-based observations provide high temporal information of the parame-

ters being observed. But, due to the presence of direct solar scattered background

during daytime, the dayglow emission measurements from ground-based obser-

vation is a very challenging task. In this chapter the details of dayglow emission

intensity measurement techniques and the dayglow data extraction procedures

are explained. Some other datasets that have been used in this study are also

explained.

2.2 Brief Background on Dayglow Measurements

Conventionally, ground-based upper atmospheric airglow measurements are car-

ried out mostly during nighttime and twilight-time using variety of instruments

like photometers, spectrometers, interferometers, and imagers [Hernandez , 1971;

Hays and Sharp, 1973; Kulkarni , 1976; Shepherd , 1979; Mendillo and Baum-

gardner , 1982; Sivjee, 1983; Biondi and Sipler , 1985; Meriwether et al., 1986,

2013; Sridharan et al., 1991; Shiokawa et al., 1999; Chakrabarti et al., 2001; Meri-

wether , 2006; Makela and Otsuka, 2011; Makela et al., 2011, 2013]. The prin-

cipal challenge to the measurement of dayglow emissions is the presence of the

strong scattered solar background continuum during daytime. The first attempt

to measure dayglow, although unsuccessful, was reported using a low-resolution

photographic spectrograph on a balloon platform Wallace [1961]. Later using a

higher resolution grating spectrograph at its second order of diffraction Wallace

[1963] observed the OI 630.0 nm emission during daytime along with Fraunhofer

absorption feature. Wallace [1963] estimated an emission intensity between 1.7

to 3.3 kR. But due to lower resolution of instrument their measurement was con-

taminated by Fraunhofer features. From sounding rocket platform Wallace and

McElroy [1966] measured the OI 557.7 nm emission intensities. It is to be noted
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that the two cases stated above are from the balloon and rocket platforms.

However, the history of the ground-based measurements is very different. Con-

sidering the fact that the scattered light is polarized and dayglow emissions are

unpolarized, Noxon and Goody [1962] and Noxon [1968] used scanning polarimet-

ric techniques to measure oxygen dayglow emissions. Though their measurements

were independent of background intensity, the cancellation procedure of the back-

ground is highly angle dependent with respect to the position of the sun. Due

to this reason there have not been any reports in the literature of systematic

measurements of dayglow using this technique.

The Fabry-Perot (FP) etalon has the property that by changing the gap

and/or the refractive index of the medium between the two plates one can ob-

tain very high spectral resolution and high-throughput fringe systems. Jarrett

and Hoey [1963] claimed to have observed the OI 630.0 nm fringe system and

from the line-width of the line they estimated the thermospheric temperature to

be 800-1260 K. Similarly, using dual FP etalon Bens et al. [1965] reported to

have measured the temperature to be of 1700±750 K. Barmore [1977] used a

system with triple FP etalon to resolve the OI 630.0 nm emission and concluded

that their temperature measurements are consistent with incoherent scatter radar

measurements. Cocks and Jacka [1979] used dual FP etalon to measure the wind

and temperature. In addition to solar background subtraction they had also ap-

plied correction for the Ring effect [Grainger and Ring , 1962]. They reported

that temperature varied from 800 K in the morning to 1200 K in the noon for the

low solar activity period of January-February 1976. But in all these techniques

that used high resolution FP etalons there were problems with optical alignment

and temperature stability of the components, and remains a challenging task to-

day. There are, however, developmental activities that are still underway [e.g.,

Gerrard and Meriwether , 2011], even using electrically tunable liquid crystal and

piezo-electric FP etalons.

Using a pressure-tuned low-resolution FP etalon along with temperature tuned

narrow-band (0.3 nm) interference filter, radial chopper, and up/down counting

system Narayanan et al. [1989] and Sridharan et al. [1992a] presented a technique
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that could retrieve dayglow emission intensities that are submerged in the solar

scattered background continuum. In this technique, under tuned condition of the

FP etalon, photons are collected from two well-separated spectral zones (using

a mechanical chopper) representing two nearby wavelength intervals (separated

by ∼0.05 nm) with one containing the information of the line emissions along

with the background and the other that of background contribution alone. The

difference in the number of photon counts from these two spectral zones was

used to yield the information on the OI 630.0 nm emission. Their system was

completely computer controlled and the optical alignment procedure was simple

as it used a single etalon and pressure controlled chamber for housing the low

resolution FP etalon. As a continuation of this effort, Sridharan et al. [1993] used

spiral mask and, renovated that instrument for operation at multiple wavelengths

and was called the multiwavelength daytime photometer (MWDPM) [Sridharan

et al., 1998]. This technique using optical mask produced several new results on

the behavior of the daytime low- and equatorial-latitude electrodynamics [e.g.,

Sridharan et al., 1992b, 1994; Pallamraju, 1996; Pallam Raju et al., 1996; Pallam

Raju and Sridharan, 1998; Chakrabarty et al., 2005], and daytime aurora from

high latitudes [Pallam Raju et al., 1995; Sridharan et al., 1995; Pallamraju and

Sridharan, 1998] and virtually initiated the field of daytime optical aeronomy.

All these FP-based techniques described above have a very narrow field-of-view

(FOV) and need direct or mirror scanning methods to obtain multi-directional

information.

Michelson interferometers were also used to make similar kind of instruments

which were mainly used in nighttime and satellite-based platforms [Shepherd ,

1979; Shepherd et al., 1985, 1993]. The Visible Airglow Experiment (VAE) pho-

tometer was a part of all the three Atmospheric Explorer (AE) satellite missions

[Hays et al., 1973]. The High Resolution Doppler Imager (HRDI) [Hays et al.,

1993] and the WIND Imaging Interferometer (WINDII) [Shepherd et al., 1993;

Shepherd , 2002] were part of the Upper Atmosphere Research Satellite (UARS)

mission. The VAE, HRDI, and WINDII were used to measure both aurora and

airglow. There are many other satellite based measurements and the information
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presented here is non-exhaustive. To obtain high spatial and temporal informa-

tion slit spectrographs emerged towards the end of the last century.

Echelle Grating Imaging Spectrographs:

With the advent of narrow band-width interference filters and array detectors,

echelle grating spectrographs have been explored for potential daytime optical

airglow measurements. It is known that echelle gratings yields high-spectral res-

olution spectra, however, the order overlap prevented their wide usage [Shepherd ,

2002]. Chakrabarti et al. [2001] made use of Charge Coupled Device (CCD) de-

tectors and echelle-grating to make a High Throughput Imaging Echelle Spec-

trograph (HiTIES), to obtain the spectral image of the night sky lights with a

spectral resolution of 0.03 nm at 630.0 nm over a large FOV. HiTIES was fol-

lowed up with a high spectral resolution variant called HIgh Resolution Imaging

Spectrograph using Echelle grating (HIRISE) [Pallamraju et al., 2002], which was

capable of making daytime optical airglow emission intensity measurements. In-

novatively augmenting it with multiwavelength capability, the HIRISE was mod-

ified to carry out investigations at 557.7, 630.0, and 777.4 nm wavelengths and

the new instrument is known as the Multiwavelengh Imaging Spectrograph us-

ing Echelle grating (MISE) [Pallamraju et al., 2013]. The principal dataset that

have been used in this thesis work for the investigation of various atmospheric

phenomena have been obtained using MISE. The detailed technical specifications

of MISE are discussed later in this chapter. Below we describe the production

mechanisms of the principal dayglow emissions that are used in this thesis.

2.3 Production Mechanisms of Dayglow

In this study OI 557.7 nm, OI 630.0 nm, and OI 777.4 nm emissions are used which

results from the radiative de-excitation of the O(1S), O(1D), and O(5P ) states,

respectively [Torr and Torr , 1982]. Figure 2.1 shows the energy levels of these

states along with their average life-times at the exited levels. One may note that

the O(5P ) → O(5S) is an allowed transition, while the other two cases involve
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meta-stable (or forbidden) states. The life-times of the three excited states are

0.74, 110, and 2.7 × 10−8 sec, respectively, for O(1S), O(1D), and O(5P ). But

at the upper atmospheric densities they can easily de-excite by emitting photons

before their energy is quenched by collisions. The detailed discussions on each of

the wavelengths are given below.

777.4 nm

557.7 nm

630.0 nm

0.00

1.96

4.19

10.7 2.7 x10-8

2.4 x 10-4
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110

Inf.
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Excitation Energy (eV) State Life-time (sec)
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Figure 2.1: The energy levels of the oxygen atom along with other parameters

which are responsible for the OI 557.7 nm, OI 630.0 nm, and OI 777.4 nm emissions.

2.3.1 OI 557.7 nm or Oxygen Green Line

This emission originates from the transition of the atomic oxygen from O(1S)

to O(1D) state. The emission line arises from different sources, such as electron

impact, dissociative recombination, photo-dissociation of O2, and some chemical

reactions. Detailed information of the production processes of green line can be

found in several papers in the literature [e.g., Frederick et al., 1976; Rees , 1989].

The production and loss processes are described below.

Production of O(1S): The dominant production mechanisms for 557.7 nm are

through:

i) Photoelectron impact excitation: Photoelectrons (eph) with sufficient en-

ergies can excite O(1S). The reaction is:

O + eph → O(1S) + eph (2.1)
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here, only photoelectrons are considered as thermal electrons (eth) are not en-

ergetic enough to excite O(1S). The production rate of OI 557.7 nm emission

corresponding to this reaction as a function of altitude (z) is given by:

P 557.7
1 (z) = [O](z)

∫
σ1S(E)φ(E, z, αs)dE (2.2)

where [O](z) is the atomic oxygen density, σ1S(E) is the excitation cross section

given by Doering and Gulcicek [1989], φ(E, z, αs) is the photoelectron flux at

energy E, altitude z, and at solar zenith angle (SZA=αs).

ii) Collisional deactivation of N2: The photoelectron impact excitation of N2

and then energy transfer through collision,

N2 + eph → N2(A
3Σ+

u ), (2.3)

N2(A
3Σ+

u ) +O → N2 +O(1S) (2.4)

The production of O(1S) by the above reaction has double peaks, one above 130

km, and the other below 120 km [Witasse et al., 1999; Culot et al., 2004]. The

production rate is given by (see. [Witasse et al., 1999]):

P 557.7
2 (z) = β2k2[N2(A

3Σ+
u )](z)[O](z) (2.5)

where β2 is the efficiency for the production of O(1S) and k2 is the rate coefficient.

iii) Photodissociation by the solar photons in the wavelength range of (90 nm

- 120 nm),

O2 + hν → O(1S) +O (2.6)

The production rate for this is:

P 557.7
3 (z) = [O2](z)

∫
90−120nm

σsr(λ)I(λ, z)dλ (2.7)

where [O2](z) is the molecular oxygen density and σsr is the photodissociation

cross section taken from Torr et al. [1980]. The I(λ, z) is the attenuated solar

flux intensity [Witasse et al., 1999].

iv) Dissociative recombination,

O+
2 + eth → O(1S) +O (2.8)
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whose reaction rate is given by:

P 777.4
4 (z) = β4k4[O

+
2 ](z)Ne(z) (2.9)

where β5 is the efficiency for the production of O[1S], k5 is the rate coefficient,

and O+
2 (z) is the molecular oxygen ion density [Guberman, 1988; Witasse et al.,

1999].

v) Three-body recombination: Chapman [1931] suggested that an oxygen

atom is excited to the O(1S) state by the three body recombination with two

other atoms.

O +O +O → O2 +O(1S) (2.10)

Later, from a laboratory experiment Barth and Hildebrandt [1961] found that the

emission intensity derived from the above reaction is very small (as the reaction

rate is small) compared to the experimentally observed emission intensity. So,

they suggested the following three body reaction known as the Barth mechanism.

O +O +M → O∗2 +M (2.11)

O∗2 +O → O(1S) +O2 (2.12)

where, O∗2 is the excited state of O2 and M stands for O2 or N2 molecules (the

third body). The production rate of this reaction is given by McDade et al.

[1986]. Among the above mentioned four processes, the Barth mechanism is very

dominant at around 100 km altitude.

The loss of O(1S) occurs due to following two processes:

i) Radiative transition: De-excitation by emitting photon [Baluja and Zeip-

pen, 1988; Witasse et al., 1999].

O(1S)→ O(1D) + hν (557.7 nm, 297.2 nm) (2.13)

Or, ii) Collisional deactivation,

O(1D) +X → O +X (2.14)

where X may be N2, O2, O, or eth [Witasse et al., 1999]. Due to the dominance of

the Barth mechanism, the height of maximum emission occurs at about 100 km
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Figure 2.2: OI 557.7 nm volume emission rate observed by WINDII on UARS for

different days (11 January 1992, 28 April 1992, 7 July 1993, and 25 April 1997)

at different local times. One can note that there are two peaks in the emission

rates. The dots are WINDII observed values. The dashed lines are the Chapman

function fitted for the two layers at E- and F-region altitudes and the continuous

line is the sum of the two fitted curves. (After Zhang and Shepherd [2005])

as measured by rocket [Kulkarni , 1976] and satellite-based payloads [Zhang and

Shepherd , 2005]. Figure 2.2 shows vertical profiles of the OI 557.7 nm volume

emission rates as observed by WINDII. One can see that there are two peaks in

the volume emission rates, one at around 100 km altitude region and the other

at the lower F-region. The height of the emission rate peak at F-layer varies

with SZA with 180 km in the morning to about 140 km in the afternoon. The

magnitude of the emission rate increases with increasing solar irradiance and

cosine of SZA.

2.3.2 OI 630.0 nm or Oxygen Red Line

The OI 630.0 nm emission is a result of transition from O(1D) to O(3P ) state

as can be noted from Figure 2.1. Details of various production mechanisms and

reaction rates can be found in literature [e.g., Solomon et al., 1988; Solomon and

Abreu, 1989; Witasse et al., 1999]. In addition to the electron impact excitation,

dissociative recombination, photodissociation (as in the case of O(1S), but with

lower energy requirement) this state originate as a result of the cascading from

the O(1S) as well. These reactions are explained below.
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i) Photoelectron impact excitation: The ground state of oxygen can be

excited by photo-electrons,

O + eph → O(1D) + eph (2.15)

The production rate for the above is:

P 630.0
1′ (z) = [O](z)

∫
σ1D(E)φ(E, z, αs)dE (2.16)

In addition to photoelectrons, the thermal electrons can also induce this process

(for a brief review see [Mantas and Carlson, 1991]) as the energy required for this

excitation is relatively less. Excitation by thermal electron is important mainly

over high-latitudes [Wickwar and Kofman, 1984].

ii) Dissociative recombination: O+
2 recombines with eth to produce O(1D).

O+
2 + eth → O(1D) +O (2.17)

A review on this reaction and reaction rate coefficients can be found in Guberman

[1988]. The reaction rate coefficient for this reaction decreases with increasing

vibrational level of the molecular ion.

iii) Photodissociation: The molecular oxygen (O2) dissociates by solar photons

in the Schumann-Runge continuum wavelength range (135-175 nm)

O2 + hν → O(1D) +O (2.18)

The associated production rate was given by:

P 630.0
2′ (z) = [O2](z)

∫
135−175nm

σsr(λ)I(λ, z)dλ (2.19)

iv) Cascading from O(1S): Each 557.7 nm photon emitted from O(1S) gives

rise to a O(1D) atom,

O(1S)→ O(1D) + hν (557.7 nm) (2.20)

The O(1D) state may also be produced in the following two chemical reactions:

N(2D) +O2 → NO +O(1D) (2.21)

N+ +O2 → NO+ +O(1D) (2.22)
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The loss process of O(1D) are:

i) Collisional quenching:

O(1D) +X → O +X (2.23)

where X may be N2, O2, O, or eth.

Or, ii) Radiative transition to red doublet:

O(1D)→ O + hν (630.0 nm, 636.4 nm) (2.24)

The intensity ratio of 630.0 nm to 630.4 nm is 3 : 1 [Kvifte and Vegard , 1947].

Out of all these processes the first three processes are dominant. Depending on all

these production mechanisms the peak height of this emission lies at around 230

km altitude and have a layer-width of around 100 km. The detailed production

or loss rates and the rate coefficients for the above reactions are given in [Witasse

et al., 1999, and references therein].

2.3.3 OI 777.4 nm Line

This emission comes from the transition of O(5P ) to O(5S) state. Radiative

recombination of O+ with electron gives rise to its excited state O(5P ) [Tinsley

et al., 1973].

O+ + e→ O(5P ) (2.25)

and the observed emission rate is proportional to
∫

[O+]2ds, where s is the distance

along the line of sight of the observation [Christensen et al., 1978; Tinsley et al.,

1997].

The loss of O(5P ) is through radiative transition:

O(5P )→ O(5S) + hν(777.4 nm) (2.26)

Unlike 557.7 nm and 630.0 nm, the 777.4 nm emission is from an allowed transi-

tion. This emission peaks at the peak of the F-region, where the densities of O+

and electrons are expected to be the largest. Since at F-region peak heights, the

electron number density equals O+ density, the intensity of OI 777.4 nm emission

is proportional to the square of the F-region peak electron density. Thus, this
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emission is used widely to study the F-region plasma behavior during nighttime

[e.g., Moore and Weber , 1981; Tinsley et al., 1997; Lanchester et al., 2009].

2.4 Multiwavelengh Imaging Spectrograph us-

ing Echelle grating (MISE)

As stated above, MISE is designed innovatively such that it has both multiwave-

length capability as in HiTIES and high-resolution feature of HIRISE. MISE is

a slit spectrograph that uses echelle grating as the dispersing element, an all-sky

lens as the objective, apochromatic lenses for collimating and reimaging multiple

wavelengths onto the same image plane, and cooled CCD camera as the detector.

Figure 2.3 shows the schematic of MISE with all the components and mechanical

design. The details of these components are given below and specifications are

listed in Table 2.1.

2.4.1 Components of MISE

(i) Objective Lens: The objective lens in the front-end of MISE is an all-sky

lens also called fish-eye lens because of its property similar to a fish’s eye

under water which can see the whole sky (from one side of the horizon to

the other) due to refraction of light. This type of lens allows the entry of

light from a large FOV. The fish-eye lens used in MISE as its objective lens

has a focal length of ∼12 mm.

(ii) Slit Assembly and Field Lens: The light from the objective passes

through a narrow slit (∼0.12 mm in width and ∼39 mm in length). As

we will see later, if the light falling on the echelle grating of MISE is not

fully normal i.e., the γ angle (or lateral angle) is non zero, then cos(γ)

deformation introduces a curvature at the image plane. Therefore, to reduce

the curvature in the image of this spectrograph, the input slit is curved in

the opposite sense, which almost cancels out the curvature deformation

introduced by the grating. The field lens behind the slit restricts the beam
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1. Objective lens
2. Slit + field lens
3. Collimator: f= 1130 mm, f/11.3
4. Grating: 100 x 200 mm (Echelle),
                   31.6 lines mm-1  

5. Imaging lens: f= 600 mm, f/6
6. Mosaic filter + reimaging lens
7. CCD: 1k x 1k, 13 μ

M1, M2, M3 are folding mirrors
Dimension: 77 x 118 mm

Dispersion= 0.004 nm pixel-1 

Resolution= 0.012 nm at 557.7 nm

Multiwavelength Imaging 
Spectrograph using Echelle-
grating (MISE)

1

2

Figure 2.3: Schematic of MISE. MISE uses a 31.6 lines mm−1 echelle grating,

an f/11 input optics and 13 micron 1k×1k pixels detector to achieve a spectral

resolution of 0.0120, 0.0147, and 0.0177 nm at 557.7 nm, 630.0 nm, and 777.4 nm,

respectively. The red lines show the optical ray path.

divergence of the large FOV objective lens and thus allows the light to fall

onto the f/11 apochromatic collimator lens.

(iii) Collimating and Imaging Lenses: The collimating and imaging lenses

used here are of apochromatic type. These lenses have the property that

they correct the chromatic aberration and thereby allow multiple wave-

lengths to be focused at the same image plane. Unlike achromatic lens,

which corrects chromatic aberrations for two wavelengths (typically red and

blue), apochromatic lenses are used to correct for three wavelengths as can

be anticipated from Figure 2.4. Similarly, superachromat is used to focus

four wavelengths. The function of the f/11 collimating lens is to collimate
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Table 2.1: Characteristics of MISE.

Slit length 3.9 cm

Slit width 0.012 cm

Throughput (AΩ) 2.8785×10−4 cm2 sr

Collimator f=113 cm (f/11 Apochromat)

Grating 31.6 lines mm−1, blaze angle 63.5o

(Size: 110×220×30 mm)

Camera lens f=60 cm (f/6 Apochromat)

Total optical trans., τ 0.010197 (557.7 nm);

0.030775 (630.0 nm); 0.066338 (777.4 nm)

CCD (e− ph−1) quantum eff., q(λ): q (557.7 nm)=0.95,

q(630.0 nm)=0.93, q (777.4 nm)=0.8,

Gain, g=1.5259 e− DN−1

Total efficiency, Q(λ) Q (557.7 nm)=0.62259,

Q (630.0 nm)=0.6095, Q(777.4 nm)=0.5243 DN ph−1,

13µ, 1k×1k, E2V Chip

No. of rows (nrows) 110 for 8 pixel binning along the slit

Dispersion, d (nm pixel−1) d(557.7 nm)=0.004,

d(630.0 nm)=0.0049, d(777.4 nm)=0.0059

the light falling on it from the field lens. The diffracted light from the grat-

ing is reimaged by the f/6 lens and thus the beam size is reduced by a

factor of about two to fit the beam onto the mosaic filter assembly of about

24×24 mm size.

(iv) Echelle Grating: To obtain high spectral resolution spectra, an echelle

grating is used in designing MISE. Unlike the usual gratings, the echelles

have coarse groove spacing and work at very high incidence and diffraction

angles. Normal gratings have a groove density of the order of thousand

lines per mm and are used at first or second order of diffraction. Whereas,

echelles have tens of lines per mm and work at very high diffraction orders
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3. Apochromat
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Figure 2.4: (a) Comparison of chromatic focus shift for visible and near in-

frared wavelengths of a typical simple lens (1 wavelength with no focus error),

achromatic doublet (2 wavelengths), apochromatic lens (3 wavelengths) and su-

perachromat lens (4 wavelengths). (b) Schematic of the lens arrangements to

fabricate apochromat. (These two figures are obtained from the Wikipedia link

https://en.wikipedia.org/wiki/Apochromat on the date 25 July 2014).

( >40). The grating equation is given by

nλ = d[sinα + sin β] cos γ (2.27)

where, d is the groove spacing, α and β are incident and diffraction angles, γ

is the lateral angle, λ is wavelength, and n is order of diffraction as depicted

in Figure 2.5. Figure 2.5(b) shows the γ angle, which makes the diffracted

lights from the off-axis to be shifted so that the diffraction pattern gets

curved.

θ

d

βα θ

(a) Side View (b) Top View

γ γ

Grating Normal

Facet Normal

Figure 2.5: Echelle grating geometry and depiction of various parameters, such as

d, the groove spacing; α, the incident angle; β, the diffraction angle; θ, the blaze

angle; and γ, the lateral angle.

Considering γ = 0, i.e., normal incidence along the ruling direction, the
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angular dispersion can be obtained by differentiating Eq. (2.27) w.r.t. β,

dβ

dλ
=

n

d cos β
(2.28)

Substituting for n/d from Eq. (2.27) in Eq. (2.28):

dβ

dλ
=

sinα + sin β

λ cos β
(2.29)

Therefore, it can be seen from Eq. (2.29) that for a given wavelength, the

angular dispersion depends solely on α and β. The dispersion is high for high

angles of incidence and diffraction. Gratings that are designed to operate

at high incidence and diffraction angles are called echelle gratings. The

efficiency (ratio of incident intensity to diffracted intensity) of such grating

is high at their blaze angle, θ (= (α + β)/2), and so α and β are chosen

close to θ. For a greater efficiency of grating, the facet length (d cos θ) is

required to be large, and at high blaze angles the facet length will be large

for large values of d, and hence the groove density of echelle gratings are

coarser than regular gratings. According to Eq. (2.27), it can be seen that

for a given wavelength, greater values of angles α and β and larger groove

spacing, d, can be supported at high values of n. Thus, echelles typically

operate at high orders of diffraction (>40).

Although echelle gratings provide high-spectral resolution, at high diffrac-

tion orders there would be several wavelengths of different orders that would

appear at the same location. Figure 2.6 shows an estimation of the wave-

length range that falls on a given pre-defined diffraction angle range ob-

tained using the condition n1λ1 = n2λ2. For example, at 90th order, the

wavelength range is about 8 nm (625.0 - 633.0 nm). One can note that

regions with wavelength gaps increase with increasing wavelength and de-

creasing diffraction order. The dashed vertical lines indicate the wavelength

that are of relevance to the current thesis work. One may note that the

557.7, 630.0, and 777.4 nm wavelengths falls at diffraction orders 102, 90,

and 73, respectively. Thus, there are many possibilities by which different

wavelengths and orders satisfy the n1λ1 = n2λ2 condition and fall in the
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Figure 2.6: Estimation of the wavelength range (horizontal bars) at different diffrac-

tion orders for a predefined diffraction angle range. For example, for the 90th order

the wavelength range is about 8 nm (625.0 - 633.0 nm). One can note that regions

with wavelength gaps increase with increasing wavelength and decreasing diffrac-

tion order. The wavelength gaps can be seen from 700 nm onwards (adapted from

Chakrabarti et al. [2001] but for technical specifications of MISE). The dashed lines

indicate the positions of the three wavelengths of relevance to this thesis work.

same diffraction angle and overlap each other. This problem of order over-

lap mainly prevented the wide use of echelle gratings in the past. In recent

times, as narrow-bandwidth interference filters which allow light from a nar-

row wavelength range have become available, the usage of echelle gratings

have gained importance [e.g., Pallamraju et al., 2000, 2001, 2002, 2004, 2010,

2013; Pallamraju and Chakrabarti , 2006; Chakrabarti et al., 2001, 2012; Ga-

land et al., 2004; Marshall et al., 2011].

(v) Filter Assembly and Macro Lens: The light from the reimaging lens is

filtered by a mosaic of three interference filters having central wavelengths

around of 557.7, 630.0, and 777.4 nm. The full-width at half maxima

(FWHM) of these filters vary from 10-20 nm. Given the optical compo-

nents and diffraction orders one can estimate the positions of the individual

wavelengths on the filter plane by ray-trace simulation. Figure 2.7 shows the

result of ray-trace simulation for MISE which indicate the location of the

OI 557.7 nm, OI 630.0 nm, and OI 777.4 nm lines on the CCD chip. Based

on this simulation, interference filters at these three wavelengths were cut

and glued to one another on the sides to form a mosaic of filters that enable

investigations at multiple wavelengths over a large FOV, simultaneously. A
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macro lens just behind the filter assembly refocuses the spectral image onto

the CCD-chip.
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Figure 2.7: Ray-trace simulation result showing the relative positions of different

wavelengths that would appear on a detector of 1k×1k pixels. This was carried

out to determine the specifications of the grating that would be required (ruling

density, blaze angle, etc.) to achieve the goal of making simultaneous measurements

at OI 557.7 nm, OI 630.0 nm, and OI 777.4 nm emissions.

(vi) CCD Detector: In order to obtain both temporal and spatial information

simultaneously, array detectors like, CCD, Intensified CCD (ICCD), and

Electron Multiplied CCD (EMCCD) have come to use in the recent past.

CCD detector works on the principle of photoelectric effect. Light photons

falling on the semiconductor-chip generate free electrons in the conduction

band. Charges accumulated in the conduction band are converted into

counts with the help of electronic circuits. In order to reduce the thermal

noise arising from the camera electronics, the CCD detectors are cooled. A

1k×1k, 13 µm pixel, and 13.3 mm chip back-illuminated CCD camera that

is operated at -33 °C is used in MISE. In order to increase the signal to noise

ratio (SNR) on-chip binning is used along the direction of the spectral lines

that corresponds to spatial region in the sky. More technical details about

CCD are given in Table 2.1.

(vii) Data Acquisition System: The data collection in MISE is fully pro-

grammable. Scripts written in Microsoft visual basic language enable op-

eration of CCD that is interfaced with MaximDL software. The exposure

times of CCD are adjusted according to the SZA to avoid saturation of the

CCD chip and at the same time optimize to have a fill-in factor of ∼70% of
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well-depth. The exposure times vary from 300 seconds during twilights to

2 seconds in the noon.

2.4.2 Commissioning of MISE at Field Station

MISE has been installed with a dome and hood arrangement atop a tall build-

ing in Jawaharal Nehru Technological University, Hyderabad (JNTUH; 17.5° N,

78.5° E; 8.5° N magnetic latitude), India under Physical Research Laboratory and

JNTUH collaboration. Figure 2.8 shows the position of the instrument and the

geomagnetic meridians in the continental map along with the stations of some

other measurements, such as, EEJ strength and total electron content (TEC),

that are used in this thesis work. The geophysical importance of this place is

that it falls in low-latitudes and is in between the northern-crest and trough of

the EIA. Figure 2.9 shows a photograph of the dome and hood arrangement. The

opening of the dome and the hood is made in such a way that it is parallel and

in line with the slit of the spectrograph so that a large FOV along north-south

(latitudinal) direction can be viewed by this spectrograph.

Figure 2.8: The location of MISE installation site along with the positions of

the other measurement sites that are used in this thesis work are depicted. The

continuous line is the geomagnetic equator and the dashed lines represent the

±15° latitudes i.e., the approximate positions of the crest regions of the EIA.
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Figure 2.9: Dome and hood arrangement that are made for MISE that is installed

at the field station in JNTUH. As the slit and hence the opening for light is along

the north-south direction one can obtain information of the sky along the north-

south meridian.

2.4.3 Calibration of MISE

MISE obtains spectral images of the sky light which contain information on the

spatial and temporal variations in intensities. Wavelength calibration is made

by comparing the sky spectrum with standard solar spectrum. A wavelength

calibrated spectral image obtained with MISE is shown in Figure 2.10.

(i) Flat-field and Van-Rhijn effect correction: MISE, being an all-sky

spectrograph, will need very broad uniform constant source for flat-field

correction, which is not practical. So, constant-current incandescent source

has been used. This source was placed at different view angles at the same

radial distance from the center of the objective lens. Images at all these

angles are combined to simulate a flat profile for the spectrograph for each

of the three wavelengths as shown in Figure 2.11 for a region close to 630.0

nm. The thin lines show the plots of the counts obtained by averaging a

few columns of the CCD counts near the 630.0 nm wavelength position for

various view angles. The thick line shows the envelope joining the peak

intensity values of all the individual profiles. A normalized version of this

envelope is used for flat field correction. Airglow emissions can be assumed

to be present in uniform-altitude layers. The Van-Rhijn effect is a manifes-
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Figure 2.10: Sample of spectral image formed by MISE. The bottom axis shows

the pixel numbers and the one on the top shows the wavelength corresponding to

the different spectral regions. The y-axis shows the pixel numbers of rows that

are binned in 8 pixels and essentially corresponds to different spatial locations in

the sky along the slit orientation. The two broad vertical dark zones correspond

to the regions where different filters have been glued together. The dashed white

vertical line shows the location of the dayglow emission lines in each panel. One

can note that the optical emission lines in the actual measurement as shown here

appear at the same location as predicted (shown in Figure 2.7). The brightness

scale for the 777.4 nm spectral panel had been enhanced by four times so that all

the three spectral panels can be viewed at the same time. The intensity and view

angle calibrations are explained below.

tation of the higher dayglow emission volume from observation away from

zenith of the instrument. This can be corrected using the formula:

Iθ
I0

=
1√

1−
(

R
R+h

)2
sin2 θ

(2.30)

where, θ is the zenith angle, R is radius of the earth and I0 and Iθ are the

airglow intensities at zenith angles 0 and θ, respectively. In other words,

the slant columnar airglow intensity is more, in general, than the zenith

intensity.

(ii) View angle calibration: For calibration of spatial location to which a

pixel on the chip corresponds to, laboratory test has been carried out with a

point light source. Keeping the point light source at different known angular

positions with respect to the objective lens of MISE one can calibrate each

pixel of the CCD. Figure 2.12 shows a plot of pixel vs. view angles obtained

by identifying the positions of peak of the emissions at different angular



56 Chapter 2. Experimental Techniques and Data

C
ou

nt
s 

(A
rb

. U
ni

ts
)

Flat Profile

Pixel number along the slit

Figure 2.11: Estimation of the flat profile from images of a constant current source

placed at different viewing directions. All the profiles are taken at same expo-

sure times and same current was supplied to the tungsten filament incandescent

standard source.

positions of the light source.

Considering average emission altitudes of 130, 230, and 300 km for the three

oxygen emissions of OI 557.7 nm, OI 630.0 nm, and OI 777.4, respectively

(as will be discussed in section 2.3), one can estimate the spatial coverage

at different emission altitudes. Figure 2.13 represents a schematic of spatial

coverage of MISE by considering the instrument to be placed at 8.5° N ge-

omagnetic latitude (which corresponds to Hyderabad, India). One can see

that the higher altitude emission covers more spatial region as compared to

the lower ones. Also, it should be noted that lower elevation angles contains

more spatial volume from where emissions emanate, so Van-Rhijn correc-

tion (as discussed above) needs to be applied for carrying out inter-region

comparisons.

(iii) Intensity calibration: The intensity calibration can be done in two ways:

(a) by using a broad curved standard source with uniform intensity at all the

viewing angles and (b) by back calculation method. In the absence of such

broad custom made source, the second method has been used as described

below. Considering the specifications of all the components that have been
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Figure 2.12: View angles measured from zenith in degrees with respect to pixel

position. The plus signs represent the observations and the continuous line is the

least square fitted line.

Figure 2.13: Schematic of the MISE’s sky viewing geometry. Different dayglow

layers and their average altitudes from which the OI 557.7, OI 630.0, and OI

777.4 nm emissions emanate are shown. The spatial average of the three viewing

directions correspond to elevation angles of approximately 38°, 95°, and 150° with

respect to the northern horizon. It can be seen that for the current FOV (∼140°),

the latitude extent covered for OI 557.7, OI 630.0, and OI 777.4 nm are about 5°,

9°, and 11°, respectively, at their respective heights. Note that the y-axis is not to

scale and shows the approximate heights of the layers at 130, 230, and 300 km.
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used in this instrument as given in Table 2.1, an estimate of the sensitivity

of the spectrograph has been made to arrive at the emission intensity of

airglow during daytime. If B is the airglow emission intensity (in Rayleighs

(R), 1 R=1010 photons m−2 s−1 [Chamberlain, 1961; Baker and Romick ,

1976]) before entering the instrument, then N counts that are registered on

the CCD can be given as:

N(λ) = B(λ)S(λ)t (2.31)

where, S is the sensitivity of the instrument, and t is the time of integration.

N , B, and S vary with wavelength. S is the sensitivity of the instrument

expressed as Data Numbers (DN) s−1 R−1. As shown in Pallamraju et al.

[2002] at any given pixel, the sensitivity per Angstrom can be written as:

Spix(λ) = (106/4π)×Q(λ)× A× Ωτ(λ)× d(λ)/nrows (2.32)

where, Q(λ) is the overall efficiency of the CCD (quantum efficiency q(λ)/gain,

g); τ(λ) is the optical efficiency of the instrument, A is the area of the slit,

Ω is the solid angle of the sky that the slit ‘sees’, d is the dispersion in nm

pixel−1, and nrows are the number of rows that have been obtained after

on-chip binning in the spatial dimension. From the values given in Table

2.1, it can be seen that the sensitivity of MISE at the different wavelengths

of interest is:

Spix(OI 630.0 nm) = 1.8837× 10−5(DN nm R−1 s−1) (2.33)

Spix(OI 557.7 nm) = 0.5205× 10−5(DN nm R−1 s−1) (2.34)

Spix(OI 777.4 nm) = 4.2057× 10−5(DN nm R−1 s−1) (2.35)

Therefore, dividing the data numbers obtained by the CCD with the sen-

sitivity values at that wavelength, one can estimate the absolute emission

intensities.

2.4.4 Dayglow Emission Intensity Extraction

The dayglow emission intensity is extracted from MISE data by comparing the

sky spectra with standard solar spectrum and removing atmospheric scattering
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contribution by applying a similar method as used by Pallamraju et al. [2000,

2002]. Figure 2.14 shows the spectra of daysky at different wavelength panels

as shown in Figure 2.10. The panel (a) in Figure 2.14(i-iii) shows the scattered

solar background continuum matched to the daysky spectra in wavelength and

scaled to it at continuum regions at the OI 630.0 nm, OI 557.7 nm, and OI 777.4

nm spectral regions, respectively. The x- and y-axes show the wavelength and

the sky brightness at that spectral region for a representative plot obtained at

15 hour local time (LT) (at SZA=46°) from Hyderabad on 20 March 2011. The

airglow emission wavelength in each panel is shown as a vertical dashed line (in

panels b and c).

To extract the daytime airglow emission signal embedded in the solar-scattered

background, the daysky spectrum is compared with the solar spectrum. The ways

in which the daysky spectra differ from the solar spectrum at any given wave-

length are in terms of: (1) dayglow emissions, (2) telluric absorptions, and (3)

atmospheric scattering. Scattering contribution of light, which is also called the

Ring effect [Grainger and Ring , 1962], exists in all the Fraunhofer absorption

regions and it is believed to be due to rotational Raman scattering [e.g., Conde

et al., 1992; Pallamraju et al., 2000]. Incidentally, none of the emission wave-

lengths being discussed here suffer from any telluric absorptions and therefore,

the contribution of Ring effect (due to scattering) alone is to be taken care of and

it is done by the method described by Pallamraju et al. [2000]. It has been shown

in that work that the Ring effect at two nearby or adjacent spectral regions of

identical equivalent widths (normalized depth×half width) is the same. There-

fore, when the daysky spectrum is compared with the solar spectrum [Delbouille

et al., 1973] that is scaled at the continuum regions, the difference between them

at the wavelength region of emission corresponds to the contribution of daytime

optical emissions and of scattering. The best possible match in wavelength and

intensity of the daysky spectrum with that of the solar spectrum is achieved by

sequentially iterating the daysky spectra in sub-pixel domain and sum of squares

of the differences are obtained at a nearby Fraunhofer region. The region where

the sum of differences is the least indicates the location of best match.
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Figure 2.14: (i) Panel (a) shows the sky intensity as a function of wavelength as ob-

tained on 20 March 2011 at 15 LT for OI 630.0 nm spectral panel. Solar spectrum

is matched to the daysky spectrum at the continuum level. Panel (b) shows the

emission line of interest (wavelength shown by dashed vertical line) and the ring

effect region in close-up. It can be noted that the daysky spectrum (darker line)

is shallower as compared to the solar spectrum (thinner line). Panel (c) shows the

difference between the daysky and solar spectra which corresponds to the atmo-

spheric contribution. The curve with the dashed vertical line (curve1) shows the

spectral region of emission along with the scattering effect and the other (curve2)

shows only the scattering effect. Differences in their areas obtained by considering

proper weight of the equivalent width (normalized line depth×half-value width) to

the Fraunhofer region containing the scattering contribution corresponds to the

contribution of the daytime airglow emission intensity at that wavelength for a

given time. (ii) Same as in (i) but for OI 557.7 nm spectral panel. (iii) Same as in

(i) but for OI 777.4 nm (no close-up).
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If Ic1 is the normalized intensity at the continuum level, Id1 is the intensity

at the depth, and λw1 is the half-width of that absorption region at the emission

wavelength, and the corresponding values at the neighboring region (which does

not have any emission or suffer from telluric absorption) are Ic2, Id2, and λw2,

then, the contribution of the dayglow emission intensity at that wavelength can

be given as: [Area under curve 1] - [Area under curve 2]×f , where, the factor f

is given by:

[(Ic1 − Id1)λw1]/[(Ic2 − Id2)λw2] (2.36)

which scales the amount of scattering contribution from the region 2 to be taken

into account in the region 1. The area under curve1 (the one with dashed vertical

line in panels (c) of Figure 2.14(i-ii) and panel (b) of Figure 2.14(iii) will consists

of contribution from both the dayglow and the scattering, while the area under

curve2 (the second shadowed curve without vertical dashed line) will consist of

only the contribution due to the scattering effect. The factor, f , as estimated

using the solar spectrum as the reference is around 0.19, 0.80, and 0.70 for 557.7

nm, 630.0 nm, and 777.4 nm emission wavelengths, respectively. However, as

mentioned above, this factor also depends on solar zenith angle.

(a) OI 630.0 nm: For the extraction of redline (OI 630.0304 nm) emission

intensity, the equivalent widths of spectral regions 630.0214-630.0394 nm and

630.0594-630.0774 nm are considered. The difference between their areas is

equal to the OI 630.0 nm dayglow as described in detail in Pallamraju et al.

[2002].

(b) OI 557.7 nm: Similar procedure as that used for redline is applied for the

green line (OI 557.7345 nm) emission as well, wherein contributions from

557.7285-557.7405 nm and 557.6964-557.7084 nm spectral regions are con-

sidered. However, unlike the redline, in this case, the nearest Fraunhofer

absorption regions are quite deep compared to the one at the green emission

line, and therefore the factor for scattering contribution is much smaller than

compared with that of the redline. Marshall et al. [2011] also used such an

approach as indicated in Pallamraju et al. [2000] for making the green line

emission measurements.
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(c) OI 777.4 nm: The spectral region from 777.4042-777.4298 nm and 778.0440-

778.0696 nm consist of the regions of OI 777.4170 nm dayglow emission and

that of the scattering contribution. To the best of our knowledge ground-

based daytime emission intensities at this wavelength are reported first by

this work.

Panels (b) of Figure 2.14(i-ii) show the comparison between the solar and daysky

spectra at OI 630.0 nm and OI 557.7 nm spectral regions. Panels (c) of Figure

2.14(i-ii) and panel (b) of Figure 2.14(iii) shows the difference between the so-

lar and daysky spectra (the atmospheric contribution) at all the three spectral

regions of interest. In practice, at every given time, the daysky spectra are itera-

tively matched with the solar spectrum for matching in wavelength. At the best

(spectral) match location the solar spectrum is scaled at the continuum regions

of the daysky spectrum. This process is repeated for the next time interval to

obtain the daytime optical emission intensities at that time. Thus, emissions for

a complete day are obtained.

The y-axis of Figure 2.14(i-iii) shows the sky scattered background continuum

in Rayleighs nm−1 as estimated using the sensitivity values of the instrument at

that wavelength. Figure 2.15 shows the magnitude of scattered sky background

at all the three wavelengths as a function of local time on 20 March 2011. It

can be seen that the observed background continuum is a function of the solar

black-body radiation convolved with the atmospheric scattering, and thus it is

a function of wavelength and SZA. The scattered solar background continuum

values vary from 10-90, 10-60, and 5-10 MR nm−1 in the 557.7 nm, 630.0 nm,

and 777.4 nm spectral regions, respectively, for this day.

2.4.5 Error Estimation in Dayglow Signals

As explained above, the dayglow emission intensities measured in this work are

derived from the spectral images recorded by CCD detector. There involves vari-

ous types of uncertainties in signals obtained using CCD detectors. For example,

dark noise, readout noise, quantization noise, statistical noise. The dark noise

arises due to the thermal electrons produced in the electronic components which
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Figure 2.15: The scattered sky background at all the three wavelengths as a func-

tion of local time on 20 March 2011 is shown. It can be noted that the scattered

sky background varies as a function of SZA from 10 to 90, 10 to 60, and 5 to 10 MR

nm−1 for 557.7 nm, 630.0 nm, and 777.4 nm spectral regions, respectively. Solar

zenith angle values as a function of time is also shown.

increases with temperature - for every 6 K decrease in temperature the noise de-

creases by a factor of 2. But for the case of cooled CCDs and for strong signal and

background, such as in case of dayglow, it is not significant. Read noise depends

on the CCD readout rates, which arises due to the inhomogeneity in the perfor-

mance of the detector array and associated electronics and could be significant if

the signal is weak or the exposure times are small, which is not applicable here.

Quantization or digitization noise arise while converting analog-signal to digital

signal by AD converter. In this process, an analog signal of specific amplitude is

associated with a number and in this way the analog current is approximated to

counts. This noise is also insignificant for high count observations. In the case of

CCD, one may note that counts occur due to photon inducing electrons from the

detector and the statistics of these airglow photons follow Poisson distribution.

Thus, for CCD counts the standard deviation is given by, σ =
√
mean. The SNR

is given by

SNR =
S√

(S +B) +D +R
(2.37)

where, S, B, D, and R stands for signal, background, dark-noise, and readout-

noise, respectively. The measurement uncertainty is equal to 1/SNR. Since the

dayglow observations have strong signal and strong background, the readout noise
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and the dark noises are negligible. And thus,

SNR =
S√

(S +B)
(2.38)

The co-adding, binning, averaging have been taken into account based on

the sampling statistics [Bevington and Robinson, 2003]. By considering all the

parameters as described in the CEDAR (Coupling, Energetics and Dynamics of

Atmospheric Regions, http://cedarweb.hao.ucar.edu) tutorial [Pallamraju, 2003],

the SNR of the measurements at OI 557.7 nm, OI 630.0 nm, and OI 777.4 nm turn

out to vary throughout the day in the range of 5-28, 2-18, and 3-8, respectively.

The SNR is higher during low background level hours (twilight-hours) compared

to noon.

2.4.6 Validation of Emission Intensities Obtained by MISE

The dayglow emission intensities extracted from the MISE data have been com-

pared with empirical and physics-based models. A comparison is made for the

OI 630.0 nm and OI 557.7 nm obtained by our technique (MISE) with that of

the empirical model estimates as given by Zhang and Shepherd [2004, 2005] (Fig-

ure 2.16). The empirical model is based on the data obtained from WINDII

measurements onboard UARS. The inputs to the empirical model are the SZA

and solar F10.7 flux on that day. It may be noted that the empirical model is

most applicable for SZA<80° [Zhang and Shepherd , 2005]. In Figure 2.16 the

solid line represents the dayglow predicted for 12 January and the dashed line

shows the empirical model values for 20 March of year 2011. It can be noted

that the diurnal pattern of the emission intensities agrees reasonably well with

our ground-based measurements. As it can be expected, the finer features due to

the atmospheric dynamics that vary from day-to-day cannot be captured by the

empirical model values. Given the uncertainties in estimating the emission mag-

nitudes in our measurements and also due to those of WINDII, it can be seen that

the agreement is quite good. OI 777.4 nm emissions were not measured onboard

UARS, and hence its variability is compared with that obtained by the GLOW

model [Solomon, 1992]. GLOW model uses MSIS-90 neutral atmosphere, IRI-90
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Figure 2.16: The column integrated dayglow emission intensities obtained for a

couple of days (12 January and 20 March 2011) along with ±1σ uncertainties are

shown. Each datum point is obtained for an average of 5-min. integration. Panels

(a), (b), and (c) show the emission intensities at OI 630.0 nm, OI 557.7 nm, OI 777.4

nm emission regions. These intensities have been compared with those obtained

by empirical model given by Zhang and Shepherd [2004, 2005] and that of the

GLOW model estimates. One can see a remarkable similarity in the overall diurnal

behavior (shape of the emissions) between the measurements of MISE and the

empirical and model output. The Ap, SSN, and F10.7 cm solar flux values for

both the days are 6, 15, 77 (12 January) and 6, 21, 91 (20 March), respectively.

Thus, the differences in intensities between the emissions on these two days at each

wavelength are solely due to the differences brought in due to variations in solar

zenith angles and the associated dynamics that exist at those altitudes.

predictions of electron densities, and solar EUV flux values to estimate volume

emission rates for different wavelengths governed by the respective production

mechanisms for these emissions [e.g., Solomon et al., 1988; Solomon and Abreu,

1989]. The two days of emissions estimated by the GLOW model are represented

by diamonds (12 January) and triangles (20 March) and are shown for all the

wavelengths.
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It can be noted that the shapes in the diurnal variation in intensities as

measured by MISE are different for different emissions. OI 630.0 nm emission

intensity shows a flat peak during 10-15 LT, while the OI 557.7 nm emission

intensities show a steeper increase in emission from the morning hours to noon and

a faster decrease thereafter when compared with the redline emission intensities.

The OI 777.4 nm intensity also show flat variations from 9 to 16 LT. The GLOW

and WINDII data based empirical models also show broadly a similar behavior as

that observed in the case of MISE measurements. There are, however, significant

differences in smaller time-scales, which are due to the dynamical features that

exist in the upper atmosphere. One of the aims of the work carried out in this

thesis using such optical investigations from the data obtained from MISE is to

characterize the daytime wave dynamics in the upper atmosphere.

2.5 Other Datasets

Other than the main data sets (optical dayglow emissions) that were obtained

from the ground-based instrument (MISE), additional ground- and satellite-based

data sets have also been used for this thesis work. For example, ground mag-

netometer based EEJ strength, GPS ranging based TEC, and satellite remote

sensing data of temperature and wind. These data sets are explained below.

2.5.1 Equatorial Electrojet (EEJ)

Above the geomagnetic equator of the Earth there is a strong jet of east-west

current, called the EEJ, which induces north south magnetic field on the ground.

This current arises due to the effect of polarization field being produced by sepa-

ration of charged particles. Theoretical details of the generation of the EEJ have

been given in section 1.5.2. The strength of the current depends on the east-

west wind and the electron or ion number density. The ambient winds at the

EEJ altitudes are perturbed by the waves propagating from lower atmosphere.

Thus, the variations in the EEJ strengths provide indirect information of the

wave dynamical activities at that altitude.
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The strength of the EEJ can be derived from measurements of the magnetic

field induced by the current. Over the Indian longitudes, the horizontal compo-

nent of geomagnetic field (H) data at 1-minute resolution are collected with mag-

netometers located at the equatorial station, Tirunelveli (TIR) (Geog. 8.7° N,

77.7° E; 0.1° N magnetic latitude) and an off-equatorial station, Alibag (ABG)

(Geog. 18.6° N, 72.9° E; 10.3° N magnetic latitude). To estimate the strength of

the EEJ induced magnetic field on the ground in the Indian longitudes, variations

of H relative to its nighttime values at Alibag (∆HABG) for quiet day are sub-

tracted from the corresponding values at Tirunelveli (∆HTIR), ∆HTIR−∆HABG

[Chandra and Rastogi , 1974; Reddy , 1989]. This type of EEJ retrieval using two

or more stations data removes the contribution of other global effects like those

associated with the ring current.

For the measurement of horizontal component mainly fluxgate magnetometers

are used. Fluxgate magnetometers work on the principle of magnetic induction.

When an external magnetic field passes through a known altering magnetic field

region/gate it will perturb the known field pattern. From the deformation of the

known field one can calculate the magnitude and direction of the induced external

magnetic field. These measurements have an accuracy of 0.1 nT.

2.5.2 Total Electron Content (TEC)

The ionospheric TEC can be estimated by various radio probing techniques,

such as, ionospheric radio occultation, radio sounding of the ionosphere using

ionosonde (by simulation of topside profile), studying radio waves from carrier of

navigation signals, etc. The carrier signals from the navigational satellites, such

as, Global Positioning System (GPS, American), GLONASS (Russian), Galileo

(European), etc., can be used for this purposes. The GPS is a constellation of

satellites, which uses radio waves for positioning and navigation purposes. While

passing through the ionosphere, these radio waves are modulated by the iono-

spheric electrons and their distributions. Below we describe the details of the

TEC derivation from the GPS signals.
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2.5.2.1 Theory of Ionospheric TEC Calculations

The ionosphere of the Earth contains ions and free electrons. The natural fre-

quency of oscillation of the ionospheric plasma i.e., the plasma frequency lies

in the radio frequency range. Thus, for radio waves, the ionosphere acts as a

dispersive medium [Rishbeth and Garriott , 1969]. The dispersion relation (rela-

tion between wave frequency, ω and wave vector, k) for radio waves propagating

through an ionized medium is given by [Chen, 1984]:

ω2 = ω2
p + c2k2 (2.39)

where c is the speed of light in free space and ωp (=2πfp) is the plasma frequency.

This relationship is also valid for the radio or electromagnetic waves propagating

through a plasma under the action of magnetic field, but when k is perpendicular

to magnetic field. The phase velocity (vp) and group velocity (vg) can be calculate

from Eq. (2.39) as:

vp =
c√

1−
(
fp
f

)2 (2.40)

and

vg = c

√
1−

(
fp
f

)2

(2.41)

thus, the phase and group refractive indices (np = c/vp and ng = c/vg) are given

by

np =

(
1−

f 2
p

f 2

) 1
2

≈ 1− 40.3Ne

f 2
(2.42)

ng =

(
1−

f 2
p

f 2

)− 1
2

≈ 1 +
40.3Ne

f 2
(2.43)

where, the plasma frequency (fp) is given by
√

Nee2

4π2ε0m
(in sec−1), e is the elec-

tron charge, m is the electron mass, Ne is electron number density, εo is the

permittivity of free space, and f is frequency of radio wave signal (in sec−1). The

approximations in Eqs. (2.42) and (2.43) are made using Binomial theorem.

The signal group delay introduced by the ionosphere is measured in distance

(dion) and is given by distance covered by the signal minus the geometrical dis-

tance (distance that it would have covered if velocity of light equals free space
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velocity). i.e.,

dgion =

s∫
r

ngdl −
s∫
r

dl =

s∫
r

(ng − 1)dl =

s∫
r

(
40.3Ne(l)

f 2

)
dl =

40.3

f 2

s∫
r

Ne(l)dl

(2.44)

where, r and s are the positions of the receiver and the satellite, dl is a line element

along the satellite to receiver signal path, and Ne(l) is the electron density along

the signal path.

The TEC is defined as the number of electrons present in a column of unit

cross-sectional area from the satellite to the ground receiver, i.e.,

TECslant =

s∫
r

Ne(l)dl (2.45)

Combining Eq. (2.44) and Eq. (2.45), we get

dgion ≡
40.3

f 2
TECslant (2.46)

This implies that the group delay introduced by ionosphere is inversely propor-

tional to the square of the signal frequency and thus can be estimated using

differential technique using two different frequencies. With the advent of dual

frequency GPS receivers, the ionospheric delay and thus the TEC could be esti-

mated. GPS transmits two L-band carrier frequencies at L1 (f1=1575.42 MHz)

and L2 (f2=1227.60 MHz). Using expression (2.46) for the dual frequency re-

ceivers one can write the TECslant as:

TECslant ≡ f 2
1 .f

2
2

40.3(f 2
1 − f 2

2 )
.(P1 − P2) + TECbias (2.47)

where, P1, P2 are the pseudoranges of L1, L2, respectively, TECbias presents the

instrumental (satellite + receiver) bias correction term.

In addition to group delay, another effect that radio signals experience while

propagating through the ionosphere is the carrier phase advance. From Eq. (2.42)

one can derive the expression for phase advance similar to group delay. The

expression is found to be:

dpion ≡ −
40.3

f 2
TECslant (2.48)
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The negative value of dpion indicate that the phase gets advanced on passing

through the ionosphere. The slant TEC can also be calculated using the car-

rier phases at two frequencies of L1 and L2 using the formula:

TECslant ≡ f 2
1 .f

2
2

40.3(f 2
1 − f 2

2 )
.(L̂2 − L̂1) + TECbias + TECpa (2.49)

where, L̂1 and L̂2 are the phase advances (in distance unit) at the two carrier

frequencies. The term TECpa represents phase ambiguity. TEC estimated from

pseudoranges is called code TEC, while that from phase is called carrier TEC.

For absolute value, code TEC is better as it is not affected by phase ambiguity

and for relative values carrier TEC is preferable (e.g., see Rideout and Coster

[2006]; Jakowski et al. [2011]). While deriving TEC from carrier phase advances,

the phase ambiguity and phase lock (cycle slip) should be taken into account

[Rideout and Coster , 2006]. In practice, a combination of the above two is used

to calculate the TEC. The TEC is measured in TEC unit (TECu), 1 TECu=1016

electrons m−2.

To obtain the vertical TEC (VTEC) at sub-ionospheric or pierce-point a thin

shell model is assumed at an ionospheric height of 350 km [Klobuchar , 1996;

Rama Rao et al., 2006; Bagiya et al., 2009] and is given by:

V TEC = TECslant. cos

(
sin−1

(
Re cos θ

Re + hmax

))
(2.50)

where, Re is the radius of the Earth (6378 km), hmax is the height of ionospheric

shell (350 km), θ is the elevation angle of the satellite at the ground station (in

radians). In addition to the ionosphere, the plasmasphere and the troposphere

also influence the propagation of radio signals from satellite to ground but the

delay due to these regions are negligible in comparison to the ionospheric delay.

A greater details about GPS system, applications, errors, etc., can be found in

literature (e.g., [Parkinson et al., 1996, p. 489] and [Jin, 2013, p. 21]).

2.5.2.2 Derivation of TEC

RINEX (Receiver INdependent Exchange Format) observation and navigation

files [Gurtner , 1993] are provided by the international GNSS service through its

worldwide network. There is no well-documented systematic software for the
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extraction of TEC from these data files. In the current work, an open-source

software, called, GPS toolkit (GPSTk) has been used. GPSTk is a collection of

various subroutines and is used by a very wide group of people, such as, geodesy,

geomatics, etc. [Tolman et al., 2004; Harris and Mach, 2007]. The 30 second

time resolution RINEX data is archived at Scripps Orbit and Permanent Array

Center (http://sopac.ucsd.edu/cgi-bin/dbDataBySite.cgi) of University of Cali-

fornia, San Diego. The monthly satellite differential code bias is obtained from

the University of Bern (ftp://ftp.unibe.-ch/aiub/CODE/). The receiver bias cor-

rection is done using the most direct method, the zero-TEC-method [Rideout and

Coster , 2006]. Average of 15 days nighttime minimum TEC is up- or down-shifted

to 5 TEC unit, as in low-latitudes nighttime ionosphere may not be expected to

be close to zero-TEC level. This shift in nighttime minimum is taken as receiver

bias. As suggested by Rama Rao et al. [2006], GPS satellites with elevation an-

gles greater than 45° are considered in this thesis work, which removes dependence

of the TEC on the ionospheric pierce-point height and latitude, in addition to

multipath effects.

2.5.3 TIDI Wind and SABER Temperature

Thermosphere Ionosphere Mesosphere energetics and Dynamics (TIMED) satel-

lite was launched in December 2001 to monitor the dynamics of the mesosphere

and lower thermosphere regions of the Earth’s atmosphere. It was launched in a

low-Earth polar orbit with an inclination of 74.1° and at an altitude of 625 km. So,

TIMED satellite can reach up to 74° in latitude in both the hemispheres. Among

other instruments, TIMED carried TIMED Doppler Interferometer (TIDI) and

Sounding of the Atmosphere using Broadband Emission Radiometry (SABER)

scientific payloads. Details of these two instruments and data obtained from them

are briefly explained below.

(a) TIDI: TIMED Doppler Interferometer (TIDI) is a Fabry-Perot interferome-

ter designed to investigate vector wind from 70-120 km altitude region with

a vertical resolution of ∼2 km at 3 ms−1 accuracies. Orthogonal orientation

of the four TIDI telescopes allows it to measure winds in both the directions
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of the satellite track. Two telescopes at the same side view the same spatial

location after a 9-minute gap and considering that within this time the dy-

namics has not changed, both meridional and zonal components are derived.

TIDI limb-viewed observations provide vector wind fields from the Doppler

shift in the emissions of OI 557.7 nm and in O2(0-0) atmospheric band at

762 nm [Killeen et al., 1999, 2006]. Depending on the available emissions,

it measures winds from 70-120 km during day and 80-103 km during night.

TIMED has a yaw rotation period of 60 days which limits the TIDI lati-

tudinal coverage for a particular side of the track. The combination of the

coldside (anti-sunward) and warmside (sun-ward) provides ± 90° latitudinal

coverage. TIMED satellite orbits the Earth in 98 minutes (15 orbits per day)

and the local time of the orbit does not change much within a day [Wu et al.,

2006]. The zonally averaged winds have errors of 7 ms−1 and 15 ms−1 during

day and night, respectively.

(b) SABER: The Sounding of the Atmosphere using Broadband Emission Ra-

diometry (SABER) instrument is also in orbit on-board the TIMED satellite.

Unlike TIDI measurements, the satellite yaw-maneuver after approximately

60 days restricts the latitude coverage of this instrument. Thus, this instru-

ment provides atmospheric temperatures from 53° in one hemisphere to 82° in

the other hemisphere. SABER is basically a broadband radiometer which

scans the sky in limb-viewing mode to measure radiance emitted from the

atmosphere at 10 selected spectral bands from 1.27 to 15 µm. More detailed

description can be found in Russell III et al. [1999]. The kinetic temperature

is retrieved from the atmospheric 15 µm CO2 limb emissions. Below 74 km

the error involved in temperature retrieval is ±0.5 K, while above 75 km it

varies with season, latitude, and altitude due to systematic error that arises

mainly because of determination of abundance uncertainty in CO2 [Garćıa-

Comas et al., 2008]. In winter polar region it is ±1-2 K below 95 km and

±4-5 K at 100 km. Errors in lower thermospheric kinetic temperature are

large for the polar summer season.
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2.6 Summary

The instruments and the data sets that are used in this thesis work are presented

in this chapter. A brief historical account is given on the daytime airglow emission

measurement techniques. The main instrument, MISE, that is used for obtain-

ing the dayglow emission intensities along with the various elements used in this

technique are described. The dayglow data analysis and calibration procedures

are also detailed. The ground-based measurement of EEJ and the GPS-based

measurement of TEC are also explained. Other than the ground-based measure-

ments, the satellite-based measurements of temperature and wind that are used

in this thesis are also explained briefly.





Chapter 3

Time Series Analysis Methods

3.1 Introduction

A wave propagating through the atmosphere perturbs the ambient parameters,

such as the density, temperature, and winds. So, a study of the variabilities

in these physical parameters as a function of time enables information on the

wave dynamics of the different altitude regions of the atmosphere to which these

observed parameters correspond to. The measurements of the atmospheric pa-

rameters with time constitute the time series. There are several time series

analysis methods such as Fourier transform, least-square fitting of sines and

cosines, Lomb-Scargle method, empirical mode decomposition, maximum entropy

method, multi-spectral analysis (e.g., bi-spectrum analysis), Wigner distribution

function, and wavelet transform. All these methods have their individual advan-

tages and shortcomings. The time series analysis methods which are used in this

thesis work are introduced in this chapter with an intention to provide detailed

information on analysis procedures used, and refrain from discussing these details

while presenting the results in other chapters. The relevant sections of this chap-

ter are referred to as and when required in other chapters. The most well-know

used technique for the analysis of time series is the Fourier analysis which can

provide the frequency information for datasets that are equally spaced in time.

For many reasons, geophysical measurements are very often unequally spaced

in time. Interpolation of unevenly spaced data into equally spaced is not an

75
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appropriate option as in most cases, it enhances the power at low frequency com-

ponents. Thus, for unevenly spaced data the most appropriate method of spectral

analysis is the Lomb-Scargle [Lomb, 1976; Scargle, 1982] periodogram. In order

to obtain information on the temporal occurrence of a particular frequency, in

addition to frequency information, wavelet analysis [Torrence and Compo, 1998]

can be used for datasets that are continuous. All these methods are implemented

in IDL (Interactive Data Language) routines.

3.2 Time Series Analysis

The time series analysis involves extraction of information on the frequency, time

period, amplitude, and temporal occurrence of physically varying features that

are present in the data. Below we describe some of the commonly used time series

analysis methods that are used in this work.

3.2.1 Fourier Analysis

The Fourier transform F (ω) of a continuous time series f(t) is given by

F (ω) =

∫ +∞

−∞
f(t)e−jωt dt (3.1)

where, j =
√
−1. The inverse transform is given by

f(t) =

∫ +∞

−∞
F (ω)ejωt dω (3.2)

In practice, data obtained in an experimental observation are discrete function

of time, f(ti), i = 1, ...., N . The Fourier transform for such functions is given by

F (ωu) =
1

N

N∑
i=1

f(ti)e
−jωuti (3.3)

for u = 1, 2......, N . This is also called the Discrete Fourier Transform (DFT).

Similarly, the inverse DFT is given by

f(ti) =
N∑
u=1

F (ωu)e
jωuti (3.4)
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Figure 3.1: (a) Hourly values of the EEJ strength and (b) Fourier spectrum of

EEJ. One can note the presence of the diurnal, semidiurnal, terdiurnal, and some

planetary waves (though with comparatively low power).

The factor 1/N is the normalization factor which can be used in front of either

forward or reverse transform. This factor can also be equal to 1/
√
N but have to

be used for both forward and reverse transform cases, such that the multiplication

of the two factors equal 1/N .

It takes approximately N2 multiplications and summations to calculate the

DFT. In practice, for faster calculation, Fast Fourier Transform (FFT) is used

which requires a maximum of N logN calculations. To demonstrate an example

of Fourier analysis, Figure 3.1(a) shows hourly values of EEJ variations for the

month of January 2013 and Figure 3.1(b) shows its Fourier spectrum. One can

clearly see presence of tidal components of diurnal, semidiurnal, terdiurnal, and

some planetary waves.

In many geophysical observations, the time-series obtained are not equally

spaced in time due to various practical considerations. In such cases, least square

fitting of sines and cosines, or an equivalent of that, called the Lomb-Scargle

analysis method is used.
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3.2.2 Lomb-Scargle Analysis

For an arbitrarily sampled data set, h(ti), i = 1, 2, ...., No, the classical peri-

odogram (spectral power as a function of frequency) [Scargle, 1982] is defined

as

Ph(ω) =
1

No

|DFT (ω)|2

=
1

No

∣∣∣∣∣
No∑
i=1

h(ti)e
−jωti

∣∣∣∣∣
2

=
1

No

(∑
i

hi cosωti

)2

+

(∑
i

hi sinωti

)2


(3.5)

This can be evaluated for any value of ω. If h contains a sinusoidal component

of frequency ωo, then at and near ω = ωo the factors hi and e−jωti are in phase

and makes a large contribution in the sums. At other values of ω the terms in

the sum are randomly positive and negative and thus the sum is minimum. It

can be shown that the statistical properties of Eq. (3.5) remain the same if it is

modified as below:

Ph(ω) ≡ 1

2

{
[
∑

i(hi) cosω(ti − τ)]2∑
i cos2 ω(ti − τ)

+
[
∑

i(hi) sinω(ti − τ)]2∑
i sin

2 ω(ti − τ)

}
(3.6)

where, τ is a time offset parameter. This form of Eq. (3.6) makes Ph(ω) time-

translation invariant and is equivalent to the least square fitting of sines and

cosines to the data [Scargle, 1982]. Horne and Baliunas [1986] showed that for

proper normalization of the periodogram, Eq. (3.6) has to be normalized with

the total variance of the data. Also, for removing any contribution from the long-

term trend the mean values can be subtracted. For a given set of data values, hi,

i = 1, 2, ..., No with respective observation times ti, the normalized Lomb-Scargle

periodogram is defined by:

PN(ω) ≡ 1

2σ2

{
[
∑

i(hi − h̄) cosω(ti − τ)]2∑
i cos2 ω(ti − τ)

+
[
∑

i(hi − h̄) sinω(ti − τ)]2∑
i sin

2 ω(ti − τ)

}
(3.7)

where, ω = 2πf is the angular frequency corresponding to the normal frequency

f , h̄ and σ are the mean and standard deviation of hi. The time-offset τ is given

by

tan(2ωτ) =

∑
i sin 2ωti∑
i cos 2ωti

(3.8)



3.2. Time Series Analysis 79

The uncertainty in the frequency has been shown to be [Horne and Baliunas ,

1986]

δω =
3πσN

2
√
NoTA

, (3.9)

where, A is the amplitude of the signal, σN is the standard deviation of the noise

after the signal has been subtracted, and T is the total length of the data set.

The PN(ω) in Eq. (3.7) thus calculated has several advantages over Fourier

Transform [Horne and Baliunas , 1986]. They are:

(i) The constant τ makes PN(ω) independent of shifting all the ti’s by any

constant.

(ii) This form of PN(ω) is exactly equivalent to extracting harmonic components

using the least square fitting of sines and cosines to the time series.

(iii) If the signal hi contains only noise, then PN(ω) will follow an exponential

probability distribution. This property thus provides a convenient way to

estimate that whether a given peak is a true signal or it is the result of

randomly distributed noise.

Some of the parameters related to Lomb-Scargle periodogram are discussed below.

3.2.2.1 The False Alarm Probability (FAP)

The FAP provides us information of significance level of the frequencies. As

stated above, if a signal contains purely random Gaussian noise, then PN(ω)

follows exponential distribution (say, e−z) [Scargle, 1982]. It means that for a

particular frequency ωo the probability that PN(ωo) is higher than or equal to z

is Pr[PN(ωo) > z]=e−z. Suppose that z is the highest peak in a periodogram that

sampledNi independent frequencies. Then, the probability that each independent

frequency is smaller than z is 1− e−z and that every frequency is lower than z is

[1 − e−z]Ni . Thus, the probability that some peak in the periodogram is higher

than or equal to z is the FAP (F ) and is given by

F = 1− [1− e−z]Ni . (3.10)
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Any power below F is regarded as statistically insignificant. So, the quantity

1-F is the probability that the given time-series contains the signature of a real

signal.

But, in practice, many geophysical time-series spectra have the property that

the spectral power increases with decreasing frequency (red-noise). So, to de-

termine the proper significance level for a particular peak, one needs to choose

appropriate background spectrum. For most of the geophysical time series the

background spectrum is either white-noise (flat spectrum) or red-noise (the lower

frequency or the slowly varying components have higher power due to their long

span in the time series and reverse is the case for higher frequency components).

There occur noises due to the interaction of the lower frequency components with

the white noise, the presence of non-stationary behavior at higher frequency sig-

nals, and the finite length of the time series. The white-noise can be taken care of

by transforming the time series to a normal distribution with zero mean and unit

variance. For the estimation of red-noise, proper simulation has to be performed.

A simple model for red-noise is the univariate lag-1 autoregressive AR(1) process

[Torrence and Compo, 1998; Ghil et al., 2002]:

hi = αlhi−1 + ri (3.11)

where, αl is the assumed lag-1 autocorrelation, h0 = 0, and ri is random noise

taken from Gaussian white-noise. The DFT of Eq. (3.11), after normalization is

[Gilman et al., 1963; Torrence and Compo, 1998]

Pk =
1− α2

l

1 + α2
l − 2αl cos(2πk/No)

(3.12)

where k = 0, ...., No/2 is the frequency index. Choosing an appropriate α and

using Eq. (3.12) one can simulate a red-noise spectrum for a given data set using

Monte-Carlo method. Note, for αl = 0, Eq. (3.12) gives white-noise [Torrence

and Compo, 1998]. Mean theoretical spectra from Monte Carlo simulation of such

model for large number of iterations can be used as an approximation for red-

noise spectra. When a particular feature of the data spectrum lies well above this

theoretical noise spectrum, it is often considered to be statistically significant. A

routine for such simulations can be found in Schulz and Mudelsee [2002].
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3.2.2.2 The Number of Independent Frequencies

Frequencies ranging from 2π/T to Nyquist frequency can be obtained from a time

series, where T is the total time interval. But many of the frequencies within this

range will not be independent. The total number of independent frequencies

is used as an input in calculating the FAP. To determine the correct number

of independent frequencies, Horne and Baliunas [1986] carried out simulations

using a large number of pseudo-Gaussian noise datasets with varying gaps in time

coordinates. Based on the highest peaks in the periodograms of all these datasets

they simulated the FAP function (Eq. (3.10)) with Ni as variable parameter.

Based on that simulation they arrived at Ni value as a function of No value as

Ni = −6.362 + 1.193No + 0.00098N2
o (3.13)

All the independent frequencies so obtained are not significant. By arbitrarily

choosing some 615 random data points from the data set shown in Figure 3.1(a)

a time-series with unequal spacing is made. The random numbers are generated

using pseudo-random number generation technique. The Lomb-Scargle normal-

ized periodogram of this unequally spaced data set is shown in Figure 3.2(b) for

the EEJ of January 2013. Here the dashed line corresponds to the 95% false

alarm level (FAL) and the periodicities beyond this threshold alone are consid-

ered significant in our analysis. One can see the presence of the same periods as

seen from the Fourier spectral analysis in Figure 3.1 (with equally spaced data).

3.2.2.3 Amplitude and Phase Spectra

The Lomb-Scargle-normalized power (Eq. (3.7)) can be expressed as:

PN(ω) ≡ 1

2σ2

No

2
(a2 + b2) (3.14)

where,

a =

√
2
No

No∑
i=1

hi cosω(ti − τ)(
No∑
i=1

cos2 ω(ti − τ)

)1/2
, (3.15)
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Figure 3.2: (a) Random data gaps have been introduced in the EEJ strength data

as shown in Figure 3.1(a). (b) The Lomb-Scargle periodogram of unequally spaced

data of (a) above are shown. The presence of the same periodicities as those

observed from the Fourier transform are also observed here as can be seen in (b).

The dashed line represent the 95% confidence limit derived based on Monte-Carlo

simulation.

b =

√
2
No

No∑
i=1

hi sinω(ti − τ)(
No∑
i=1

sin2 ω(ti − τ)

)1/2
, (3.16)

and the given time series (hi) can be fitted to:

hf (ti) = a cosω(ti − τ) + b sinω(ti − τ) (3.17)

Then the amplitude spectra is

A(ω) =
√
a2 + b2

=

√
2

No

2σ2PN(ω)
(3.18)

The Eq. (3.17) can also be expressed as:

hf (ti) = A(ω) cos[ω(ti − τ) + φ] (3.19)
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where, φ = − tan−1(b/a). The phase spectrum is defined by the cosine argument

of hf (ti) at the time ti = 0, i.e.,

ϕi = −ωτ + φ (3.20)

Thus, using Eq. (3.18) and (3.20), the Lomb-Scarge amplitude and phase spectra

can be calculated [Hocke, 1998].

3.2.3 Wavelet Analysis

Both the Fourier and the Lomb-Scargle analyses consider that the frequencies

obtained are present for the whole interval of time, i.e., they consider the signals as

stationary and therefore do not provide any temporal information. Thus there is

an ambiguity in space time localization of a certain frequency. In order to obtain

the power of a certain frequency at a given time and their temporal variation

many multi-resolution analysis methods are commonly used, such as, Windowed

or Short-Time Fourier Transform (WFT/STFT), Wavelet-transform, and Wigner

distribution. Two of these, that are used in this thesis work are explained below

with their respective merits and shortcomings.

3.2.3.1 Short Time Fourier Transform (STFT)

The STFT of a time series, f(t), is given by

STFT (d, ω) ≡
+∞∫
−∞

f(t)W (t− d)e−jωt dt (3.21)

or, for discrete case,

STFT (d, ω) ≡
+∞∑
−∞

f(t)W (t− d)e−jωt (3.22)

Here, the given signal f(t) is split up into several time segments using the

time translation window function W (t− d) with d as the translation parameter.

Then, each of the segments are Fourier analyzed to find the frequency informa-

tion. At each time interval the frequencies are accumulated to get the time and

frequency information simultaneously. Typical examples of window functions are
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Figure 3.3: Box representation of the time and frequency resolution of STFT

method.

rectangular, Gaussian, Hanning, and Hamming. Within each window the signal

is considered as stationary, and the time corresponding to the center of the win-

dow is used to provide temporal location. The decision of window width is not

well defined. Also signals for which the time period is larger than the window

length (i.e., very low frequency signals) cannot be detected in the spectrum as

they will appear as DC (flat) component within the window. Thus, the width of

the window limits the time and frequency resolution. Figure 3.3 shows a pictorial

representation of the time frequency space in box representation. The width and

height of the boxes represent the time and the frequency resolutions, respectively.

One can note that with increasing frequency, the time resolution remains same.

Increasing the temporal resolution will make the time interval too short which re-

sults in a broader frequency resolution. Similarly, increasing frequency resolution

will result in a poorer temporal resolution. This is like an uncertainty principle

– both the parameters can not be measured with 100% accuracy! To overcome

these difficulties the Wavelet analysis method has been developed.

3.2.3.2 Wavelet Transform

Wavelets were in use since 1909 [Haar , 1910] but the concept of wavelet trans-

form originated in 1980s. It was the geophysicist Jean Morlet and others [Morlet

et al., 1982] invented the term wavelet and later formalized by Grossmann and

Morlet [1984] and Goupillaud et al. [1984]. Daubechies [1988] proposed system-

atic method to construct orthogonal wavelets. Mallat [1989] introduced the fast

method of calculation of wavelet transform.
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For the analysis of non-stationary or rapidly varying time series or for the

cases where, in addition to frequency information, the time of occurrence of the

frequencies is needed, the wavelet transform is used. The wavelet transform has

wide variety of applications in economy and medical fields in addition to the

science and engineering. The continuous wavelet transform (CWT) of a square-

integrable function f(t) is the convolution of f(t) with a translated and scaled

version of the basic signal (called mother wavelet), ψ(t), and is given by

Wt,ψ(s, d) =
1√
|s|

+∞∫
−∞

f(t)ψ∗
(
t− d
s

)
dt (3.23)

where, ψ
(
t−d
s

)
is called daughter wavelet as it is derived from mother wavelet

by translation and scaling and the superscript (∗) on it represents its complex

conjugate; s and d are the scaling and shift (dilation) parameters. The factor

1/
√
|s| is used for normalization. The mother wavelet ψ(t) should satisfy the

admissibility condition, which is given below:

Admissibility condition: The admissibility factor (Cψ) should be finite, i.e.,

Cψ =

+∞∫
−∞

|Ψ(ω)|2

|ω|
dω <∞ (3.24)

where Ψ(ω) is the Fourier transform of ψ(t). This condition is required to ensure

that the inverse transform is possible. With this condition the wavelet function

must have zero mean and localized in both time and frequency space. Thus, the

Gaussian or rectangular windows do not satisfy this condition as they can be

localized but are of non-zero mean [Farge, 1992].

Examples of wavelets: Depending on the type of signal to be analyzed, various

types of mother wavelets are used, for example, Morlet, Haar, Mexican hat,

derivative of Gaussian, etc. Here we discuss about Morlet wavelet as it is the

most widely used mother wavelet in geophysical applications. The Morlet wavelet

consists of a plane sinusoidal wave modulated by Gaussian as given below in Eq.

(3.25) and is depicted schematically in Figure 3.4.

ψo(η) = π−1/4 ejωoη e−η
2/2 (3.25)



86 Chapter 3. Time Series Analysis Methods

Figure 3.4: The Morlet wavelet (bottom) along with its composite functions <(ejωot)

and e−t2/2 (top) are shown (< means real part).

Figure 3.5: Morlet daughter wavelets with different scales and translations. The

scaling parameter makes the wavelet function broader, while the translation pa-

rameter just translates the central position.

where, η is a non-dimensional time parameter and ωo is the non-dimensional

frequency which has been taken as 6 to satisfy the admissibility condition [Farge,

1992]. A few daughter wavelets obtained by translation and scaling of the Morlet

function are shown in Figure 3.5. One can note that with increasing scale (s), the
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width of the scaling parameter increases. The scale is inversely proportional to

frequency; larger scales correspond to smaller frequencies and expanded daughter

wavelet.
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Figure 3.6: Box representation of the time and frequency resolutions for Fourier,

STFT, and wavelet transforms. One can note that for wavelet transform, with

increasing frequency the time resolution also increases.

Figure 3.6(c) shows the box representation of the frequency (1/scale) and time

(translation) for the wavelet transform. For comparison, the box representations

for Fourier and STFT are shown in Figure 3.6(a) and Figure 3.6(b). One can

see that for wavelet transform, for the lower values of scales (i.e. higher frequen-

cies) the time resolution is good and for the higher values of scales i.e., for lower

frequencies the time resolution is low. Whereas, Fourier-transform does not pro-
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vide time information and STFT has limitations as explained in previous section.

Thus, the wavelet transform provides flexible time-frequency window which ad-

just automatically; shrinks down while observing higher frequency components

and expands for low frequency components.

In choosing the wavelet function several factors should be considered [Torrence

and Compo, 1998]. Some of them are given below:

(a) Complex or real: A complex wavelet function captures both amplitude

and phase of the signal which are essential parameters for geophysical appli-

cations. Also, complex wavelets are better adapted for capturing oscillatory

behavior. Whereas, real wavelets are used to isolate peaks or discontinuities.

(b) Width: The width is defined as the e-folding time of the wavelet ampli-

tude. A narrow width (in time) function will provide better time resolution

and poor frequency resolution, while a broad function will provide better

frequency resolution and poor time resolution.

(c) Shape: Depending on the type of variations in the signal to be studied, the

shapes of the wavelet functions are chosen. For example, for sinusoidal type

variations Morlet, and for sharp jump in signal, Haar functions are used. If

one is primarily interested in the wavelet power spectra only, then the choice

of wavelet function is not critical, and any one of the functions will give the

same qualitative results as the other.

3.2.3.3 CWT of Discrete data

In practice, the measurements carried out are discrete in time. Let, xn, n =

0, 1, ...N − 1, be the discrete time series, then the wavelet transform is given by

[Torrence and Compo, 1998]

Wn(s) =
N−1∑
n′=0

xn′ψ∗
[

(n
′ − n)δt

s

]
(3.26)

where, δt is the spacing of the time series data points. By varying the time

index, n, and translating it one can calculate the wavelet coefficients. A faster

method to calculate the wavelet coefficients can be obtained by using convolution
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theorem. According to the theorem, the wavelet transform will be the inverse

Fourier transform of the product of the Fourier transforms of the signal (x̂k), and

the conjugate of the mother wavelet [Daubechies , 1988].

Wn(s) =
N−1∑
k=0

x̂kψ̂
∗(sωk)e

iωknδt (3.27)

where x̂k is the Fourier transform of xn and is given by

x̂k =
1

N

N−1∑
n=0

xne
−j2πkn/N (3.28)

and the Fourier transform of the function ψ(t/s) is given by ψ∗(sωk). The angular

frequency ωk, is defined by:

ωk =

 2πk
Nδt

if k ≤ N/2

− 2πk
Nδt

if k > N/2
(3.29)

The wavelet function is in general complex, so Wn(s) is also complex. The

power is given by |Wn(s)|2. The amplitude of the signal is given by |Wn(s)|

and the phase is given by tan−1[={Wn(s)}/<{Wn(s)}], where, ={Wn(s)} and

<{Wn(s)} are the imaginary and real parts of Wn(s). Below we explain some

features of the wavelet transform.

Choice of scales:

For convenience, wavelet scales are usually chosen at fractional powers of 2:

si = s02
iδi, i = 0, 1, ......, I (3.30)

I = δi−1 log2(Nδt/s0) (3.31)

where s0 is the smallest resolvable scale and I determines the largest scale. The

s0 is chosen in such a way that the corresponding Fourier period is approximately

2δt (δt being the sampling interval for discrete data sets). For the Morlet wavelet,

a δi of about 0.5 is the largest value that still gives adequate sampling in space.

Smaller values of δi give finer resolution [Torrence and Compo, 1998].



90 Chapter 3. Time Series Analysis Methods

Wavelet Scale and Fourier Frequency

Meyers et al. [1993] showed that the wavelet scales are not necessarily inversely

proportional to the frequency. The relationship can be derived analytically for a

particular wavelet function by substituting a cosine function in (3.27) and com-

puting the scale s at which wavelet spectral power is maximum. For Morlet

function, with ωo=6, the relation is λ = 1.03s, where λ is the Fourier period.

This indicates that for Morlet wavelet the wavelet scale is almost equal to the

Fourier period.

Cone of Influence

In practice, the time series data are of finite-length and thus errors will occur

at the extreme ends of the wavelet power spectrum as Fourier transform for the

wavelet analysis assumes data to be cyclic. One solution is to pad the time series

at both ends by zeros to bring the total length N up to the next higher power of

two. This makes the transform faster and limits edge effect. The process of zero

padding introduces discontinuities at the endpoints and for larger scale variations

it reduces the amplitude near the edges. The cone of influence (COI) is the region

of the wavelet spectrum in which edge effects become important. It is defined

as the e-folding time for the autocorrelation of wavelet power at each scale. For

Morlet wavelet the e-folding time (τs) is given by τs =
√

2s.

Figure 3.7 shows the wavelet transform of the same EEJ data set that has

been analyzed with other two methods. From the wavelet spectra one can see

the presence of all the tidal and planetary wave components along with their

temporal information. Notably, the same periodicities as seen in the cases of

Fourier transform and Lomb-Scargle method are also clearly visible here along

with their temporal occurrences. From this wavelet transform, one can find the

amplitudes and phases of particular period with respect to time. For example,

Figure 3.7(b) shows the amplitude spectra of semidiurnal tides (period=0.5 day).

One can note that the amplitude is very high at around DOY 14-15 of 2013.

Similarly, the diurnal period is maximum throughout the period of observation.

The presence of quasi-2-day (between DOY 16-20) and 8-9 days can also be
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Figure 3.7: (a) The wavelet transform of the EEJ strength for the month of January

2013 as shown in Figure 3.1(a). The occurrence of the same periodicities as seen in

the cases of Fourier transform and Lomb-Scargle method are clearly visible along

with their temporal occurrences. (b) The amplitude spectra of the semidiurnal

component is shown. The dashed horizontal line in (a) marks the place of the

semidiurnal component and the dashed-dotted lines represent the cone of influence.

noted. The wavelet spectra of two independent data sets can be compared for

the investigation of the simultaneous occurrences using the cross-wavelet (scalar

multiplication of the wavelet spectra of the two individual data sets) spectra.

The scope of wavelet analysis is very broad and we will see its application in the

investigations of the coupling of the atmospheres in the next chapters.

3.3 General Discussion

The natural processes are continuous, but, the data that we obtain are sampled

at discrete intervals due to various practical considerations. The maximum fre-

quency that can be obtained from a given data sampling rate is equal to 1/(2

times of sampling interval), i.e., Nyquist frequency. While sampling the data sets,



92 Chapter 3. Time Series Analysis Methods

we must take into account that the signal that we are interested in should have

frequency lower than the Nyquist frequency of the time series to be made. Also,

there occurs aliasing of frequencies due to inappropriate sampling. Here is an

example of frequency aliasing: Consider, we have a signal y(t) = cos(2πt ∗ 9) as

shown in Figure 3.8. Now we sample the same signal at equally spaced intervals

as shown in figure by circled points. So, a spectral analysis will show a prominent

peak at a frequency as if it is generated by the dashed line. This occurred due

to under sampling of the data sets. This type of aliasing problem can be avoided

by having enough samples and more appreciably by taking random sample. On

the other hand, while studying a low frequency signal, a high frequency signal

can also contribute to the power of it as observed in the case of Figure 3.8. In

order to avoid any false contribution to the low-frequency components from high

frequency ones a low-pass filter may be used. Also, still lower frequency compo-

nents (like seasonal components) can also contribute to the power of moderate

frequency components. These type of seasonal behavior can be removed by de-

trending the time series using least square fitting of the seasonal components.

Wavelet transform needs equally spaced data as input and it is one of its limi-

tations. But the property of the wavelet that it automatically filters out various

frequency components makes it less vulnerable to frequency aliasing unless there

is a situation as shown in Figure 3.8 that arises due to insufficient sampling. A

comprehensive review of some of the spectral analysis methodology can be found

in Tary et al. [2014].

Figure 3.8: An example of frequency aliasing that arises due to inappropriate

sampling.
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3.4 Summary

In this chapter, the time series analysis methods that are used in this thesis work

are presented briefly. The Fourier transform is best suited for finding frequency

components in an equally spaced time series. Lomb-Scargle is an equivalent

method for the period analysis of unequally spaced data and is also suitable for

equally spaced data points. For understanding the cause and effects of certain

phenomena/processes the time of occurrence is very often an important informa-

tion. In such cases, the Wavelet transform is used for retrieving the time and

frequency information simultaneously. The aliasing (leakage of spectral power

to a lower-frequency component which actually is not present in the time series)

occurs in the frequency spectrum due to sampling issues. The aliasing problem

can be alleviated by choosing or testing random samples or unequally spaced time

series.





Chapter 4

Dependence of Vertical Coupling

on Solar Activity

4.1 Background

In this chapter, we present the wave dynamical vertical coupling of the atmo-

spheres and its variation with solar activity. The wave dynamical characteristics

of both shorter and longer period waves are discussed here. For the study of

shorter period waves, high data cadence is required, which are available mainly

through ground-based study. However, for studies of waves of longer periodici-

ties, data sets from ground, satellite, and assimilative models can be used. As

explained in Chapter 1, the propagation and dissipation of waves depends on

the background condition, which varies with solar activity. Thus, the wave influ-

ence on the upper atmosphere shows solar activity dependence. In this chapter,

results obtained on the vertical coupling of atmospheres and its solar activity

dependence for long and short time-scale are presented. Long and short period

waves are presented in sections 4.2 and 4.3. A summary is presented in section

4.4.

95
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4.2 Longer Period Waves (Planetary-Scale)

In this section, we will examine influences of large-scale (planetary-scale) waves

on the upper atmosphere in the context of wave dynamical vertical coupling of

atmospheres.

4.2.1 Introduction

With the advent of various advanced ground- and satellite-based measurements,

which provide information on the temporal variation and altitude structure of

a given parameter for a given location, it is found that various layers are, to a

significant extent, dynamically coupled [e.g., Immel et al., 2006; Pallamraju et al.,

2012]. The dynamical coupling between lower and upper atmosphere can happen

by the propagation of waves of various time-periods and scale-sizes. The wave

influence is mainly through the dissipation of gravity waves [e.g., Hines , 1960;

Hocke and Schlegel , 1996; Fritts and Alexander , 2003], tides [e.g., Forbes , 1982;

Pedatella and Forbes , 2010] and planetary waves [e.g., Salby , 1984; Forbes , 1995;

Pancheva et al., 2008]. The wave dynamics in the upper atmosphere can be due

to the superposition of waves due to all the sources mentioned above.

Planetary waves are global-scale oscillations in the neutral atmosphere with

periods between 2-30 days [Salby , 1984] and wavelengths of the order of the radius

of Earth. The most commonly observed planetary waves which, in general, are

produced in the troposphere, are of periods that are around 2, 5, 10, 16, and

25 days. These planetary waves are identified as manifestations of the normal

modes of the atmosphere [Salby , 1984]. From a numerical study, Salby [1981a]

had shown that depending on the background atmospheric conditions such as

non-isothermality, magnitude and direction of winds, these normal modes can

undergo spectral broadening, dissipation, and Doppler shifts.

The 5-day wave is generally referred to as a westward propagating rotational

Rossby mode wave of wavenumber one and having a period of 4 - 6.5 days [Salby ,

1981b, 1984; Meyer and Forbes , 1997; Niranjan Kumar et al., 2012; Sassi et al.,

2012]. The 10-day (theoretically, 8.3 - 10.6 days [Salby , 1984]) wave is also a west-
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ward propagating Rossby-normal-mode of wavenumber one. The 16-day wave

is the second symmetric Rossby-normal-mode resonant oscillation of the atmo-

sphere. Depending on the background atmospheric conditions, the 16-day wave

can have periods between 11.2 - 20 days with 16-day as median value [Salby ,

1984]. The 25-day wave is also a normal-mode and may be distorted by the back-

ground flow due to its slow movement. The behavior of these planetary waves,

or Rossby-normal-modes, shows dramatic features, such as amplification, prop-

agation to upper atmosphere, etc., during SSW events. Details of the ambient

conditions of the atmospheres during SSW events have been presented in Chapter

1. Though the SSW is a polar latitude event, it is found that it influences the

dynamics of the low-latitude atmosphere-ionosphere system significantly through

atmospheric coupling [e.g., Fejer , 2011; Chau et al., 2012; Guharay and Sekar ,

2012], in particular, the 16-day mode planetary wave has been found to be highly

associated with SSW activity [Pancheva et al., 2008].

The dynamical coupling between the lower and upper atmosphere in terms of

planetary waves has been a subject of intense research [e.g., Fejer , 2011]. From

theoretical and modeling studies, it is demonstrated that the planetary waves

do not propagate directly above about 100-110 km [Pogoreltsev et al., 2007].

However, their influence is communicated through their interaction with other

dynamical features and are reported in various parameters in the MLT and iono-

sphere (MLTI) regions, such as, mesospheric wind [e.g., Gurubaran et al., 2001],

mesospheric temperature [e.g., Sassi et al., 2012], TEC [e.g., Goncharenko et al.,

2010; Sripathi and Bhattacharyya, 2012], mesospheric airglow [e.g., Takahashi

et al., 2002], EEJ [e.g., Parish et al., 1994; Abdu et al., 2006; Vineeth et al., 2007]

and F-region ionospheric parameters [e.g., Fejer , 2011; Chau et al., 2012]. It is

suggested that the planetary wave influence is transmitted to the MLT region by

three possible mechanisms: i) through interaction with propagating gravity waves,

ii) through interaction with tidal waves, and iii) the electrodynamical coupling

in the E-region (80 - 120 km) at equatorial-latitudes. This third mechanism,

in turn, contributes to the modification of several equatorial- and low-latitude

phenomena such as the EIA and the ETWA.
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While long-period tidal and planetary wave type variations of periods 2-30

days can be studied using satellite-based measurements of atmospheric parame-

ters, simultaneous ground-based measurements of emissions originating at multi-

ple altitudes have the advantage that they provide information at a high temporal

cadence on the wave dynamics that are present at those altitudes at the same

time. The importance of the ground-based investigations of the daytime upper at-

mospheric dynamics has, in the recent past, been gaining momentum, especially

due to several results that showed an influence of daytime upper atmospheric

phenomena on the nighttime plasma processes [e.g., Raghavarao et al., 1988b;

Sridharan et al., 1994; Pallam Raju et al., 1996; Pallamraju et al., 2004; Pal-

lamraju and Chakrabarti , 2006; Pallamraju et al., 2010; Valladares et al., 2001;

Prakash et al., 2009].

The objective of this section is to characterize the upper atmospheric response

to various forcings from above (solar input) as well as below (waves in general).

In this regard, an effort has been made to investigate the dynamical coupling be-

tween lower and upper atmospheres in terms of planetary wave signatures during

different levels of solar activity. The wave dynamical behaviors of atmospheres at

various altitudes are investigated for inter-relationships and compared with the

influence of solar variability to assess the relative response of the upper atmo-

spheric behavior to the solar versus the lower atmospheric influences.

4.2.2 Data Set

To study the vertical coupling of atmospheric regions, measurements representing

different altitudes of the atmosphere are considered. As mentioned in section

2.3 the dayglow emission intensities at OI 557.7, OI 630.0, and OI 777.4 nm,

represent altitude regions approximately at 130 km, 230 km, and peak height of

the F-region, respectively [Kulkarni , 1976; Witasse et al., 1999; Pallamraju et al.,

2013]. TEC is known to represent the variability the ionosphere. The variability

of the EEJ strength (which originates at around 105 km altitude) represents the

behavior of the lower thermosphere. The details of TEC and EEJ measurements

can be found in section 2.5.
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To investigate the behavior of lower atmosphere, stratospheric winds are used.

The National Centers for Environmental Prediction (NCEP) and National Cen-

ter for Atmospheric Research (NCAR) have cooperated in a project (denoted

“reanalysis”) which involves the recovery of land surface, ship, rawinsonde, pilot-

balloon, aircraft, satellite, and other data [Kalnay et al., 1996]. Daily-averaged

and 4 times a day data at a 2.5°× 2.5° latitude-longitude grid for the whole globe

and for 17 pressure levels from the Earth’s surface up to 10 hPa for several atmo-

spheric parameters (wind, temperature, pressure, etc.) are made available. For

the current study, the zonal wind at 10 hPa (which approximately corresponds to

an altitude of 30 km) is used to assess the characteristics of the planetary waves

in the lower atmosphere.

The dayglow emission intensities for January to March of the years 2011 and

2012 are used here. As the investigations in this study pertain to the effect of

large-scale (planetary) waves on the upper atmosphere, the results are expected

to be independent of the view orientation of dayglow emission intensity chosen,

so we used only the northernmost viewing direction (as shown in Figure 2.13)

data in this study.

During our observational period, GPS-TEC data from stations within Indian

longitudes and in the vicinity of northern hemisphere’s crest-location of the EIA

were either irregular or not available. So, as the winter anomaly subsided in this

low solar epoch [Nanan et al., 2012], TEC data from a magnetically conjugate

location in the southern hemisphere, (Diego Garcia: Geog. Lat. 7.27° S, Long.

72.4° E; 15.3° S MLAT), has been used. Further, it is expected that the variations

between these two conjugate locations are nearly identical. Moreover, compar-

isons of the standard score of the hourly averaged daily afternoon TEC from a

GPS receiver near the northern hemispheric EIA crest region (for those days on

which data were available) showed similar temporal variations with that of the

Diego Garcia. In fact, for the year 2011 the standard score (z = (xi− x̄)/σ; where

x is daily daytime averaged TEC, σ is standard deviation, and x̄ is the mean of

all x’s) of the common data from the two stations nearly overlay on each other

as shown in Figure 4.1. For the year 2012 there were minor differences at smaller
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timescales (periods of 2-3 days).

Figure 4.1: The standard score (z) of the TEC obtained from the northern and

southern crest of EIA are shown. The northern crest TEC data corresponds to

Ahmedabad and the southern crest corresponds to Diego Garcia Island. For this

Figure the Ahmedabad data for 2011 has been obtained from GAGAN project and

the 2012 data is from the receiver in Physical Research Laboratory. As there are

less data sets available for northern crest in 2012, we used Southern crest data in

this chapter.

4.2.3 Results and Discussion

Figure 4.2 shows all the clear sky days’ dayglow data of January to March for

the years of 2011 (left panel) and 2012 (right panel). The subplots (a) & (d),

(b) & (e), and (c) & (f) show daily dayglow emission intensity variations in

Rayleighs at OI 777.4, OI 630.0, and OI 557.7 nm, respectively. The data gap

around noon-time arises due to strong solar glare which enters directly into the

slit of the spectrograph and saturates the CCD, thereby preventing any useful

measurements. For the dayglow emission intensities, the durations covered in this

study are from DOY 7 to 90 for 2011 and from DOY 12 to 85 for 2012 comprising

52 and 35 days in those years.

The production mechanisms for the OI 630.0, OI 557.7, and OI 777.4 nm

emissions are given in Chapter 2. As the production mechanisms are dependent

on the solar ionizing radiation available at a given location, the SZA dependent

variation is an inherent feature as can be seen in Figure 4.2. In addition to the

SZA-dependent variation, the dayglow intensity variations are also expected to

contain the neutral dynamical features of both shorter-scale (gravity wave) and
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Figure 4.2: The daily dayglow emission intensities at the three wavelengths: OI

777.4 nm, OI 630.0 nm, and OI 557.7 nm for all the clear sky days during January

to March of 2011 (left panel) and 2012 (right panel) for the 38° elevation angle

with respect to North (as shown in Figure 2.13). Days covered in this study are

from DOY 7 to 90 for 2011 and from 12 to 85 for 2012. The smooth curves in

the two lower panels are the dayglow emissions as estimated using the Zhang and

Shepherd empirical model [Zhang and Shepherd , 2004, 2005] for DOY=40. It can

be noted that the dayglow emission intensities are higher in 2012 due to higher

solar activity as compared to 2011.

longer-scale (planetary wave) periodicities. There are periodicities in the gravity

wave regime (few minutes to few hours) in all these emissions, which will be

discussed in section 4.3. The solid black lines in panels (b) & (e), and (c) & (f)

of Figure 4.2 are the empirical model predictions for OI 630.0 nm and OI 557.7

nm as presented by Zhang and Shepherd [2004, 2005]. To repeat, these models

are based on measurements made by WINDII and the inputs to them are the

SZA and solar F10.7 cm flux on that day. It may be noted that these models are

applicable for SZA < 80°.

Although the daily variation of dayglow intensities averaged during various

local time hours reveal that the planetary wave type periods near to 5-day, 10-day,

and 16-day are found to be present at all local times from morning to evening,

only the averaged afternoon (1430 to 1730 local time, LT) dayglow intensity data

are used here, as the data during this period has fewer gaps and is present for

greater number of days. In Figure 4.3, panels (a) shows the dayglow emission

intensities at the three wavelengths, (b) shows the daytime peak-EEJ strength
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Figure 4.3: Daily variations of dayglow intensities averaged during 1430 to 1730

LT are shown in panels (a) and (d) for 2011 (left panel) and 2012 (right panel).

The dashed lines in (a) and (d) are the solar zenith angles at 1600 LT. The daytime

peak-EEJ variations are shown in middle panels (b) and (e). TEC values averaged

during 1430-1730 LT and SSN are shown in the bottom panels (c) and (f). 3-day

moving average curves are over-plotted in each of the EEJ strength and TEC data.

While calculating this running mean of EEJ strength the DOY 33, 34 (SSW days)

of 2011 and DOY 24 (magnetic storm of Disturbance-storm-time (Dst) index of

-90 nT) of 2012 are excluded.

values, and (c) depicts the TEC and daily SSN values. The left panel is for the

year 2011 and the right panel is for that of 2012. These two data durations in 2011

and 2012 have almost the same SZA variation but have different solar activity

levels. SZA at 1600 LT (average of 1430 to 1730 LT) of each day is plotted in the

top panel as the dashed curve. The gross increase in the magnitudes of dayglow

emission intensities and the TEC values as seen in 2012 are mainly in response

to the increased solar activity (as the period chosen has similar SZA variation).

The TEC values show similar behavior with that of the SSN in 2011 to a larger

extent as compared to 2012. Lesser similarity of TEC with SSN in 2012 may be

due to the mixed influences of solar and lower atmospheric wave activity, which

will be described in the next section.
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[18] Detailed analysis on the periodicities of solar flux and
associated effects [e.g.,Willson, 1982] shows that there exist
several periodicities (e.g., 10, 15, 19, 21, 22, 23, 24, 25, and
26 days) in the variation of the sunspot areas (sizes). It is
plausible, then, that the long‐timescale periodicities in the
dayglow as indicated above are a response to the variations
in the solar flux incident on the upper atmosphere. To study
this aspect further, we investigated the variations in the
mean daily brightness of the dayglow, daily sunspot
numbers, and the EEJ strengths as a function of day of the
year. It can be seen from Figure 8 that there is a striking
similarity in the behavior of sunspot number variations
and that of the OI 630.0 nm dayglow (although some
days’ OI 630.0 nm dayglow data are unavailable). This
tandem variation between them makes us believe that the
observed long‐timescale periodicities in the dayglow emis-
sion brightness are indeed due to the variations in the solar
flux. To quantify the effect of solar flux variation on that of
the redline (OI 630.0 nm) dayglow emission brightness, we
isolated the variations of different periodicities in all the
data sets (after interpolating the missing data in the dayglow
and the EEJ) by employing a band‐pass filter and compared
them with one another. Figure 9 shows four graphs of the
band‐pass‐filtered components of 9–12 days, 12–15, 18,
and 24 days in the OI 630.0 nm dayglow, the sunspot
numbers, and the EEJ. The comparison between them clearly
shows that the sunspot variations correlate very well with
the dayglow emission variations in all these periodicities
with the coefficients varying from 0.7 to 1.0.
[19] There seems to be a good match between the dayglow

emissions (solid line) and the EEJ strengths (dotted line)
only for the 18 day filtered period Figure 9c. To assess
if there is any physical significance to this similarity in the
18 day periodicity between the dayglow and the EEJ, we
carried out similar analyses on all the data sets for the year
2000; however, we did not find any such coherency between

Figure 7. Power spectrum of OI 630.0 nm dayglow emis-
sion brightness along with the spectra of daily sunspot
numbers (SSN), and the equatorial electrojet for the year
2001. The periodicities in the dayglow seen in this plot
are very similar to the ones that are seen in the solar irradi-
ance variations. The power spectrum of sunspot numbers
has been divided by 100 for better visualization.

Figure 8. Variation of the daily‐averaged brightness of the OI 630.0 nm dayglow emissions, the daily
sunspot numbers, and daily‐averaged equatorial electrojet strengths. The averaged dayglow emission
brightness varies almost in phase with that of the daily sunspot number and not the EEJ indicating that
the long‐timescale variability in the emissions are controlled by the variation in the solar flux.
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Figure 4.4: Variation of the daily-averaged intensity of the OI 630.0 nm dayglow

emissions as obtained from Carmen Alto, Chile, which has similar magnetic latitude

(10.5° S) as that of the Hyderabad (8.5° N). The daily sunspot numbers, and daily-

averaged equatorial electrojet strengths obtained by ∆HJic-∆HPiu are also shown.

The averaged dayglow emission brightness varies almost in phase with that of the

daily sunspot number and not the EEJ indicating that the long-timescale variability

in the emissions are controlled by the variation in the solar flux. (After Pallamraju

et al. [2010]).

At a first look of Figure 4.3, the 2011 dayglow variations show relatively

greater resemblance with that of the EEJ strengths as opposed to that in the

SSN. This is in contrast to a previous study using OI 630.0 nm dayglow, EEJ, and

SSN variations obtained during the high solar activity period of 2001 as shown by

Pallamraju et al. [2010]. That result is reproduced here as Figure 4.4, wherein OI

630.0 nm dayglow intensities were obtained from Carmen Alto (23.1° S, 70.6° W;

10.6° S MLAT) in Chile. Carmen Alto is located in similar magnetic latitude

as the present observing station, Hyderabad, but in the southern hemisphere.

Pallamraju et al. [2010] found that the OI 630.0 nm dayglow emission intensity

variations in 2001 followed very closely with that of the SSN and not the EEJ.

EEJ in the American longitudes had been obtained by subtracting the H values

obtained over a low-geomagnetic latitude station, Piura (Piu), from those of the

equatorial station Jicamarca, (Jic), (∆HJic-∆HPiu). The authors showed that

the solar periodicities of 9-12, 12-15, and 24 days, were present in the OI 630.0

nm dayglow data, which were not seen in the EEJ strength. As the 630.0 nm

dayglow production mechanisms depend on photoelectron and EUV fluxes, the
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co-variability in dayglow and SSN was found to be consistent. However, in the

present analysis of the data of 2011 the situation seems different, most likely

due to the lower solar activity during the year 2011 as compared to 2001. As

the variations in the dayglow emissions show similarity with lower atmospheric

and solar related variations to varying degrees, possible influences from the lower

atmosphere and direct solar forcing have been investigated. More quantitative

analysis are given below.

Lower Atmospheric and Solar forcings: It is known that the temporal

variation of various solar parameters such as SSN, F10.7 cm flux, and EUV flux

vary in similar fashion. However, in order to compare with the earlier published

data we have used variations in SSN in this study. To quantify the variability seen

in our data, Lomb-Scargle periodogram analysis has been carried out, as described

in Chapter 3 [Lomb, 1976; Scargle, 1982; Horne and Baliunas , 1986; Press and

Rybicki , 1989; Torrence and Compo, 1998]. Figure 4.5 shows the periodograms

(solid lines) for all the data shown in Figure 4.3 along with their respective 90%

false alarm level (FAL, dashed lines). Also, to investigate the possible wave

activity in the lower atmosphere, the zonal winds at 10 hPa pressure level are

also considered for analysis. Panels (a) to (g) show the periodograms of SSN,

TEC, OI 777.4 nm (DG7), OI 630.0 nm (DG6), and OI 557.7 nm (DG5) dayglow

intensities, EEJ strength, and zonal wind at 10 hPa level, respectively, for 2011.

Similarly, the right side panels (h) to (n) show periodograms of these parameters

for 2012. One can note that there are striking similarities in the periodicities

nearly at 5-6, 8-11, and 15-17 days between EEJ, OI 557.7, OI 630.0 and OI

777.4 nm emission intensities (although the amplitude in some cases is just below

the 90% FAL). These 5-6, 8-11, and 15-17 days periodicities are most likely due

to 5-, 10-, and 16-days free normal modes, respectively.

The zonal wind around our observation location (averaged over 10° -20° N

latitude, 75° -85° E longitude, and at 10 hPa pressure level which corresponds

to about 30 km altitude, obtained from NCAR/NCEP reanalysis) is treated as

an indicator of the presence of planetary wave activity [Sassi et al., 2012]. The

periodicities of 5-6, 8-11, and quasi-16-days (11.2 –20 days) that are seen in
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Figure 4.5: Normalized Lomb-Scargle periodograms are depicted for the parame-

ters shown in Figure 4.3. Panels (a) – (g) represents periodograms of SSN, TEC,

OI 777.4 nm, OI 630.0 nm, OI 557.7 nm dayglows, EEJ strength, and 10 hPa zonal

wind, respectively. Left panel is for the year 2011 and the right one is that for

2012. The tags: DG5, DG6, and DG7 stand for the dayglow intensities of the OI

557.7 nm, OI 630.0 nm, and OI 777.4 nm emission lines, respectively. The dashed

curves are the 90% FAL. Here the vertical arrows are traced to aid the eye and

to show the direction of influence, upward arrow (dashed) indicate waves of lower

atmospheric origin into the upper atmosphere and the downward arrows (dotted)

for the solar forcing on the upper atmosphere. It can be noted that the 5-6, 8-11,

quasi-16, and 25 days periods are present in all the atmospheric parameters and

22 day period is present in SSN and TEC in 2011. In the case of 2012, mixed

responses are seen. Periodicities of 5-6 day and quasi-16-day are present in all

the atmospheric parameters. However, the quasi-16-day period seen in the upper

atmosphere could be an influence from lower atmospheric origin below or from

above due to direct solar forcing.
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dayglow emission intensities and in the EEJ strength, are also seen to be present

in the low-latitude zonal wind at 10 hPa level for the year 2011 (upward dashed

arrows are drawn to aid the eye to show the possible forcing from below). It is

striking to note such a similarity, in spite of the fact that these are independent

measurements and result from different processes. Although the power level of the

25-day period is slightly lower than the 90% FAL, it is notable that its presence is

seen in all the lower and upper atmospheric datasets. It may seem that the 24-25

days periodicity in the all the atmospheric parameters (except the TEC, as it has

different production and transport mechanism) is due to Doppler shifted period

of solar 22-day period. However, it is believed that this is unlikely the case, as

(a) the TEC which is an atmospheric parameter responds to the solar 22-day

variation, while the other parameters do not, and (b) it is known that the 25-day

is a normal mode oscillation of the lower atmosphere [Sassi et al., 2012]. In 2011,

when the solar activity level was relatively lower (average SSN=35) as compared

with that of 2001 (average SSN=123), it seems that the forcings due to lower

atmospheric components in the upper atmosphere are dominant (Figure 4.5).

Further, as all the atmospheric parameters reported here are of different types

with their own individual sources of production or variation, the commensurate

amplification in amplitudes of the periods in these parameters are not expected as

they can have different damping and dissipation rate at their respective altitudes.

To investigate the characteristics of this coupling during other solar activity

levels, similar analysis was also carried out for the year 2012 (right panels). One

can see a mixed situation in the data observed for this year wherein the peri-

odicities that correspond to both solar and lower atmosphere are present in the

upper atmosphere. The 5-6 day periodicity is present in all the atmospheric pa-

rameters including TEC. The 8-10 day period, which is dominant in the 10 hPa

wind, seems also to be existing in other atmospheric parameters, such as EEJ

and 557.7 nm dayglow (though below the 90% FAL). Detailed analysis in earlier

works (Willson [1982]; Pallamraju et al. [2010]) of solar irradiance shows that

there exist various short-term periodicities of 7, 9, 10, 15, 19, 21, 22, 23, 24, 25,

and 26 days which may be due to the variation of the sunspot areas. One can
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see here that in 2012, the Lomb-Scargle periodogram of the sunspot number also

has significant power (FAL > 90%) in the 8-9 and 12-13 day periodicities. Thus,

the period of 13-15 day in the TEC and optical emissions could be due to the

solar forcings (modified by Doppler shift) as well. Especially, in this period range,

the periodicities seen in the upper atmosphere are also present in the datasets of

the 10 hPa level zonal wind and the EEJ. This indicates possible influence from

both solar forcing from above and lower atmospheric wave forcing from below

on the upper atmosphere and therefore, the relative effects cannot be obtained

unambiguously as these two are convolved effects.

Figure 4.5 shows that there are several wave periodicities that are common

to both the lower atmospheric and the upper atmospheric parameters. The

Lomb-Scargle periodograms provide information on the presence of a particu-

lar frequency in a given dataset, but not the time of occurrence of a particular

frequency. To investigate whether the periodicities obtained in these indepen-

dent measurements are, if at all, simultaneous in their duration of occurrence,

wavelet analysis is performed on all the individual datasets. Here, for the esti-

mation of the wavelet spectra, Morlet mother wavelet function is used [Torrence

and Compo, 1998]. For optical data, the analysis is restricted to only that du-

ration when almost continuous data is available (with at most two missing data

points/days being interpolated). For 2011, DOY 7-46 and for 2012, DOY 51-85

are used for the wavelet analysis. Figure 4.6 shows the wavelet spectra of all

the datasets shown in Figure 4.5. Panels (a) – (g) show the result of the wavelet

analysis of SSN, TEC, OI 777.4, OI 630.0, OI 557.7 nm emissions, EEJ, and

10 hPa zonal wind, respectively, for 2011. Right side panels show the wavelet

spectra of corresponding parameters for 2012. The x-axis shows the DOY and

the y-axis represents periods in days. Normalized power values are plotted in

each panel and the scale is given on the right. It is striking to note that several

periodicities, 5-6, 8-11, and quasi-16-days are seen nearly simultaneously in all

the atmospheric measurements in 2011 during DOY 20-45. The results arrived

at from this analysis add credence to the suggestion that there seems to be a

significant influence of lower atmospheric forcing on the upper atmospheric wave
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Figure 4.6: Normalized wavelet spectra showing the temporal occurrence of the

periods seen in Figure 4.5. One can note that the 5-6, 8-11, and quasi-16-day

periodicities occur in the same time duration in all the lower and upper atmospheric

parameters, especially, in 2011 (left panels) indicating lower atmospheric influence

on the upper atmosphere. In 2012 data shown in the right panels, 5-6 day and 8-10

day periodicities during DOYs 51-85 in all the atmospheric parameters and to some

extent in SSN occur simultaneously. The concomitant occurrence of quasi-16-day

period between DOY 5-35 in 10 hPa wind, EEJ, TEC, and SSN implies a possible

mixed influence from both solar and lower atmosphere on the upper atmosphere

in 2012. The two vertical dashed lines mark the onset of the minor SSW.
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dynamics. As can be seen in Figures 4.5 and 4.6, the solar influence is significant

only on the TEC variations in 2011.

For 2012, the occurrence of 5 and 10 days periodicities in similar duration

(DOYs 50-85) in TEC, all the optical emissions, the EEJ strength, and in the 10

hPa zonal wind shows the influence of the lower-atmosphere related processes in

the upper atmospheric regions. The quasi-16-day period is present simultaneously

in between DOYs 5 to 30 in all the atmospheric parameters, namely, 10 hPa zonal

wind, EEJ strength, and TEC. SSN also has a significant period of 10-15 days

in the same duration. This simultaneous presence of quasi-16-day periodicity in

atmospheric and solar parameters implies a possible influence both from lower

atmosphere and solar activity. It may be noticed that there is a broad similarity in

the overall wavelet contours of EEJ, TEC, and SSN. Therefore, the broad picture

that seems to emerge is that, the influences of both solar and lower atmospheric

regions are seen to exist in the upper atmosphere in 2012, as opposed to 2011,

when the influence from the lower atmosphere is dominant.

There was a minor-SSW event starting from DOY 32 in 2011 (shown by

vertical dashed lines in Figure 4.6), when the temperature at 60° N latitude and

at 10 hPa pressure level increased by more than 35°C within a week but the

zonal wind did not reverse, indicating that the event was a minor one. It is

important to note that several of the wave dynamical features (such as waves of

8-11, and quasi-16-days) occurred simultaneously even before the arrival of the

minor-SSW, which indicates that the vertical coupling of atmospheres in low solar

activity exists, irrespective of the occurrence of the minor SSW event. Similar

was the case for the minor-SSW event starting from DOY 18 in 2012.

The combined optical, radio, and magnetometer results presented here show

that the vertical coupling of atmospheres is stronger during low solar activity

epoch (2011) when the average SSN was 35. In 2012, when the average SSN

during our observation was 52, the effects of both the planetary wave associated

activity and that of the solar activity are seen in the upper atmosphere. Pallam-

raju et al. [2010] presented optical dayglow data from 2001 (when average SSN

was 123) and showed that almost all of its variations were of solar origin and
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none from the lower (MLT) region dynamics as manifested in the EEJ. The up-

per atmospheric behavior has conventionally been considered to be varying solely

under the influence of solar activity and to a much smaller degree on the lower

atmospheric forcings. Our results reveal a broader picture wherein, there seems

to be an interplay between the influences of lower atmospheric processes and so-

lar activity on the upper atmosphere. From the present results it is proposed

that, lower atmospheric behavior influences the upper atmosphere at least until

the SSN value of 35, there exists a transition from the influences of lower atmo-

spheric origin to a mixed behavior between average SSNs of 35 to 52 and another

transition from mixed effect to that purely of solar origin occur in between SSN

values of 52 to 123. Further studies with long-term data sets are required to as-

certain these boundaries more quantitatively in terms of the number of sunspots.

It is known that the planetary waves modulate the gravity waves and tides,

which then affect the upper atmosphere. Both, neutral and the plasma compo-

nents are affected due to such secondary effects of planetary waves especially in

the equatorial region. From modeling studies, Liu et al. [2010] have shown that

the gravity waves are more favorable to propagate to altitudes up to 150 km dur-

ing low solar activity period. The details of solar activity dependence of gravity

waves in the thermosphere are given section 4.3. Using numerical simulations,

Wan et al. [2012] have shown that the neutral coupling of the atmosphere via non-

migrating diurnal eastward wavenumber-3 (DE3) tidal influence decreases with

increasing solar activity, while the electrodynamical coupling remains unchanged.

Those results suggest that during higher solar activity, the influence of planetary

wave to the upper atmosphere would be smaller, which is similar to the result

reported in this study. Further, our detailed investigations using measurements

of multiple datasets not only provided empirical evidence to the conjectures and

modeling studies reported earlier but also characterized the vertical coupling of

atmospheres from lower to higher altitudes with solar activity.

Further, there are reports on the influence of the lower atmospheric forcing

(via planetary waves) on the upper atmospheric dynamics even in the high so-

lar activity epochs (wherein the SSN varied between 60 and 110) [e.g., Liu and
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Roble, 2005; Liu et al., 2010; Pedatella and Forbes , 2010]. On closer scrutiny,

we found that even though the solar activity was high, the lower atmospheric

forcings on the upper atmosphere occurred mainly during SSW events only, as

most likely the warming events provided additional sources of energy. Based on

our present results and simulation studies of [Wan et al., 2012] it can be seen that

the temperature and density gradients in the MLT height region play an impor-

tant role in the lower atmospheric wave propagation to the upper atmosphere. In

summary, our study indicates that the atmospheric conditions are favorable for

waves to propagate vertically in the low solar activity epoch. If there are SSW

events during such period, it would enhance the strength of the propagation of

waves enabling a stronger vertical coupling of atmospheres. During high solar

activity epochs the upper atmospheric dynamics are predominantly controlled by

those of solar flux variability and not of those due to the planetary wave type

effects from the lower altitudes. However, SSW events during high solar activity

period can enable vertical couplings from below.

4.2.4 Conclusion: Longer Period Waves

Data observed from multiple instruments showed that the planetary wave type

oscillations of periods 5-6, 8-11, quasi-16, and 25 days not only influence the

upper atmosphere through the electrodynamic coupling but also through the

neutral atmospheric coupling, as all the neutral and plasma parameters bear

the signatures of these oscillations. The relative importance of the forcing from

below and from above due to incidence of solar flux directly is found to be varying

with the strength of solar activity. Lower atmospheric influences on the upper

atmosphere are found to be stronger during the low solar activity period of 2011

compared to the moderate solar activity period of 2012. Dayglow data of the high

solar activity period (2001; Figure 4.4) showed a clear correlation in the behavior

of the upper atmosphere with that of the direct solar forcing but weaker to no

influence from lower atmospheric (from EEJ) wave activity [Pallamraju et al.,

2010]. Based on the influence/presence of planetary waves on the atmospheric

parameters and on the level of solar activity for the three different activity phases,
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it is proposed that: (i) the effect on upper atmospheric dynamics due to lower

atmosphere exists at least until the period when the average SSN is ≤35, (ii) there

is a transition from the lower atmospheric forcing to mixed behavior between

average SSNs of 35 to 52, and (iii) another transition from mixed effects to those

purely of solar origin occurs between SSN values of 52 to 123. SSW events enhance

the vertical coupling and are proposed to be responsible for enabling this coupling

even during high solar activity epoch.

4.3 Shorter Period Waves (Gravity Waves)

In the first part (section 4.2), wave-dynamical characteristics of planetary waves

at varying levels of solar activity are presented. In this section, we will deal

with the characteristics of shorter period waves (gravity waves) in the upper

atmosphere in the context of wave dynamical vertical coupling of atmospheres.

4.3.1 Introduction

It is known that most of the waves and instabilities present in the atmosphere

are generated in the troposphere. The troposphere is the region of the atmo-

sphere where the temperature gradient is negative and thus it supports significant

convective activity. Many of these waves can propagate upward and dominate

the motions at upper atmospheric altitudes [e.g., Hines , 1960; Laštovička, 2009;

Vadas and Liu, 2009]. The wave propagation into the upper atmosphere is af-

fected by various types of dissipations such as eddy diffusion, radiative damping,

wave-induced diffusion, non-linear wave-wave interaction, thermal diffusion, kine-

matic molecular viscosity, and ion-drag [Hines , 1960; Pitteway and Hines , 1963;

Lindzen, 1981; Fritts , 1984; Vadas and Fritts , 2005]. Among them, the first three

are dominant below the turbopause (∼100 km altitude) and the last three are

active above turbopause. At very high altitudes the last two are the only dissi-

pative factors. The waves are stable and do not interact with each other or with

themselves at lower amplitudes, but with decreasing atmospheric density, wave

amplitude increases and at some height the waves become unstable due to non-
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linear effects and break down. From numerical simulations, it was shown that the

non-linear wave-wave interaction is maximum at the MLT altitudes [Yiğit et al.,

2008]. Thus, many of these waves dissipate at mesospheric altitudes and accel-

erate the mean flow, which, in turn, excites secondary waves with much longer

horizontal scale sizes [Vadas and Liu, 2009]. The dominant dissipation param-

eters in the lower thermosphere are molecular kinematic viscosity and thermal

diffusivity [Vadas and Fritts , 2005]. The molecular kinematic viscosity (νmol) is

given by

νmol = 3.563× 10−7T 0.6/ρ [m2s−1] (4.1)

and the thermal diffusivity (αtd) is given by

αtd = κ/ρcp [m2s−1] (4.2)

where, κ is the thermal conductivity, ρ is the number density [kg.m−3], T is the

ambient neutral temperature, and cp is the specific heat at constant pressure.

Both the dissipation parameters are inversely proportional to density and weakly

proportional to temperature [Vadas and Fritts , 2005; Yiğit and Medvedev , 2010]

and are associated with transport processes.

Solar and lower atmospheric forcings at MLT heights has been studied widely

by many researchers using radar winds [Gurubaran et al., 2001; Kovalam et al.,

2006], Lidar [e.g., Rauthe et al., 2008; Hoffmann et al., 2011], sounding rocket

[Hirota, 1984], VLF radio sounding [e.g., Bošková and Laštovička, 2001], and

airglow measurements [Takahashi et al., 1992; Chakrabarty , 2004; Taylor et al.,

2007]. Though, the effects of individual gravity wave forcing into the thermo-

spheric regions have been studied to significant extent, the detailed dynamical

influence are not well-understood, particularly during daytime, due to lack of

continuous neutral atmospheric measurements spanning different levels of solar

activity. Satellite-based continuous measurements of dayglow are available [Shep-

herd et al., 1993], but the inherent constraints the satellite measurements have is

their poor temporal resolution that prevents a detailed study of gravity waves.

A few modeling works have so far been conducted to study the thermal and dy-

namical effects of the dissipation of gravity waves in the thermosphere during

varying levels of solar activity [e.g., Fritts and Vadas , 2008; Yiğit and Medvedev ,



114 Chapter 4. Dependence of Vertical Coupling on Solar Activity

2010]. The importance of gravity waves in the thermospheric dynamics has been

studied for long time and is reported in the literature [Hines , 1960; Hines , 1973,

1991; Lindzen, 1981; Hocke and Schlegel , 1996; Oliver et al., 1997; Chakrabarty ,

2004].

For the study of gravity waves at different altitudes of the thermosphere mul-

tiwavelength airglow measurement offers an affordable means. Nighttime airglow

measurements are widely used for the investigations of the thermosphere [Taylor

et al., 1997, 2007; Smith et al., 2000; Shiokawa et al., 2009; Lakshmi Narayanan

et al., 2010; Sekar et al., 2012], but due to the presence of lunar background these

measurements are not available during full-moon periods. Again, due to the tech-

nical difficulty of measuring the daytime airglow in the presence of the strong scat-

tered sunlight, few daytime measurements have been reported in the literature.

Further, in the recent past there has been an increase in the studies of daytime

upper atmosphere by ground-based measurements as innovative techniques have

become available [Pallamraju et al., 2000, 2002, 2013, 2014; Chakrabarti et al.,

2012; Marshall et al., 2011].

It is essential to understand the wave characteristics in the daytime as it has

been found that the daytime upper atmosphere prepares the background and

makes it conducive for the growth of seed perturbations that generate the post-

sunset plasma irregularities [Raghavarao et al., 1988b; Sridharan et al., 1994;

Mendillo et al., 2001; Pallamraju and Chakrabarti , 2006]. Thus, in order to

understand the seeding mechanism better it is required that the waves during

the daytime are characterized.

With increasing level of solar activity, the incoming extreme ultraviolet and

X-ray radiations increase which results in the change of background conditions,

such as, density and temperature in the thermosphere. Due to this varying back-

ground condition, the dissipation characteristics of the waves change. In section

4.2 we showed that the vertical coupling of atmospheres via the planetary wave

type variations is stronger during low solar activity and weaker during high solar

activity. In this section, an attempt is made to understand the behavior of the

thermospheric gravity waves by statistically characterizing their nature at dif-
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ferent levels of solar activity using the variabilities in the thermospheric oxygen

dayglow emission intensities that emanate from multiple altitudes and the EEJ.

4.3.2 Data Description

To investigate the behavior of the gravity waves in the thermosphere, the daytime

oxygen airglow emission intensities at multiple wavelengths and the EEJ strength

measurements have been used. Here also, the dayglow emission intensities at

wavelengths 557.7, 630.0, and 777.4 nm obtained by MISE from Hyderabad, India

are used. As explained in section 2.3, the altitudes at which the three oxygen

emissions at wavelengths 557.7, 630.0, and 777.4 nm emanate are about 130 km

(average of two peaks from 100 and ∼160 km), 230 km, and ionospheric F-peak,

respectively. So, the behavior of these three emissions can provide information on

the dynamical conditions prevalent at those altitudes. All the dayglow emission

data that are obtained from this instrument during January to March for the

years 2011 to 2013 are presented in Figure 4.7. The first two columns for years

2011 and 2012 have been shown in Figure 4.2. They are shown again along with

that in the year 2013 for the sake of completeness. The additional axis on the

top of Figure 4.7 represents the DOY and those DOYs on which the dayglow

data are available (marked below this axis). One may note that in addition to

the daily and seasonal solar zenith angle related variation, there are small-scale

(temporal) variations of minutes to a few hours in these emissions. The typical

uncertainties involved in the measurements are of the order of 100, 100, and 50

Rayleighs for the OI 557.7, OI 630.0, and OI 777.4 nm emissions, respectively.

As also indicated earlier, the data gap during the noon in all the years arises due

to the strong solar-glare saturating the CCD images. The variations present in

these emissions in the gravity wave regime are of interest in this study.

The EEJ strength data during the same interval (January to March) of the

three years are also used to obtain information on the waves at altitudes of around

105 km region. The details of EEJ data and measurements are given in section

2.5.1.

Background Conditions: Both the oxygen dayglow emission intensity and
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Figure 4.7: The daily values of the dayglow emission intensities for the three years

(2011 to 2013, left to right) of data available and for the three wavelengths (top

to bottom) are shown. The additional axes at the top represent the DOY. Those

DOYs on which dayglow data are available are marked below this axis. One can

note that in addition to daily broad solar zenith angle type variations, there are

also small-scale variations of minutes to a few hours. The typical uncertainties

involved in the measurements are of the order of 50, 100, and 100 Rayleighs for

the 777.4, 630.0, and 557.7 nm emissions, respectively.

Figure 4.8: (a) Sun-spot numbers during the January to March of 2011-2013 (left

to right). (b) Dst index values for the three months in these three years are shown.

It is noticeable that the values of sun-spot numbers increase from 2011 to 2013.

Also, the geomagnetic disturbances were more in number during 2012 compared

to other two durations of 2011 and 2013.
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the EEJ strength data are used in this study are collected during the January

to March of the years 2011 to 2013, as the sky was mostly clear during this

season and appreciable number of days of optical measurements were obtained.

It may be noted that during these observational windows, the solar activity was

at its rising phase of the 24th solar cycle as shown in Figure 4.8. The average

SSN during these durations in the three years were 35, 52, and 53. The Dst index

values are also shown in Figure 4.8(b), from which one can note that compared to

2011 and 2013, the year 2012 was a disturbed period with at least 6 geomagnetic

storms having Dst index below -60 nT. The detailed results from the analysis of

these data sets are presented below.

4.3.3 Results and Discussion

Figure 4.9(a) shows a sample daily variation of the OI 557.7 nm dayglow emission.

The dominant variability in this data is the SZA related variation with an emission

intensity maximum around noon and minima during twilights. In addition to this,

there are smaller scale variations. To quantify the periodicities of these smaller

scale variabilities, a 3-hour running mean is subtracted from the data to remove

the dominant smoothly varying zenith angle type variations. While doing this,

no interpolations are made for the noon-data gap. The dashed line in Figure

4.9(a) is the 3-hour moving average variation. The residuals are shown in the

same plot having both positive and negative values around zero. Since the data

are unequally spaced in time, the periodogram analysis is performed using the

Lomb-Scargle [Lomb, 1976; Scargle, 1982; Torrence and Compo, 1998] technique.

Details of these techniques are given in Chapter 3.

The periodogram of the residual is shown in Figure 4.9(b) along with the

95% significance level (or FAL). It can be noted that there are spectral peaks

at frequencies (periods) 0.8 hr−1 (75 min), 3.2 hr−1 (19 min), 4.2 hr−1 (14 min)

and 5.0 hr−1 (12 min). All such significant frequencies have been collated from

such an analysis for all the dayglow data (as presented in Figure 4.7) and also

for the EEJ strength data for the same duration. The frequencies beyond 95%

significance level are binned at a frequency interval of 0.25 hr−1. Then, a statistics
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Figure 4.9: A sample day analysis of the OI 557.7 nm dayglow emission intensity

for DOY 18 of 2013 is shown. (a) The daily variation of the dayglow emission

intensity along with the 3-hour moving average and the residuals are shown. (b)

Lomb-Scargle periodogram of the residuals obtained by subtracting the moving

averaged signal from the original dayglow intensities are shown. The dashed line

in (b) shows the 95% FAL. The frequencies with power >95% FAL are collated for

each day and for each wavelength (more details are given in text).

of the percentage number of days in which waves of a particular frequency bin has

occurred is made and is shown in Figure 4.10 for the dayglow emissions. In Figure

4.10, columns represent different years and rows represent different wavelengths.

The x- and y-axes represent frequency bins (in hr−1) or period corresponding to

that frequency bin (in minutes) and % of days on which waves in a frequency bin

have occurred. The numbers within the dashed rectangle, e.g., 176 for OI 777.4

nm in the year 2011, represent the total number of occurrences of gravity waves

with frequencies (or periods) greater than 0.33 hr−1 (less than 3 hrs) and less

than that of Brunt-Väisälä frequency at that altitude. It should be noted that

the Brunt-Väisälä frequency varies with height [Kelley , 2009] and is 5 hr−1 (12

min), 4.5 hr−1 (13 min), and 4 hr−1 (12 min) for the OI 557.7, 630.0, and 777.4

nm peak emission altitudes, respectively. The average SSN during the January

to March season of the years 2011, 2012, and 2013 are also shown in Figure 4.10.
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OI 777.4 nm

OI 630.0 nm

OI 557.7 nm OI 557.7 nm OI 557.7 nm

OI 630.0 nm OI 630.0 nm
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Figure 4.10: Statistics of various periodicities which occurred during January to

March in the years 2011 to 2013 (left to right) and for different emissions (a to c)

are presented. The dashed vertical lines mark the gravity wave frequency ranges

(0.33 hr−1 to Brunt-Väisälä frequency) at their respective altitudes. The numbers

within the dashed rectangle are the total number of percentage occurrences within

the gravity wave frequency ranges. For example, the number 176 for the OI 777.4

nm emission in the year 2011 is sum of all the percentage occurrences within the two

dashed lines at 0.33 and 4 hr−1. One can note that for the highest altitude emission,

OI 777.4 nm, the total percentage gravity wave occurrence days increase with year

and for the other two lower altitude emissions, 630.0 and OI 557.7 nm, it is higher

in 2013 compared to 2011. In the year 2012, there were 6 geomagnetic storms

within January to March and some of them were recurrent and so the gravity

wave behavior is not expected to represent purely that due to lower atmospheric

forcings.

It can be noted from Figure 4.10 that the total percentage occurrences of

gravity waves in all the three dayglow emissions are higher in 2013 as compared

to that in 2011. Also, as shown in Figure 4.8 the solar activity in the year

2013 is higher (<SSN>=53) compared to 2011 (<SSN>=35). As mentioned above,

in the year 2012, there were 6 geomagnetic storms with Dst indices less than

-60 nT, so this year has been opted out of this discussion as it is known that



120 Chapter 4. Dependence of Vertical Coupling on Solar Activity

storms influence both the neutral and electrodynamical conditions in the low-

latitude upper atmosphere [e.g., Mendillo, 1971; Prölss , 1980; Pallamraju et al.,

2004]. Thus, the observations in the years 2011 and 2013 suggest that with an

increase in the solar activity, the percentage occurrence days of gravity waves in

the thermosphere increase.

From modeling studies Yiğit and Medvedev [2010] showed that the two most

dominant dissipation parameters (molecular viscosity and thermal diffusivity)

that are very active in the lower thermospheric altitudes have higher values

(thereby implying greater dissipation of gravity waves) during low solar activity

as compared to high solar activity. The dissipated gravity waves deposit their mo-

mentum in the form of air-drag at the altitudes of dissipation. Figure 4.11 shows

a numerical simulation of the gravity wave drag estimated by Yiğit and Medvedev

[2010] for both high and low solar activity background conditions. The gravity

wave drag is a measure of the amount of waves dissipated in the medium. It

can be noted from Figure 4.11 that the gravity wave dissipation at thermospheric

 

Figure 4.11: The gravity wave drag, a measure of momentum deposited due to its

dissipation, as modeled by introducing the gravity wave parameterization into the

global circulation model, is shown. It can be seen that the model results indicate

that during high solar activity the gravity wave drag is less compared to low solar

activity, implying that these waves are dissipated in smaller amount during high

solar activity at lower thermospheric altitudes. (After [Yiğit and Medvedev , 2010]).
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altitudes are lower in high solar activity compared to that of low solar activity.

This happens, because of the fact that the two dominant dissipation parameters

at lower thermospheric altitude, namely, the molecular kinematic viscosity and

thermal diffusivity as given by Eqs. (4.1) and (4.2) are inversely proportional to

density. With the increase of solar activity the thermospheric densities at higher

altitudes increases (compared to lower solar activity) and thus there is a decrease

in dissipation of gravity waves at lower altitudes, so they can reach relatively

higher altitudes in the thermosphere during the high solar activity.

EEJ strength EEJ strength EEJ strength

(a) (b) (c)

Figure 4.12: Similar to Figure 4 but for the EEJ data. Here one may note that

the gravity wave occurrences in 2013 are little lower compared to that of 2011 and

lower frequency components occur more in number compared to that of higher

frequency.

Figure 4.12 shows similar statistics as that of Figure 4.10 but for the EEJ

strength. The total percentage number of days of gravity wave occurrence values

for the dayglow and EEJ strength are listed in Table 4.1, along with the altitudes

of the parameters measured. One can note that unlike the dayglow emissions,

where gravity waves are present in higher numbers during high solar activity year

of 2013, the statistics in EEJ show lesser number of total percentage occurrences

for the year 2013 as compared to that of 2011. In section 4.2 we showed that

for planetary wave-dynamics the vertical coupling of the atmosphere is stronger

during low solar activity compared to that of the high solar activity durations.

Here, for the gravity waves (which are of much smaller time-period and scale

sizes) we can see the same behavior in Figure 4.12. For simplicity, consider that

the lower atmospheric gravity wave generation is of same amount for both 2011

and 2013 during the January to March season. Then the gravity wave percentage

occurrences in the low solar activity year of 2011 are larger compared to 2013.
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Parameter Altitude Year

2011 2012 2013

OI 777.4 (nm) F-peak 176 208 284

OI 630.0 (nm) ∼230 km 234 216 415

OI 557.7 (nm) ∼130 km 323 240 376

EEJ str. (nT) ∼105 km 482 618 450

Table 4.1: The total number of occurrences of gravity waves with frequencies (or

periods) greater than 0.33 hr−1 (less than 3 hrs.) and less than that of Brunt-

Väisälä frequency at that altitude.

The dayglow emission intensities do not show behavior similar to EEJ, which is

due to the fact that they emanate from altitudes above the EEJ altitude and in

between these two altitudes the dissipation parameters vary with solar activity.

In the case of the year 2012 one can see unusually high number of gravity

wave occurrences in EEJ strength compared to other two years. This is oppo-

site to the observations in the case of dayglow in which it is lower compared to

other two years. This is most likely due to geomagnetic variations to which EEJ

and dayglow have varied responses. The dayglow emission can be affected by

both compositional and electrodynamical variations during geomagnetic storms

[Zhang and Shepherd , 2000; Culot et al., 2005; Pallamraju and Chakrabarti , 2005],

whereas, the EEJ strength is affected by local winds and by local and global

electrodynamic processes [Reddy and Devasia, 1978; Fejer and Scherliess , 1995].

During geomagnetic storms, the high-latitude heating events produce waves of pe-

riods in the higher gravity wave period range, called TIDs, which can propagate

towards low-latitudes and thus can influence the low-latitude upper atmospheric

dynamics and hence, the dayglow emission intensities. The EEJ is disturbed by

magnetospheric influences, such as, prompt penetration electric field, disturbance

dynamo electric field, etc. From Figure 4.12 one can see that in the year 2012

the occurrences of the lower frequency (1-2 hr−1) waves are higher compared to

the other two years, which is very likely due to occurrences of higher number of

geomagnetic storms. The 2012 data are presented here so as to appreciate the
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Frequency Year

range 2011 2012 2013

(hr−1) 777.4 630.0 557.7 777.4 630.0 557.7 777.4 630.0 557.7

(2–BV)/n; (H) 6.49 8.65 13.94 9.46 5.68 13.06 18.42 27.37 21.49

(1–2)/n; (L) 5.77 8.17 7.21 5.41 12.16 4.73 11.18 17.11 7.89

H/L 1.12 1.06 1.93 1.75 0.47 2.76 1.65 1.60 2.72

Table 4.2: Percentage occurrences per bin in the given frequency ranges and the ra-

tios of high (H) to low (L) frequency gravity wave occurrences. Where n represents

the number of frequency bins.

consequences of multifarious processes taking place during geomagnetic storms,

but are not included in the discussion on the comparison of wave activity between

high and low solar epochs.

From Figure 4.10 one can note that there is a differential behavior in terms of

the percentage occurrences of gravity waves in the high (2 to BV hr−1; H) and the

low frequency (1 to 2 hr−1; L) regimes, which is, the higher frequency components

occur in greater amount compared to lower frequencies. In order to study the

behavior of the high- and low-frequency waves, the frequencies that are shown in

Figure 4.10 are classified into two ranges of low-and-mid (1 to 2 hr−1) and higher

(2 to BV hr−1). The percentage number of days of wave occurrences per bin

(total percentage occurrences in all the bins divided by number of bins) in these

two ranges and the ratio between high to low (H/L) frequency ranges are given

in Table 4.2. One can note from the Table 4.2 that the number of occurrences of

high frequency components are higher compared to that of the low-and-moderate

frequencies for all the wavelengths, which can also be noted from Figure 4.10.

To quantify the differential characteristics of higher and low-frequency com-

ponents, the ratio of percentage occurrences as given in Table 4.2 are used. From

a comparison of the H/L ratio for the year 2011 with 2013 for all the wavelengths

one can note that in addition to the greater percentage occurrence during high

solar activity, the higher frequency components occurred in higher amount during

high solar activity compared to that of lower frequency. For example, the H/L ra-

tio of OI 777.4, 630.0, and 557.7 nm in 2013 are 1.65, 1.60, and 2.72, respectively
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and in 2011 are 1.12, 1.06, and 1.75. From these rations it is clear that 2013 H/L

ratios are greater compared to that in 2011. Thus, to summarize, this analysis

indicates that the waves of higher frequencies are more favored in the upper at-

mosphere compared to lower frequency and that they are far more in numbers

during higher solar activity periods. From numerical modeling simulation studies,

Fritts and Vadas [2008] showed that larger frequency components propagate in

larger amount to the upper atmosphere compared to lower frequency ones (figures

2 to 4 of their paper). They also showed that with the increasing solar activity

the larger frequency components propagate higher in altitudes. The ratios be-

tween high- to low-frequency occurrences as derived experimentally, in this study,

provide experimental evidence to the Fritts and Vadas [2008] simulation results.

4.3.4 Conclusion: Shorter Period Waves

The conclusions that can be arrived at from the investigations of gravity wave

variations are listed below:

1) In the upper atmosphere, the occurrences of periodicities in the gravity wave

regime are greater for the higher solar activity period (of year 2013) compared

to that of lower solar activity (of year 2011). The changes in the dissipation

parameters with changing solar activity are responsible for this.

2) Gravity waves of higher frequencies have been found to be present in greater

numbers at thermospheric altitudes compared to that of low-and-moderate

frequencies, which is independent of solar activity and is in accordance with

earlier simulation studies.

3) The ratios of high- to low-frequency gravity waves have been found to be

greater for higher solar activity epoch compared to that of relatively low solar

activity epoch, which provides an experimental confirmation for the earlier

simulation studies.

4) Like planetary waves, gravity waves also propagate to the MLT region in higher

numbers during low solar activity, but their dissipation at lower thermospheric
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altitudes is stronger during low solar activity compared to that of high solar

activity level.

4.4 Summary

In this chapter, we have discussed the wave dynamical vertical coupling of the

atmospheres for both short- and long-period waves. In both the cases we have

seen that wave influence from lower atmosphere to the upper atmosphere is more

efficient during low solar activity compared to high solar activity. But, due to

the changes in the background atmosphere the dissipation parameters are altered.

Due to such alteration, the gravity waves are dissipated more during the low solar

activity, especially in the lower thermosphere. Thus, the presence of gravity waves

in the thermospheric altitudes is predominant during high solar activity periods,

as their dissipation in the lower thermospheric altitudes is comparatively less.





Chapter 5

Dependence of Vertical Coupling

on Strength of SSW

5.1 Background

In Chapter 4, we have shown that the wave dynamical vertical coupling of the

atmospheres is solar activity dependent. Also, we have seen the signatures of

various planetary waves in both lower and upper atmospheric parameters, even

though their times of occurrences and magnitudes of spectral power are not the

same. Further, we have seen that the quasi-16-day planetary waves have higher

spectral powers around the occurrence of SSW. Since the emission intensity mea-

surements during the time of analysis were available for only three years (2001,

2011, and 2012), a general characterization of the influence of the quasi-16-day

waves related to SSW on the upper atmosphere and its solar activity dependence

is not performed. In order to study these features more extensively we have used

systematic data sets such as EEJ and TEC that span for several years and report

the results so obtained in this Chapter.

The low-latitude upper atmosphere of the Earth is dynamically coupled to

both lower atmosphere and high-latitudes. While the neutral motions are affected

via waves from the lower atmosphere and by temperature gradients created due

to incoming solar radiation, the plasma motions are driven by electrodynami-

cal processes. Since both plasma and neutral species share the same volume in

127
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space their motions are coupled to each other in the upper atmosphere. Waves

generated in the lower atmosphere propagate to the upper atmosphere under fa-

vorable background conditions and influence the upper atmospheric (or F-region)

dynamics by altering the conductivities of the E-region. This is because of the

fact that the F-region is electrodynamically coupled to the E-region, especially

over the low- and equatorial-latitudes.

Even though the SSW is a northern hemispheric winter time polar latitude

phenomenon, the whole atmosphere of the Earth responds to these large-scale

meteorological events [Fuller-Rowell et al., 2011]. During SSW events both merid-

ional and zonal circulation change their direction drastically ([e.g., Espy , 2003;

Cho et al., 2011] and more recently by [Laskar and Pallamraju, 2014]). Due to

this, there occurs significant variations in the dynamics from the troposphere to

the thermosphere. The waves propagating from the lower atmosphere face these

altered background conditions and hence get modulated. Also, during SSW events

the planetary waves, that are mainly generated in the troposphere, get amplified

and the stratospheric and mesospheric zonal winds are also altered drastically

rendering the conditions conducive for the propagation of the small-scale waves

which are already modulated by the planetary waves [Liu et al., 2010; Yiğit and

Medvedev , 2012]. The interaction between enhanced planetary waves and tides

and the interaction between tides and modified middle atmosphere modulates the

tidal components, which register their signature in the upper atmospheric param-

eters [Jin et al., 2012; Pedatella and Liu, 2013; Guharay et al., 2014]. Also, non-

linear interaction between planetary waves and tides produces additional waves

at sum and difference frequencies of the two original waves [Teitelbaum and Vial ,

1991] which fall mainly in the tidal domain.

The quasi-16-day waves are the strongest normal mode oscillation of the at-

mosphere [Andrews et al., 1987]. These waves are found in the upper atmosphere

throughout the years [e.g., Forbes and Leveroni , 1992; Forbes , 1995; Espy and

Witt , 1996; Luo et al., 2000], but their enhanced association with the SSW events

has been reported by many researches in recent times [e.g., Vineeth et al., 2007,

2011; Pedatella and Forbes , 2009; Sripathi and Bhattacharyya, 2012; Laskar et al.,
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Figure 5.1: Horizontal component of magnetic field (∆H) variations over Trivan-

drum (December 01, 2005 - March 31, 2006). Oval represents depletions in the

EEJ (i.e. CEJ). The line connecting the ovals depicts the shift of CEJ maxima

towards later local time with days (After [Vineeth et al., 2007]).

2013]. Using anomalies in the horizontal component of magnetic field (∆H) over

Trivandrum, Vineeth et al. [2007] showed that there occurs enhancement and de-

pletion in ∆H values with an approximate periodicity of 16 days (as shown in

Figure 5.1). They also showed that the afternoon counter electrojet (CEJ) event

minimum has a phase shift with respect to local time.

It is known that lunar gravitational pull on the Earth’s atmosphere produces

a strong semidiurnal (12 hours period) component. The EEJ daily variations

show this semidiurnal behavior very dominantly. It has been shown that the

lunar semidiurnal tidal effects on EEJ and TEC are enhanced [Fejer et al., 2010;

Park et al., 2012] during SSW. Also, there occurs a morning enhancement and

afternoon depletion in the equatorial ionospheric E×B (as can be seen in Figure

5.2) drifts and the maximum of perturbation shifts towards later local time with

day of the year. This has been explained to be due to the enhancement of the

semidiurnal tides due to effects that are present during SSW events, such as

amplification of planetary waves and alteration in circulation in both zonal and
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Figure 5.2: Daytime vertical E×B drifts measured over Jicamarca during (a) De-

cember 13 - 20, 2007 (control days) and (b) January 17 - 26, 2008 (around SSW

days), as function of local time. Data for different days are indicated with different

symbols and colors. The expected average and standard deviation of quiet-time

values are indicated with black solid and dashed curves, respectively, obtained from

the model of Scherliess and Fejer [1999] (After [Chau et al., 2009]).

meridional directions. The shift of the maximum towards later local times had

been explained to be due to the interaction of lunar-tide with solar semidiurnal

tide during SSW [e.g., Fejer , 2011].

All these earlier results presented above suggest that there is a connection

between SSW events, diurnal tides, and quasi-16-day waves, which may also vary

with solar activity. Mostly there are individual reports or case studies of SSW

events and general studies comprising many events are sparse. In this chapter we

study the atmospheric behavior during several SSW events at varying levels of
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solar activity to understand the SSW-time vertical coupling of atmospheres.

By studying large-scale oscillation using data sets such as the stratospheric

wind, EEJ strength, TEC, and multiwavelength dayglow intensities which orig-

inate from different altitudes of the upper atmosphere, it has been shown in

Chapter 4 that the planetary wave influence on the upper atmosphere is solar

activity dependent [Laskar et al., 2013]. From an earlier study of the long term

magnetometer data it was reported that the SSW related lunar tidal amplifica-

tion do not show solar activity dependence [Yamazaki et al., 2012]. But in a later

work using 100 years of mid-latitude magnetometer data from eight stations, Ya-

mazaki and Kosch [2014] reported that both lunar and solar semidiurnal tidal

influence on the upper atmosphere show solar activity dependence. Moreover,

using Jicamarca vertical drift velocity measurements Fejer et al. [2011] showed

that the lunar tidal perturbations are of smaller amplitudes during high solar

flux, compared to low solar flux condition. From numerical simulation [Pedatella

and Liu, 2013] and empirical data [Laskar et al., 2013], it has been shown that

the upper atmosphere is influenced dominantly by the lower atmospheric forcing

during low solar activity and the influences are weak during high solar activity.

So, to summarize the current understanding, it can be said that, it is well estab-

lished that during low solar activity epoch the upper atmosphere is influenced

dominantly by the lower atmosphere. But for high solar activity conditions the

agreement is not unanimous.

Here, in this chapter we report the results obtained from the investigations

on the behavior of the magnetometer based measurement of EEJ and GPS-based

measurement of TEC for low to high solar activity conditions to elucidate the

behavior of the upper atmosphere during SSW and at different levels of solar

activity. Clear signatures of the interaction between enhanced planetary waves

and tides during SSW and the resulting influence on the upper atmospheric EEJ

strength along with the TEC values are presented to demonstrate the vertical

coupling of atmospheres and its dependence on the strength of SSW at different

levels of solar activity.
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5.2 Data Set

To obtain information on the low-latitude coupled ionosphere-thermosphere sys-

tem during SSW and at different levels of solar activity, the EEJ strength and

TEC data are used in this study. The details of these data sets can be found

in section 2.5. Hourly averaged EEJ data are obtained from the geomagnetic

observatories of the Indian Institute of Geomagnetism. The TEC data has been

obtained from a southern hemispheric station, Diego Garcia (7.27° S, 72.4° E;

15.3° S MLAT), that is located approximately in the same longitude sector as that

used for obtaining the EEJ strength. Moreover, this station falls right below the

southern crest of the EIA. While calculating vertical TEC values in low-latitudes,

satellites with elevation angles greater than 50° are considered which remove the

dependence of TEC on ionospheric pierce-point height and latitude, in addition

to multipath effects [Rama Rao et al., 2006; Bagiya et al., 2009]. To obtain the

information on the lower atmospheric altitudes at high-latitudes, where the SSW

occurs, the NCEP/NCAR reanalysis stratospheric temperature and wind data

from those regions has been used as described below.

Parameter Year

2005 2006 2007 2009 2010 2011 2012 2013

∆TSSW 40 60 40 60 40 35 30 45

Tpeak SSW 240 260 245 265 237 235 245 248

Ueast 10 -25 -8 -35 -6 25 5 -12

SSW str. minor Major Major Major Major minor minor Major

<SSN> 30 10 14 1 16 24 46 51

Table 5.1: Some of the atmospheric and solar parameters during the years 2005

to 2013. Here, ∆TSSW is stratospheric temperature anomaly at 90° N; Tpeak SSW is

peak stratospheric temperature during SSW at 90° N; Ueast is peak eastward zonal

mean stratospheric wind at 60° N during SSW; SSW str. is SSW strength; <SSN>

is average SSN. The year 2008 is not included here, reasons for this are explained

in main text.
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The NCEP/NCAR reanalysis data as explained in section 4.2.2 are used here

to obtain the information on arctic latitude stratosphere. In this study, the

stratospheric temperature at 10 hPa (∼30 km) from 90° N is used to obtain the

temperature anomaly. From the NCEP/NCAR zonal mean zonal wind it can be

seen that three minor and six major warming events occurred during the years

2005-2013 (excluding those in the year 2008, wherein both major and minor

events occurred one following the other). The nature of SSW event and average

SSN (<SSN>) during the observation period of January-February months in all

the years are presented in Table 5.1. One can note that these events span solar

activity levels with average SSN ranging from 1 to 51.

5.3 Analysis Methodology

The EEJ strength and TEC data during the January-February months of the

years 2005 to 2013 are used in this study. In order to investigate the interaction

between local time dependent waves and large-scale planetary wave type oscilla-

tions during SSW events the following approach has been adopted. For each day,

data are binned in hourly intervals and then the data from a particular hourly

bin are arranged as a function of DOY to make a time series of 60 data points (for

the 60 days) as shown in the left side panel (a) in Figure 5.3 for the EEJ strength

data of the year 2006. Lomb-Scargle periodograms [Lomb, 1976; Scargle, 1982;

Torrence and Compo, 1998] of each of the time series in the left panels are shown

in the right panels (b) in Figure 5.3. The details of the periodogram techniques

are given in section 3.2.2. The plots are placed one below the other according

to bins that are arranged by local time. Such analysis has the advantage that it

reveals the local time dependence, if any, of waves (such as, solar tides of different

periodicities and planetary-scale waves). One can note the presence of periods

12-16 days in these periodograms. Also, there is a systematic pattern in the

planetary wave type periodicities of 12-16 days in the EEJ, which is seen to be

prominent throughout the daytime hours. Such method of determination of the

dominant periods at different hours in the time series as shown in Figure 5.3(b)
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Figure 5.3: (a) Hourly-binned daily values of EEJ strength and (b) their corre-

sponding normalized Lomb-Scargle periodograms for the year 2006 are presented.

This type of binned daily values average out the gravity wave type periods of less

than one hour. Moreover, they show periods that are dependent on local time

(like solar tides). Also, as the larger-scale planetary waves modulate these local

time dependent tidal waves, the periodogram spectral power is a direct measure

of the interaction strength between tidal and planetary waves. Dashed lines in the

right panel represent the 90% significance levels. Here one can note a systematic

variation of statistically significant periodicities with respect to local time for the

wave periods between 11-20 days (i.e., the quasi-16-day periods are present here

at all the local times).

for 2006 has been carried out for all the years (2005-2013) in both the observed

parameters, namely, the EEJ and the TEC. The details of these periods and their

dependence on SSW strength and solar activity level are described in the next

section. As both major and minor events occurred in the year 2008 one after the

other in quick succession, the events in this year have not been considered in the

current analysis. Moreover, the TEC data also do not exist in this year for this

station.
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5.4 Results and Discussion

The periodograms in Figure 5.3 show the presence of waves in the planetary

wave regime (2-30 days). However, the most dominant waves that have been

observed are of quasi-16-day type. For bravity, all the periodograms (similar to

that shown in Figure 5.3(b)) at different local times in all the years have been

converted into contour plots as shown in Figure 5.4. These contour plots are

made after normalizing the periodograms with their respective 90% significance

level values. The left (a) and right (b) panels show the periodogram contours

for the EEJ strength and the TEC from Diego Garcia. Each column represents

data for 8 years from 2005-2013, wherein the x-axis represents the periods in days

and the y-axis is the local time. The color bar represents the relative spectral

powers compared to the strongest power of the year 2009 - the year of strongest

SSW event of the past decade. This is done in order to compare the inter-year

variation in powers for a given periodicity. Here, all the periods greater than the

relative power of ∼0.6 (dark green) are above 90% significance level.

In Figure 5.4, one can see the presence of waves of 2, 5-6, 9-10, and 27-

days periods, in addition to the dominant quasi-16-day wave. The quasi-16-

day waves originate mainly in the lower-atmosphere and are very sensitive to

the stratospheric and mesospheric mean zonal winds [Luo et al., 2000]. Also,

they do not propagate directly to the upper atmosphere but their influence is

transmitted via interaction with gravity waves and tides. So, the large-scale

waves and periodicities that appear in Figures 5.3 and 5.4 are believed to be

associated with both variabilities of tides and planetary waves from the lower

atmosphere.

From Figure 5.4, one can note that the relative powers of the periods in the

quasi-16-day range are very prominent and are present in almost all the years

presented here. The maxima of power at quasi-16-day period range do not vary

greatly with respect to local time in the years 2006, 2007, and 2009, while for 2005,

2012, and 2013 one can note that the periods with maxima in power shift from

shorter to longer periods from morning to evening. Qualitatively, it is notable

that the periodicities in the EEJ and the TEC are similar. This happens due
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Figure 5.4: Contour plot of the Lomb-Scargle periodograms corresponding to all

the local times as shown in Figure 5.3(b) are presented here in the subplot a[1].

Similarly, periodograms of EEJ in left panel (a) and TEC in right panel (b) for

the observation durations in the years 2005-2013 are shown. The spectral powers

are normalized with respect to their respective 90% significance level values. The

color bar represents the strength/relative power of the significant periods and all

the periods with relative power greater than ∼0.6 (dark green) are above 90%

significance level. It should be noted that during the major warming cases of 2006,

2009, and 2013 both the EEJ and the EIA crest region station, Diego Garcia, show

strong quasi-16-day periodicities.
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to the fact that the low-latitude E-region electric field acts as a dominant driver

for the redistribution of F-region plasma processes. Other than the quasi-16-day

periods one can note the presence of periodicities at 2.5, 5-6, 8-10, and 25 days

in most of the years in Figure 5.4. The 2- and 5-day waves are the normal-mode

oscillation of the lower atmosphere [Salby , 1984]. In addition to the Doppler-

shifted 10-day normal-mode oscillation origin, the 8-10 day waves have also been

reported to be related with the quasi-periodic variations of solar wind high-speed

streams and recurrent geomagnetic activity [Thayer et al., 2008]. Thus, some

of the wave activities seen in these upper atmospheric parameters are due to

both solar and lower atmospheric origin. It should also be mentioned that during

our observational windows, the geomagnetic storm occurrences (as characterized

by Kp>5) do not show such quasi-16-day type variations. So, the quasi-16-day

periods reported here have not originated from geomagnetic disturbances but are

of lower atmospheric origin.

The average spectral power in periodicities in the quasi-16-day range (11.5 to

20 days) during 6 to 18 hours local time in the contour plots shown in Figure 5.4

are plotted in Figure 5.5 for both the EEJ strength and the TEC as a function

of year. The letters ‘m’ and ‘M’ above the x-axis stand for ‘minor’ and ‘Major’

SSW events, respectively, that occurred during those observational windows. The

dashed line (with ‘+’ symbol) in Figure 5.5 shows the northern polar latitude

(90° N) stratospheric temperature anomalies (∆T) that occurred during the SSW

events. The ∆T values are calculated by averaging the stratospheric temperature

in an interval with nearly constant variation prior to its enhancement due to SSW.

In the absence of any index or parameter which represents the true strength

of SSW the (∆T) values are used as an indicator of the strength. It is expected

that the ∆T values represent the stratospheric behavior in response to the SSW

events. Strikingly, there are three maxima in both temperature anomaly and

spectral powers of EEJ and TEC which occurred during the three strong major

SSW years of 2006, 2009, and 2013. Also, during the three minor warmings in the

years 2005, 2011, and 2012, the spectral powers are minimum. These observations

suggest that the strength of the SSW decides the spectral power of quasi-16-day
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Figure 5.5: The mean normalized power of the quasi-16-day periodicities (the power

spectra as shown in Figure 5.4 are averaged between 11.5 to 20 day periods and

for the whole day) in EEJ strength and TEC are shown. The letters ‘m’ and ‘M’

represent ‘minor’ and ‘Major’ SSW events that occurred in the given year. The

dashed curve shows the high latitude stratospheric temperature anomaly (∆T)

on the peak of the SSW related warming that represents the lower atmospheric

behavior. One can note that the amplitudes have three peaks during the three

strong major SSW events in the years, 2006, 2009, and 2013 and three minima

during the minor events of 2005, 2011, and 2012. It can be noted that there is a

clear and systematic correspondence between the quasi-16-day amplitudes and the

polar stratospheric temperature anomaly. The average SSN values are also shown

with its axis at the right. It may also be noted that the relatively higher solar

activity year of 2013 showed a strong coupling due to increased lower atmospheric

activity during strong SSW event.

waves in the upper atmospheric parameters. The quasi-16-day type variations

in the EEJ and ionospheric parameters are widely shown to be enhanced during

SSW events [Pancheva et al., 2009]. Notably, the three major events of 2006,

2009, and 2013 were the top three major events (in terms of strength) in the

last two decades. Thus, the higher spectral power in these three major events

implies that the stronger the SSW event, the stronger will be its effect on the

low-latitude upper atmosphere. This happens because during major warmings

the semidiurnal tidal (both solar and lunar) and planetary wave amplitudes are

amplified and their combined action registers a greater influence on the ionosphere

[Stening et al., 1997; Pedatella and Liu, 2013].

It can be noticed from Figure 5.5 that there are statistically significant (nor-

malized values greater than 0.6, the 90% significance limit) quasi-16-day periods

in all the years in addition to those in the three strong major warming years men-
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tioned above. In spite of the fact that the SSWs in 2005, 2011, and 2012 were

minor in nature, they showed appreciable amplitudes in the quasi-16-day power.

Notably, these three minor events occurred during low solar activity epoch. As

discussed in Chapter 4, Laskar et al. [2013] used empirical data to show that

the vertical coupling of lower to the upper atmosphere is higher/lower during

low/high solar activity. Using numerical simulations Pedatella and Liu [2013]

showed that for same level of SSW activity the lower atmospheric influence on

the upper atmosphere is greater during low solar activity period in comparison

to that at high solar activity, wherein, solar influences dominate. In the present

case, one can note that the major SSW event of 2013, which occurred in rela-

tively higher solar activity (average SSN of 51), shows strong spectral power in the

quasi-16-day periods. In our earlier study [Laskar et al., 2013], it was conjectured

that even during high solar activity if there occurs a major SSW event then it

would provide additional energy which will significantly influence the upper atmo-

sphere. In this work, the observation of the SSW event of 2013 is an experimental

evidence to that conjecture. Support for this conjecture is also obtained from the

published literature wherein the existence of perturbations in the ionosphere due

to lower atmospheric forcings were reported during high solar activity epochs of

2001-2003 and 2013 [e.g., Liu and Roble, 2005; Fejer et al., 2010; Pedatella and

Liu, 2013; Goncharenko et al., 2013a], – which actually occurred in simultaneity

with major SSW events. These earlier reports have to be viewed in light of our

conjecture that if the lower atmospheric forcing is stronger, as it happens during

strong SSW events, then they can affect the upper atmosphere appreciably even

during high solar activity periods. The current study thus demonstrates these

features and places things in perspective with larger and independent data sets

during low, moderate, and higher solar activity epochs. The present study also

reveals the plausible conditions in which an SSW event show greater effect on the

upper atmosphere based on various waves and background dynamics as discussed

below.

As mentioned above, the enhanced planetary waves and middle atmospheric

dynamics during SSW events modulate the tidal waves (mainly semidiurnal)
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Figure 5.6: The amplitudes of the semidiurnal (SD; thin continuous lines), semidi-

urnal envelope (SDenvelope; thick continuous lines), and quasi-16-day (Q16; dashed)

periods in the EEJ strengths are shown along with the correlation coefficient (R)

between SDenvelope and quasi-16-day wave amplitudes. One can note that there is a

good correlation between these two parameters for the three strong major warming

years of 2006, 2009, and 2013 (R values are 0.78, 0.85, and 0.79, respectively). This

signifies that during the strong SSW events the interaction between semidiurnal

and quasi-16-day waves is stronger.

which further influence the ionosphere through the electrodynamical processes.

To study the behavior of these waves, the relative variation in amplitudes of

quasi-16-day and semidiurnal waves had been looked into. Figure 5.6 shows the

amplitudes of the semidiurnal (SD; thin continuous lines), an estimate of the SD

envelope (SDenvelope; thick continuous lines), and quasi-16-day (dashed) periodic

variations in the hourly values of EEJ strength during the years of the current
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study. These amplitudes are obtained using the wavelet-based spectral analysis

technique [Torrence and Compo, 1998] which is discussed in Chapter 3. The

SDenvelope values are obtained by a 2-point smoothing of the curve joining the

maxima of the 3-day (72 hours) smoothed semidiurnal amplitudes. Interestingly,

one may note from Figure 5.6 that the amplitudes of both SD tidal and quasi-

16-day amplitudes are high and broadly vary in similar fashion (as if semidiurnal

tides are modulated by the quasi-16-day waves) around the peak of SSW event,

especially for the three strong major SSW events of 2006, 2009, and 2013. The

cross-correlation coefficients (R) between SDenvelope and quasi-16-day amplitudes

are also shown within the plots. One can note that for the three strong major

SSW years 2006, 2009, and 2013 the correlation coefficient values are 0.78, 0.85,

and 0.79, respectively. For the less major and the minor events the correlation

coefficients are negative (except 2007, which was a late winter SSW event), which

may possibly be due to interaction of tides with some other planetary wave or

with middle atmospheric dynamics [Jin et al., 2012].

From the results presented above one may conclude that during the three

strong major SSW events of 2006, 2009, and 2013 there were strong interactions

between semidiurnal tides and quasi-16-day waves. Further, recent modeling

studies suggest that the middle atmospheric dynamics play a dominant role in

coupling the lower atmosphere and upper atmosphere during SSW events [Jin

et al., 2012; Pedatella and Liu, 2013]. This study thus provides experimental

evidence to our conjecture proposed earlier which revealed new aspects of inter-

actions on vertical coupling of atmospheres. These new findings call for a detailed

modeling and simulation studies, which are beyond the scope of the present work,

and are a topic of research that will be carried out in the future.

5.5 Summary

Using two independently measured upper atmospheric parameters, namely the

EEJ and the TEC, the vertical coupling of atmospheres during SSW events at

varying levels of solar activity has been investigated. Individual SSW events
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during the years 2005-2013 have been considered. There were three very strong

SSW events during 2006, 2009, and 2013 of which the first two occurred during

the low solar activity epoch and the 2013 event occurred during the so-called

maximum of the 24th solar cycle. The main findings of this work are summarized

below:

1. The spectral powers of the quasi-16-day wave oscillations in the EEJ and

the TEC (over the crest of the EIA) are found to vary in similar fashion

with the arctic-latitude stratospheric temperature anomaly. The quasi-

16-day spectral powers were found to be strong during the three strong

major warming cases in 2006, 2009, and 2013, and weaker during the minor

warming events in 2005, 2011, and 2012, implying that the intenseness of

the SSW event decides the strength of vertical coupling.

2. It is observed that for those major events for which the quasi-16-day am-

plitudes are high, the broad variations in the amplitudes of semidiurnal

tide and the quasi-16-day amplitudes are quite similar. This suggests that

there occurs strong interaction between semidiurnal tides and quasi-16-day

planetary waves during the strong major SSW events. This interaction has

been found to be weaker for less-major and minor SSW events.

3. Even though the 2013 event occurred during relatively high solar activity

epoch, the powers in the quasi-16-day period in both the EEJ and the TEC

were significantly strong. This observation supports the Laskar et al. [2013]

proposition that even during high solar activity if an SSW event occurs,

then the upper atmosphere is influenced significantly by lower atmospheric

forcings due to additional energy that becomes available for enabling the

vertical coupling of atmosphere through the planetary waves and middle

atmospheric dynamics.

To conclude, the vertical coupling of the atmospheres in terms of the magnitude

of spectral amplitude is found to be dependent on the strength of SSW, solar

activity, and interaction between tides and planetary waves.
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Mesosphere-Thermosphere

Circulation During SSW

6.1 Background

A brief account on SSW events, their cause, and a few of their effects have been

mentioned in Chapter 1. In Chapter 4 we have seen that during SSW events

the quasi-16-day waves are amplified. In Chapter 5 the spectral characteristics

of quasi-16-day wave during the eight recent SSW events from 2005 to 2013 are

presented. It has been found that the spectral powers of quasi-16-day waves and

semidiurnal tides depend on the strength of the SSW events. The spectral powers

are stronger for the strong major SSW events and comparatively low for the less-

major and the minor events. In the current chapter we report the effect of these

high-latitude lower-atmospheric events (i.e., SSW) on the low-latitude oxygen

dayglow emission intensities and present evidences of setting up of a mesosphere-

thermosphere meridional circulation cell due to these events.

As explained in Chapter 1 the SSW event is an arctic-latitude phenomenon

in which the stratosphere warms up by tens of Kelvins within a few days. Even

though the SSW is mainly a northern hemispheric winter-time stratospheric phe-

nomenon, numerous observational and modeling studies have demonstrated its

influence on the global atmospheric and ionospheric parameters, such as MLT

temperature, wind, and general circulation [e.g., Liu and Roble, 2002; Guharay

143
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and Sekar , 2012; Chandran et al., 2013], TEC [e.g., Pedatella and Forbes , 2010;

Yue et al., 2010; Pancheva and Mukhtarov , 2011; Goncharenko et al., 2013b],

EEJ strength [e.g., Parish et al., 1994; Vineeth et al., 2009], and F-region vertical

drifts [e.g., Chau et al., 2009; Fejer et al., 2011]. The responses in the lower atmo-

spheric parameters were mainly in terms of horizontal mass transport, generation

of secondary planetary waves, enhanced semidiurnal tides and planetary waves,

and perturbation in general circulation. Whereas, in the ionospheric parameters

the responses were mainly reported to be in the form of enhanced semidiurnal

tidal amplitudes during SSW events which were supported by several modeling

studies [e.g., Fuller-Rowell et al., 2011; Pedatella and Liu, 2013]. Due to the

enhanced semidiurnal tides various electrodynamic parameters, such as the EEJ,

TEC, and E×B drift show an enhancement/depletion in the morning/afternoon

hours. A brief introduction of these effects are given in section 5.1.

Most of the works reported so far on the influence of SSW on the low-latitude

upper atmosphere were concentrated mainly on the electrodynamic components,

most likely due to the fact that the semidiurnal tidal amplitudes alter the equa-

torial dynamo mechanism due to which modifications are brought out in plasma

parameters [Chau et al., 2009; Sridharan et al., 2009]. But, the experimental re-

sults on the low-latitude thermospheric neutral constituents during SSW events

are sparse due to a lack of data sets that represent the neutral behavior directly.

Liu et al. [2011] made use of the neutral thermospheric density measurement by

CHAMP and GRACE satellites and showed about 30 to 45% decrease in ther-

mospheric density at sub-solar latitudes during the 2009 SSW event. However,

Fuller-Rowell et al. [2011] revisited the same (CHAMP) data and questioned the

inference on the compression of the thermosphere which they attributed to the

local time sampling of CHAMP data. Instead, Fuller-Rowell et al. [2011] showed

that there was a global thermospheric density increase by about 5% when lower

atmospheric wave forcing was incorporated into the whole atmosphere model.

From these results and other of this kind [e.g., Liu and Roble, 2002; Pedatella

and Liu, 2013], it can be seen that there is a lack of comprehensive understanding

of the upper atmospheric neutral behavior during SSW. In order to gain a greater
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understanding of the influence of high-latitude phenomena (such as SSW) on the

neutral component of low-latitude upper atmosphere, systematic daytime opti-

cal investigations have been carried out from a low-latitude location, Hyderabad

(17.5° N, 78.5° E), in India. Measurements during four recent SSW warmings of

the years 2010, 2011, 2012, and 2013 are used to investigate the characteristic

behavior of the low-latitude thermosphere in response to the SSW events.

6.2 SSW Events in 2010, 2011, 2012, and 2013

Figure 6.1 summarizes some of the geophysical conditions that were existing dur-

ing the first 50 days of the years 2010 to 2013. The occurrence time of the SSW

event has been defined by different researchers/communities based on some mea-

surable quantity of interest that is affected by dynamical changes during that

time. For example, WMO used temperature and wind at 10 hPa pressure level

and at 60° N latitudes [Andrews et al., 1987]. As mentioned in Chapter 1, ac-

cording to WMO, if the stratospheric temperature at 10 hPa pressure level and

poleward of 60° N increases by more than 25 K within a week then it is termed

Figure 6.1: Day-to-day variations of relevant geophysical parameters are shown

for the years 2010 to 2013 (columns). (a) Temperature at 90° N and at 10 hPa

pressure level, (b) mean zonal wind magnitudes at 60° N and at 10 hPa level, and

(c) the F10.7 cm flux and Dst index. Vertical dashed lines show the days on

which the arctic-latitude lower thermospheric temperature shows an enhancement

in response to SSW.
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as SSW. Based on this definition (and temperature at 90° N and at 10 hPa), one

can note from Figure 6.1 (panel a) that there were four SSW events, one each

in the past four years, and the effects persisted approximately during DOYs 20

to 50, 30 to 38, 12 to 34, and 5 to 30 in the years 2010, 2011, 2012, and 2013,

respectively. For 2011 and 2012 SSW events, the magnitudes of the zonal east-

ward winds at 60° N and at 10 hPa altitudes were weakened in consonance with

increasing stratospheric temperature but did not reverse their direction and thus,

they are minor in nature. Whereas, during 2010 and 2013, the usual winter time

eastward zonal winds reversed to westward indicating that the events were ma-

jor. The solar activity during SSW events in 2010 and 2011 events was relatively

weaker compared to the other two events (in 2012 and 2013) as can be seen from

the daily averaged F10.7 index. Figure 6.1(c) also shows the hourly averaged

values of Dst index whose axes are shown on the right side of the plots. Unlike

the years 2010, 2011, and 2013, in which the magnitudes of peak Dst index were

greater than -60 nT, in the year 2012 a magnetic disturbance of -73 nT occurred

in near-simultaneity with the SSW event.

6.3 Measurements and Observations

Measurements of the daytime atomic oxygen airglow emission intensities at mul-

tiple wavelengths are made from Hyderabad, India, using MISE instrument. The

details of MISE and the data extraction procedures from it have been given in

Chapter 2 and in Pallamraju et al. [2013]. The column integrated dayglow emis-

sion intensities obtained at OI 557.7, OI 630.0, and OI 777.4 nm represent the

behavior of the atmosphere at altitudes from where they emanate, which are

dependent on their production mechanisms, and are approximately 130 km (av-

erage of the two peaks at 100 km and 160 km), 230 km, and peak height of the

ionospheric F-region, respectively.

The daily variations in dayglow emission intensities in Rayleighs for a few days

in-and-around the SSW events during the past four events (year 2010, leftmost;

2013 rightmost columns) and at the three wavelengths (OI 777.4 nm (panel a),
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Figure 6.2: Daily variations of the oxygen dayglow emission intensities for a few

days in-and-around the SSW events during 2010 to 2013 are shown. Days in each

year are represented by colors as depicted by legends in the middle row. It can be

seen that the dayglow intensities throughout the day are enhanced systematically

on some days during SSW events. The smoothly varying daily behavior in the year

2013 are the emission intensities estimated using the GLOW model and are used

to remove the dominant diurnal solar zenith angle contribution from the observed

dayglow emission intensities. Only a few days are included here for brevity. More

days are considered in this work as shown in Figure 6.4.

630.0 nm (panel b), and OI 557.7 nm (panel c)) are shown in Figure 6.2. Data for

different days are represented by different colors. Cloudy sky conditions prevented

observations during 11, 12, and 15 February in 2010 and during 19 to 22 January

in 2012. It can be seen that there are two groups of temporal variations (one is

the normal diurnal behavior in intensities and the other enhanced in intensities

in comparison with those of ‘normal’ group) at all the wavelengths (except the

OI 557.7 nm in 2010). It may be noted that the enhancements in dayglow emis-

sion intensities are throughout the day (for the enhanced group) with relatively

higher amount of enhancement in the morning hours. There have been reports

of the morning enhancement and afternoon depletion in the ionospheric param-

eters, such as, E×B drift, TEC, which were explained to be due to enhanced

quasi-semidiurnal tides during SSW which are modulated by enhanced PWs and

middle atmospheric dynamics [e.g., Chau et al., 2009; Jin et al., 2012]. However,

in the present case of dayglow measurements, in addition to the usual enhance-
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Figure 6.3: Enhancements in observed OI dayglow intensities as obtained by sub-

tracting the GLOW model estimates from the measured intensities. Panels a, b,

and c corresponds to OI 777.4 nm, OI 630.0 nm, and OI 557.7 nm, respectively for

the year 2013.

ment in the morning hours, the afternoon sector also shows enhanced emissions.

This suggests that, in addition to the semidiurnal tidal contribution some other

mechanism is also contributing to these dayglow intensity enhancements.

In order to quantify the amount of enhancement in intensities that are other

than the normal intensity due to daily solar zenith angle variation, a physics-

based photochemical model, called GLOW model [Solomon and Abreu, 1989],

derived emissions have been used. The MISE measured emissions compare well

with the GLOW model predictions [Pallamraju et al., 2013]. Simulated profiles

using GLOW model dayglow emission intensity are over-plotted in Figure 6.2 for

DOY 18 in the year 2013. Similar profiles are also estimated for the first day

listed in Figure 6.2 to approximate the contribution of dayglow intensity under

normal (non-SSW) conditions and remove the dominant daily solar zenith angle

related variations for each year.
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Figure 6.3 shows plot of the differences between the measured dayglow and the

modeled GLOW emissions for all the three wavelengths under study. As it can be

seen, the enhancements in intensities are present for almost the whole day. Such

plots have been obtained for all the years at the three wavelengths. The emission

enhancements from such curves are integrated to obtain one data point per day

per wavelength as shown in Figure 6.4(a). This type of averaging is expected

to average out, to a great extent, the contributions of quasi-semidiurnal tidal

components that are known to be enhanced during morning hours and depleted

in the afternoon hours during SSW events [Chau et al., 2009]. Thus, the remain-

ing contribution in enhancement is mainly due to effects other than semidiurnal

tidal contribution. The diurnal and other tides are not of appreciable ampli-

tudes to bring such variations. It is clear from Figure 6.4(a) that the systematic

enhancements in daytime intensities at all the emission wavelengths are seen to

occur within the SSW duration as mentioned above. This observation suggests a

strong possibility of an effect initiated by the SSW at high-latitudes. Arguments

are presented in the discussion section with supporting evidences to show that

these enhancements in oxygen emission intensities over low-latitudes in all these

years are caused by the effects associated with SSW-time dynamical conditions

in the MLT altitudes of northern hemisphere.

It may be noted from Figure 6.4(a) that the daily averaged intensity enhance-

ments increase around the duration of SSW occurrence and return to normal

levels after the end of SSW events as can be seen clearly, especially, for the year

2011 for which longest span of optical data set are available with fewest data-gaps.

It is also striking to note from Figure 6.4(a) that enhancement in intensities at all

the wavelengths for the case of 2013 are higher compared to that of 2011 which

is believed to be due to the fact that the 2013 SSW event was stronger compared

to 2011 event. Further, the low-latitude upper thermospheric behavior is shown

to be more sensitive to lower atmospheric forcing or high-latitude disturbances

during low solar activity epoch [Fuller-Rowell et al., 2011; Laskar et al., 2013] and

so even though 2011 was a minor event it produced an appreciable response (in

terms of emission intensity enhancement) in comparison to that of major event
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Figure 6.4: (a) The daily averaged dayglow emission intensity enhancements

(observed-simulated) at low-latitudes for OI 557.7 (green), 630.0 (red), and for

777.4 nm (brown) as obtained from plots as shown in Figure 6.3 are shown. Dashed

vertical line depicts the day on which peak in lower-thermospheric temperature was

observed during a given SSW event. (b) TIDI measured representative MLT daily

averaged zonal-mean wind (at 95 km altitude) 60° to 80° N latitudes (filled circles,

left axis) along with the SABER measured lower thermospheric (LT; 119 km) ki-

netic temperature (squares, right axis) over arctic latitudes are shown. One can

see a clear enhancement in dayglow intensities during SSW events. Notably, in

all the years the MLT winds are equatorward (negative) in simultaneity with the

observed dayglow emission intensity enhancements at all the three wavelengths as

shown in panel (a).

in 2010 as can be seen in Figure 6.4(a). The relative variations in intensity en-

hancements in different emissions are most likely due to the differences in their

production mechanisms as discussed in Chapter 2 and also due to the altitudes

at which these emissions originate.

6.4 Results and Discussion

From the production mechanisms of the dayglow emissions, as mentioned in Chap-

ter 2, it can be seen that the variations in intensities of the atmospheric dayglow

emissions are brought about mainly due to (i) variations in the sources of en-

ergy (solar flux, [e.g., Zhang and Shepherd , 2004, 2005; Pallamraju et al., 2010],

(ii) variations in the densities of the constituents due to wave induced perturba-

tions/modifications [Chakrabarty , 2004; Pallamraju et al., 2010], and (iii) com-

positional changes (such as, those brought about by geo-magnetic disturbances)
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[Pallamraju et al., 2002; Culot et al., 2005; Shepherd and Shepherd , 2011]. As

discussed in section 6.3, except for the 2012 event the other three SSW events

were magnetically quiet. Thus, emission enhancements other than those in the

year 2012 are not expected to be due to geomagnetic storm effects. Also, the

daily averaged F10.7 solar flux in the observation window in all these years were

either decreasing (for 2013) or are very low and fairly stable (for 2010 and 2011),

and therefore, the enhancements in the dayglow emission intensities reported here

are clearly not due to an increase in the solar flux. Further, as mentioned above,

the enhanced tidal (mainly semidiurnal) influences are expected to produce en-

hancement of the emission intensities only in the morning hours and decrease in

the afternoon hours but not an enhancement for the whole day as seen in the

present case. Therefore, the plausible cause for the enhancements in dayglow in-

tensities is considered to be due to compositional changes brought about directly

or indirectly due to the SSW event during which the dynamical conditions in the

mesosphere thermosphere region are altered drastically.

During SSW events the usual winter-time stratospheric eastward zonal wind

at high-latitudes becomes westwards which allows eastward gravity waves to prop-

agate to the MLT region. Because of this eastward gravity wave forcing, there

occurs an upward and equatorward circulation in the MLT region [Liu and Roble,

2002]. This circulation induces adiabatic cooling in the mesosphere and warming

in the lower thermosphere over high-latitudes as reported by both observational

and modeling studies [Walterscheid et al., 2000; Liu and Roble, 2002; Funke et al.,

2010].

In order to assess the high-latitude background conditions in terms of tem-

perature and wind during the events in our observational windows during the

SSW events of the past four years, thermospheric kinetic temperature data from

SABER instrument on-board TIMED satellite and meridional wind from TIDI

have been retrieved and are shown in Figure 6.4(b). The details of SABER

temperature and TIDI wind are given in section 2.5.3. The kinetic temperature

(data version: V1.07) is retrieved from the atmospheric 15 µm CO2 limb emis-

sion. From 75 to 95 km altitudes in the winter polar region the error in kinetic
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temperature is ±1-2 K at altitudes of 100 km and above the error is ±4-5 K

[Russell III et al., 1999; Garćıa-Comas et al., 2008]. Temperatures at the highest

altitudes provided by SABER at around 120 km (average of 118 to 120 km) in

the 60° to 85° N latitude & 20° to 140° E longitude bin are considered here. It

can be seen that there is a signature of increase in lower thermospheric (120 km

altitude) temperature during the SSW events of the years 2010 (DOY 42), 2011

(DOY 32), 2012 (DOY 16), and 2013 (DOY 18) by about 15, 15, 20, and 25 K,

respectively, with respect to their pre-enhancement mean values of 465, 465, 475,

and 485 K. The day of occurrence of these enhancements are indicated by verti-

cal dashed lines in Figures 6.1, 6.4, and 6.5. The enhancements other than those

marked by dashed vertical lines are due to geomagnetic storms as can be verified

from the Dst index in Figure 6.1(c). One can note from the 2012 data that the

magnitude of the lower thermospheric temperature enhancement due to SSW is

comparable with that due to moderate geomagnetic storm on DOY 22 but the

former is for longer duration. This suggests that the effect on upper atmosphere

due to such dynamical changes in the MLT region during SSW duration can be

higher or comparable in magnitude to that of moderate geomagnetic storms as

the former lasts for longer duration.

Panel (b) of Figure 6.4 also show zonal mean (averaged over 0° to 360° longitudes)

meridional winds (data level: 3, version: 10) in the MLT altitude (a representa-

tive height of 95 km is shown here) in the 60° to 80° N latitude region obtained by

TIDI. The zonally averaged winds have errors of ±7 ms−1 and ±15 ms−1 during

day and night, respectively. The details of the TIDI instrument and method of

derivation of winds can be obtained from Killeen et al. [2006]. One may note that

the meridional winds in Figure 6.4(b) are equatorward during the SSW events.

This behavior of the wind has been observed in the whole MLT region (85-115

km), however, only a representative behavior at 95 km is shown here, as data

availability is greater around this altitude level. One can note that the merid-

ional wind in Figure 6.4(b[1]) starts becoming equatorward from DOY 21 while

the stratospheric temperature shown in Figure 6.1(a[1]) started to rise from DOY

28. This seems to be consistent with previous studies [e.g., Liu and Roble, 2002;
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Funke et al., 2010], which showed signature of the SSW much earlier in the meso-

spheric parameters than in those of stratosphere. It has been noted that during

SSW events while the high-latitude MLT wind is equatorward for several days the

lower-thermospheric temperature enhancement, on the other hand, persists only

for a few days. The reason for this is not known, however, one of the possibilities

may be that the lower thermospheric temperature enhancement occurs above the

current highest altitude (of 120 km) that is obtainable by SABER.

To ascertain the existence of such equatorward wind in the whole northern

hemisphere MLT region during SSW events, TIMED zonal mean zonal wind and

temperature have been organized in 20° latitude bins for the four years of in-

terest and are presented in Figure 6.5 at different latitude bins (0° - 20°, 20° -

40°, 40° - 60°, and 60° - 80° N). As that of Figure 6.4, here also, the tempera-

ture corresponds to about 119 km and meridional wind to 95 km altitude. It

can be noted that the lower thermospheric temperatures are higher over high-

latitudes as compared to those at low-latitudes with a clear latitudinal gradient

in all the years indicating that the conditions are favorable for an equatorward

wind circulation. Correspondingly, it may be noted that the meridional wind is

equatorward from high-to-low latitudes. Further, it is seen that the equatorward

wind in the MLT region becomes weaker from high- to low-latitudes. This could

be due to the fact that the source of disturbance is in high-latitudes and also the

Coriolis acceleration may enhance the zonal component of the equatorward wind

at the cost of the meridional component as it approaches towards low-latitudes.

The exact explanation for this is still open and will need precise measurements

of mesosphere-thermosphere temperature and wind during SSW events for this.

Nevertheless, due to the presence of such high-to-low latitude winds in the MLT

region the dominant species in the lower thermosphere (oxygen) is transported

towards low-latitudes due to wind-induced diffusion and advection [Mayer et al.,

1978]. At latitudes below 40° the winds are very low, so advective transport may

play an important role there. The latitudinal characteristics and strength of such

circulation depends on the magnitude of the SSW-time equatorward meridional

wind, season, and Coriolis acceleration in the MLT region.
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Figure 6.5: Longitudinally averaged TIMED Doppler interferometer (TIDI) mea-

sured meridional winds (positive for poleward) at 95 km and SABER measured

temperatures at lower thermospheric heights (118-120 km), and at 20° latitude bins

(0° to 20°, 20° to 40°, 40° to 60°, and 60° to 80° N) are shown. One can note that

the winds are equatorward (negative) during the SSW events in all the years. One

can also note that the temperatures are higher over high-latitudes compared to the

low-latitudes with a clear latitudinal gradient in all the years, with commensurate

equatorward meridional winds.

Due to the meridional wind-circulation as described above, the oxygen rich

air through the lower thermosphere reaches the low-latitudes where it is super-

posed with SSW-time enhanced tides, daytime lower-thermospheric upward winds

[Roble, 1977], thereby giving rise to enhancements in emissions at all the three

wavelengths that emanate from varying heights. At higher altitudes these winds

merge with the seasonal (hotter to cooler or south to north) trans-equatorial wind

[Mayer et al., 1978]. Photochemical modeling studies of airglow show that an in-

crease in oxygen density contributes positively to an enhancement in the oxygen

dayglow emission intensities [Melndez-Alvira et al., 1995; Pallamraju et al., 2004].

Thus, this transport of oxygen rich air from high-latitudes does seem plausible

to explain the enhancement in the observed daytime oxygen airglow intensities

obtained over low-latitudes during SSW periods.

Liu and Roble [2002] used Thermosphere, Ionosphere, Mesosphere, and Elec-
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trodynamics General Circulation Model/Climate Community Model version 3

(TIME-GCM/CCM3) and demonstrated a depletion of atomic oxygen number

density at around 100 km altitude over high-and-mid latitudes and enhancement

over low-latitudes for a self-consistently simulated SSW event. Figures 14b and

14c of their work are reproduced here as Figure 6.6. In their simulation the

stratospheric warming started on day 13 and peaked on day 25. They showed

that the latitudinal distribution of the relative changes of atomic oxygen column

density and height integrated green line emission rate at local midnight averaged

between day 10 and day 25 show a decrease at arctic-latitudes and an increase

around 20° N latitude (as can be seen in Figure 6.6(b)). It is notable that our

dayglow observations are also obtained over a region at around 20° N latitudes.

Thus, the modeling study, in a way, provides credence to our inference on the

presence of oxygen emission intensities over low-latitudes. However, our results

show enhancement in oxygen dayglow emission intensities, not only at OI 557.7

nm, as predicted by TIME-GCM/CCM3 model simulation results by Liu and

Roble [2002], but also at the emissions (OI 630.0 and OI 777.4, which were not

modelled earlier) that emanate at higher altitudes. Thus, the modeling result of

Liu and Roble [2002] supports our proposition of the mesosphere-thermosphere

meridional circulation during SSW events.

Further, the argument of depletion of oxygen in the lower thermosphere over

high-latitudes is also supported by the observation of oxygen dayglow emissions

over high-latitudes from WINDII [Shepherd and Shepherd , 2011]. In that study,

the OI 557.7 nm dayglow volume emission rate above 140 km over 50° to 70° N

latitudes were found to be depleted during the SSW event of February 1993.

Moreover, by using whole atmosphere general circulation model Fuller-Rowell

et al. [2011] showed a possible global upper thermospheric warming and density

increase by 5% during SSW event of January 2009. Thus, the current study

provides experimental evidence to the numerical studies that alluded to thermo-

spheric circulation during SSW events.

Considering the results in the present work over low-latitudes using dayglow

and wind-and-temperature, in conjunction with those obtained for arctic high-
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Figure 6.6: (a) Green line (557.7 nm) emission rate (photons cm−3s−1) at 62.5° N

between day 1 and 36. (b) Latitudinal distribution of the relative changes of atomic

oxygen column density (dotted line) and height integrated green line emission rate

(solid line) at local midnight between day 10 and day 25. In this simulation the

stratospheric warming started on day 13 and peaked on day 25. (After Liu and

Roble [2002])

and-mid latitudes in both observational and modeling studies reported earlier, it

is conjectured that a new meridional circulation in neutrals is set-up during SSW

events which is responsible for the transport of oxygen to low-latitudes. This is

similar (but opposite in direction) to the circulation that gets set up during SSW

events in the stratosphere and lower-mesosphere that extend from pole to equator

[Andrews et al., 1987, p.276]. Moreover, pole to pole (winter to summer) residual

circulation in the mesosphere has also been reported by Espy [2003] and Cho

et al. [2011]. A simplistic schematic of the additional meridional circulation cell

produced during SSW in the mesosphere-thermosphere is represented in Figure
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Figure 6.7: A simplistic schematic (not to scale) of the SSW-time additional merid-

ional circulation cell that is proposed in the mesosphere-thermosphere is depicted.

The lines with arrow-heads represent the direction and path of the winds. The

dominant species in the lower thermosphere are transported with the wind through

wind-induced diffusion. Due to this oxygen-rich air from high-to-low latitudes the

low-latitude thermospheric oxygen emission intensities show enhancement for that

duration. The horizontal color bars show the representative altitudes from where

the oxygen emissions originate.

6.7, wherein, lines with arrow heads represent the direction and path of merid-

ional wind. Due to such an MLT region circulation, the oxygen-rich air from

high-latitudes reaches low-latitudes through the lower thermosphere where it is

superposed with daytime upward winds in the lower thermosphere at low-latitudes

that are also enhanced due to tidal activity during SSW, and then merges with

the seasonal south-to-north trans-equatorial wind in the thermosphere. Because

of such combined activity an increase in the oxygen number density over northern

hemispheric low-latitudes is believed to occur which is attributed to be the cause

of enhancement in the daytime optical emission intensities as reported in this

study.

To the best of our knowledge, the observational evidence of setting up of the

mesosphere-thermosphere meridional circulation during SSW events, as demon-

strated here, has not been shown earlier. The results presented in this chap-

ter, thus, bring to light the effect of the high-latitude stratospheric processes

on the behavior of neutrals in the low-latitude thermosphere and the global-

scale mesosphere-thermosphere circulation that seems to be existing during SSW

events. What is reported here are the experimental observations and possible
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scenario of wind circulation. These results do call for more experimental obser-

vations of winds and temperatures in the mesosphere-thermosphere region and

theoretical investigations to ascertain the intricacies of such feature. Detailed

time-dependent physics-based modeling studies are also required to bring out all

the effects that are associated with the SSW events globally.

6.5 Summary

The SSW events during the relatively low-and-moderate solar activity period

of 2010 to 2013 are studied wherein, systematic investigation of their effect on

low-latitude upper atmosphere is carried out using oxygen dayglow emission in-

tensities at 557.7, 630.0, and 777.4 nm wavelengths. All these emissions are

found to be enhanced within the SSW event durations in all these years. The

enhancement in dayglow emission intensities in the case of the major warming

in 2013 is found to be higher compared to the minor warming in 2011, suggest-

ing that the optical emission enhancements over low-latitudes are influenced by

SSW strength. SABER-measured lower thermospheric temperatures over high-

latitudes were found to be enhanced during all the SSW events. These tem-

peratures also show higher magnitudes over high-latitudes in comparison with

those at low-latitudes, suggesting the existence of favorable condition to drive

the winds towards low-latitudes. Independently measured meridional winds at

MLT altitudes over arctic-latitudes by TIDI do confirm the existence of equa-

torward winds. Therefore, it is proposed that a meridional circulation in lower

thermospheric winds is set up over arctic-latitudes which transports atomic oxy-

gen towards low-latitudes during the SSW events. This redistribution of oxygen

brought in due to this circulation is believed to be the cause of systematic en-

hancement in the dayglow emission intensities observed over low-latitudes. The

current study is an experimental evidence to such circulation alluded to by numer-

ical simulation studies carried out earlier for SSW events. This study also reveals

the significance of the influence of the high-latitude stratospheric phenomena on

the low latitude thermospheric behavior.
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Summary and Future Scope

7.1 Summary

The upper atmosphere of the Earth is influenced by incoming solar radiation and

by waves from the lower atmosphere. In this thesis, coupling of the atmospheres

has been studied wherein these two forcings have been considered. The main

data set that has been used in this work has been obtained using Multiwave-

length Imaging Spectrograph using Echelle-grating (MISE) [Pallamraju et al.,

2013]. MISE is a unique instrument capable of obtaining daytime sky spectra at

high spectral resolutions which can be used to derive oxygen dayglow emission in-

tensities at 557.7 nm, 630.0 nm, and 777.4 nm wavelengths. The details of MISE

and the oxygen dayglow emission extraction procedures are explained in Chap-

ter 2. In addition to dayglow emission intensity data, the equatorial electrojet

(EEJ), the total electron content (TEC), the zonal mean wind and temperature

data from stratosphere to lower thermosphere have been used in this study.

In this thesis work, it has been shown that the lower atmospheric influence

on the upper atmosphere through waves is affected by the incident solar fluxes as

the latter alters the atmospheric background condition, on which wave propaga-

tion and dissipation depend. In this regard, from investigations of oscillations of

planetary wave regime at three different levels of solar activity, it has been shown

that the vertical coupling of atmospheres through these large-scale waves is solar

activity dependent. The oscillations in the gravity wave regime are also found

159
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to be present in higher numbers in the thermosphere during high solar activity,

which is attributed to be due to reduction in dissipation during higher solar activ-

ity epoch. Further, the vertical coupling during Sudden Stratospheric Warming

(SSW) events has been found to be dependent on the strength of SSW. Results

reported earlier had shown that dynamical (vertical) coupling of the atmospheres

during high-level of solar activity is weak. In this investigation we proposed and

showed evidences that if an SSW event occurs during high solar activity epoch

then the additional energy from the SSW event enhances the vertical coupling.

In an another result using both ground- and satellite-based remote sensing mea-

surements obtained during SSW events, the formation of a new circulation cell

in the mesosphere-thermosphere system has been proposed based on our optical

data set and with supporting satellite-based datasets on winds and temperatures

in lower thermospheric altitudes.

Here, we briefly summarize the results obtained on the questions that we set

out to answer in this thesis work (as given in section 1.8).

a) How do the lower atmospheric waves influence the upper atmosphere and does

the solar influence affect this coupling?

Answers to this question are detailed in Chapter 4 wherein, we showed that

the lower atmospheric influences on the upper atmosphere is stronger during

the low solar activity period of 2011 compared to that of the high solar activity

period of 2001. Based on the presence of PWs on the atmospheric parameters

(dayglow, EEJ, TEC, and lower atmospheric zonal wind) and on the level of

solar activity during three different phases, it has been proposed that: (i) the

effect on upper atmospheric dynamics due to lower atmosphere exists during

low solar activity period until the period when the average sunspot number

(SSN) is ≤ 35, (ii) there is a transition from the lower atmospheric forcing to

mixed behavior between average SSNs of 35 to 52, and (iii) another transition

from mixed effect to those purely of solar origin occurs between SSN values

of 52 to 123 [Laskar et al., 2013]. Also, the gravity waves have been found to

be present in higher numbers in the thermosphere during high solar activity
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compared to that at low solar activity level, which is due to the decrease in

the wave dissipation during high solar activity epochs [Laskar et al., 2015].

b) How does the low-latitude ionosphere respond to the PW effects that exist

during SSW events and does solar forcing has any role to play in this regard?

The results discussed in Chapter 5 provide answer to this question. Using the

EEJ strength and the TEC data sets collected over a period of nearly a decade

(2005 to 2013) we found that the most dominant planetary wave during SSW

event is the quasi-16-day (Q16D) wave. The spectral characteristics of this

Q16D wave and semi-diurnal tides have been investigated in the EEJ and

TEC data sets. It has been observed that the spectral powers of Q16D waves

are very high during the three very strong SSW events in the years 2006,

2009, and 2013 in comparison with those in other years. Also, the spectral

powers of Q16D waves have been found to vary in similar fashion as that of

the arctic-latitude stratospheric temperature enhancement. For these three

major events, the amplitudes of the semi-diurnal tides and Q16D waves were

found to be highly correlated and were maximum around the peak of SSW

suggesting a strong interaction between the two waves. For the case of the

minor events, however, this correlation was found to be poor and the Q16D

spectral power was low. In spite of higher solar activity level, a strong coupling

of atmospheres was noted during the 2013 SSW event, which was, however,

explained to be due to the influence of the strong SSW event. These results

suggest that the vertical coupling of atmospheres is stronger during strong

major SSW events and they play an important role in enabling this coupling

even during high solar activity epochs[Laskar et al., 2014].

c) Does SSW events influence the general circulation in the thermosphere?

We have addressed this issue in Chapter 6. In that chapter we have con-

sidered four sudden stratospheric warming (SSW) events that occurred in

the years 2010 to 2013. The multiwavelength thermospheric oxygen dayglow

emissions over a low-latitude location showed systematic enhancement in in-

tensities throughout the daytime hours during these SSW events. The north-
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ern hemispheric high-latitude temperatures obtained by SABER at 120 km

altitude show a latitudinal gradient with a decrease in lower thermospheric

temperature towards low-latitudes. Simultaneously, the TIDI winds showed

equatorward motion in the mesosphere-lower-thermosphere (MLT) altitudes

during these events. Both, the high-latitude lower thermospheric temperature

enhancements, and the MLT region equatorward winds, occur simultaneously

with the observed enhancements in the oxygen dayglow emission intensities

at all the three wavelengths. Based on these measurements and other sup-

porting information it is proposed that a new cell of meridional circulation

in the MLT winds is set up during SSW events, which enables transport of

atomic oxygen from high-to-low latitudes. Such an additional contribution of

oxygen number density over low-latitudes interacts with lower thermospheric

daytime dynamics in that region and is attributed to be the cause of the ob-

served enhancement in the oxygen daytime optical emission intensities over

low-latitudes. The results presented in this chapter provide experimental ev-

idence to such a circulation alluded to by earlier simulation studies [Laskar

and Pallamraju, 2014].

7.2 Future Scope

The results presented in this thesis are an effort to investigate the coupling of

different altitude and latitude regions of the Earth’s atmosphere at varying levels

of solar activity. Through this work a significant understanding has been gained

in terms of vertical coupling of the atmospheres during epochs of different levels

of solar activity. Moreover, these results show a great potential in quantifying

the couplings.

In terms of experiments, systematic measurement of the three oxygen emis-

sions presented in this work along with other lower atmospheric, mesospheric,

ionospheric, and thermospheric parameters over long durations will add to our

current understanding and enable more accurate quantification of the upper at-

mospheric behavior with solar activity. In terms of modeling, it is possible to
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incorporate the present results in the dynamical atmospheric models to both

reproduce the observations and also enabling prediction/estimation of such a be-

havior in different scenarios.

The zonal and meridional wind measurements in the mesosphere (through

high-frequency or partial reflection radars) and thermospheric wind (through

Fabry-Perot interferometers and in situ probes on-board satellites) are required to

quantify the effect of the lower atmospheric waves on the mean flow. Again, long-

term data sets over varying levels of solar activity would enable one to quantify

the relative importance of the solar and lower atmospheric forcing.

In the present work, we showed the interaction between the two most dominant

waves in the tidal (semidiurnal) and planetary wave (quasi-16-day) domains. In

addition to these two, there are other waves that do have non-negligible impact

on the upper atmosphere through their interaction with waves and with the mean

flow. A detailed investigation on all such waves would significantly augment our

understanding of the coupling processes with greater accuracies. Particularly, the

interaction of the waves with mean flow can enhance and or dissipate waves and

thus, a study on the characterization of waves along with measurement of the

mean flow would yield new results.

Here, in this study we presented the frequency response of the gravity waves

and their variation with solar activity and with altitudes. Similar study can be

carried out for the scale-size distribution with multiwavelength airglow measure-

ments at large view angles or from multiple stations. Also, the dominant scale

or horizontal and vertical wavelength modes that are present at various altitudes

can be explored.

In the current thesis work based on our optical observations and complemen-

tary data on MLT temperature and winds we have proposed the setting up of

mesospheric and thermospheric meridional circulation cell during SSW events.

Introduction of proper parameters that considers this circulation cell in the up-

per atmospheric global circulation models will be useful in order to represent the

upper atmospheric dynamics more accurately.



“Now this is not the end

It is not even the beginning of the end

But it is, perhaps, the end of the beginning.”

–Sir Winston Churchill (1942).
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Geophys. Res., 100 (A5), 7839–7853, doi:10.1029/94JA02487.

Mendillo, M. (1971), Ionospheric total electron content behaviour during geomagnetic storms,

Nature, 234 (45), 23–24, doi:10.1038/10.1038/physci234023a0.

Mendillo, M., and J. Baumgardner (1982), Airglow characteristics of equatorial plasma deple-

tions, J. Geophys. Res., 87 (A9), 7641, doi:10.1029/JA087iA09p07641.

Mendillo, M., J. Meriwether, and M. Biondi (2001), Testing the thermospheric neutral wind

suppression mechanism for day-to-day variability of equatorial spread F, J. Geophys. Res.,

106 (A3), 3655–3663, doi:10.1029/2000JA000148.

Meriwether, J. (2006), Studies of thermospheric dynamics with a Fabry–Perot interferometer

network: A review, J. Atmos. Sol. Terr. Phys., 68 (13), 1576–1589, doi:10.1016/j.jastp.2005.

11.014.

Meriwether, J. W., J. W. Moody, M. A. Biondi, and R. G. Roble (1986), Optical interferometric

measurements of nighttime equatorial thermospheric winds at Arequipa, Peru, J. Geophys.

Res., 91 (A5), 5557, doi:10.1029/JA091iA05p05557.

Meriwether, J. W., J. J. Makela, D. J. Fisher, R. A. Buriti, A. F. Medeiros, R. A. Akmaev,

T. J. Fuller-Rowell, and F. Wu (2013), Comparisons of thermospheric wind and temperature

measurements in equatorial Brazil to Whole Atmosphere Model Predictions, J. Atmos. Sol.

Terr. Phys., 103, 103–112, doi:10.1016/j.jastp.2013.04.002.

Meyer, C. K., and J. M. Forbes (1997), A 6.5-day westward propagating planetary wave: Origin

and characteristics, J. Geophys. Res., 102 (D22), 26,173–26.

Meyers, S. D., B. G. Kelly, and J. J. O’Brien (1993), An introduction to wavelet analysis in

oceanography and meteorology: With application to the dispersion of yanai waves, Mon.

Wea. Rev., 121 (10), 2858–2866, doi:10.1175/1520-0493(1993)121〈2858:AITWAI〉2.0.CO;2.



BIBLIOGRAPHY 177

Moffett, R. J. (1979), The Equatorial Anomaly in the Electron Distribution of the Terrestrial

F-Region, Fundam. Cosm. Phys., 4, 313–391.

Moore, J. G., and E. J. Weber (1981), OI 6300 and 7774 Å airglow measurements of equa-
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Does sudden stratospheric warming induce
meridional circulation in the mesosphere
thermosphere system?
Fazlul I. Laskar1,2 and Duggirala Pallamraju1

1Space and Atmospheric Sciences Division, Physical Research Laboratory, Ahmedabad, India, 2Indian Institute of
Technology, Gandhinagar, India

Abstract Oxygen dayglow emissions at multiple wavelengths that emanate from different heights (from
around 130 km to peak altitude of the ionospheric F region) over a low-latitude location showed systematic
enhancements in intensities throughout the daytime hours during four sudden stratospheric warming (SSW)
events that occurred in the years 2010–2013. The lower thermospheric temperatures at 120 km obtained
from the Sounding of the Atmosphere using Broadband Emission Radiometry instrument are found to be
enhanced during SSW events at arctic latitudes and show a gradient with a decrease toward low-latitudes.
During these events, the Thermosphere-Ionosphere-Mesosphere Energetics and Dynamics Doppler
Interferometer measurements showed equatorward winds in the mesosphere lower thermosphere (MLT)
altitudes over high-latitudes. Both the high-latitude lower thermospheric temperature enhancements and
the MLT region equatorward winds occur nearly simultaneously with the observed enhancements in the
atomic oxygen dayglow emission intensities at all the wavelengths over low-latitudes. Based on these
measurements and other supporting information, it is proposed that a new cell of meridional circulation in
the MLT winds is set up during SSW events, which enables transport of atomic oxygen from high-to-low
latitudes. Such an additional contribution of oxygen density over low-latitudes interacts with lower
thermospheric daytime dynamics in that region and is attributed to be the cause for the observed
enhancement in the oxygen daytime optical emission intensities over low-latitudes. The results presented
here provide experimental evidence to such circulation alluded to by earlier simulation studies.

1. Introduction

Sudden stratospheric warming (SSW) event is an arctic latitude phenomenon in which the stratosphere
warms up by tens of kelvins within a very few days. It is believed that the nonlinear interaction between
wintertime-enhanced planetary waves (PW) and the zonal wind results in dramatic changes in zonal mean
flow and the consequent momentum deposition warms up the polar stratosphere [e.g., Matsuno, 1971;
Labitzke, 1972; Andrews et al., 1987]. Even though the SSW is mainly a northern hemispheric wintertime
phenomenon, numerous observational and modeling studies have demonstrated its influence on the global
atmospheric and ionospheric parameters, such as mesosphere lower thermosphere (MLT) temperature, wind
and general circulation [e.g., Liu and Roble, 2002; Guharay and Sekar, 2012; Chandran et al., 2013], total
electron content (TEC) [e.g., Pedatella and Forbes, 2010; Yue et al., 2010; Pancheva and Mukhtarov, 2011;
Goncharenko et al., 2013], equatorial electrojet (EEJ) strength [e.g., Vineeth et al., 2009; Laskar et al., 2014], and
F region vertical drifts [e.g., Chau et al., 2009; Fejer et al., 2011]. The responses in the lower atmospheric
parameters were mainly in terms of horizontal mass transport, generation of secondary planetary waves,
enhanced semidiurnal tides, and perturbation in general circulation. Whereas, in the ionospheric parameters,
the responses that have been reported were mainly in terms of enhanced semidiurnal tidal amplitudes during SSW
events which were supported by several modeling studies [e.g., Fuller-Rowell et al., 2011; Pedatella and Liu, 2013;
Yamazaki and Richmond, 2013]. Due to the enhanced semidiurnal tides, various electrodynamical parameters, such as
the EEJ, TEC, and E×B drift, show an enhancement/decrement in the morning/afternoon hours. Further, the quasi
16day planetary waves are found to be enhanced in proportion to the strength of SSW [Laskar et al., 2014].

Most of the works reported so far on the influence of SSW on the low-latitude upper atmosphere were
concentrated mainly on the electrodynamical components, most likely due to the fact that the semidiurnal
tidal amplitudes alter the equatorial dynamo mechanism due to which modifications are brought out in
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plasma parameters [e.g., Chau et al., 2009; Sridharan et al., 2009]. However, experimental results on the
low-latitude thermospheric neutral constituents during SSW events are sparse due to lack of data sets that
represent the neutral behavior directly. Liu et al. [2011] made use of Challenging Minisatellite Payload
(CHAMP) and Gravity Recovery and Climate Experiment satellite data sets and showed a decrease of about
30–45% in thermospheric density at subsolar latitudes during the 2009 SSW event. However, Fuller-Rowell et al.
[2011] revisited the same observations and interpreted that the compression of the thermosphere was due
to the local time sampling of CHAMP data. Instead, they showed that there was a global thermospheric density
increase by about 5% when lower atmospheric wave forcing was incorporated into the whole atmosphere
model. From these results and others of this kind [e.g., Liu and Roble, 2002; Pedatella and Liu, 2013], it can be
seen that there is a lack of comprehensive understanding of the upper atmospheric neutral behavior during
SSW. In order to gain a greater understanding of the influence of this high-latitude phenomenon on the
behavior of neutrals in the low-latitude upper atmosphere, systematic daytime optical investigations have
been carried out from a low-latitude location, Hyderabad (17.5°N, 78.5°E), in India. Measurements during four
recent SSW events in the years 2010, 2011, 2012, and 2013 are used to investigate the characteristic behavior
of the low-latitude thermospheric response to the processes at high-latitudes during SSW events.

2. SSW Events of 2010, 2011, 2012, and 2013

Figure 1 summarizes some of the geophysical conditions that were existing during the first 50days of the years
2010–2013. The occurrence time of the SSW event has been defined by different researchers/communities
based on some measurable quantity of interest that is affected by dynamical changes during that time. For
example, WorldMeteorological Organization (WMO) used temperature andwind at 10hPa pressure level at 60°N
latitude [Andrews et al., 1987]. According to WMO, if the stratospheric temperature at 10 hPa pressure level
poleward of 60°N increases by more than 25°K within a week, then it is termed as an SSW event. Based on this
definition (and temperature at 90°N at 10 hPa level), one can note from Figure 1a that there were four SSW
events, one each in the past 4 years, and the effects persisted approximately during day of the year (DOY)
20–50, 30–38, 12–34, and 5–30 in the years 2010, 2011, 2012, and 2013, respectively. Due to the interaction
of the PWs with the mean flow and consequent heat deposition, the usual wintertime stratospheric
eastward wind becomes weak or reverses its direction. If the zonal mean zonal wind at 10 hPa pressure
level at 60°N becomes westward, then the SSW event is characterized as a major event, and if with the
increase in temperature the zonal mean wind becomes weak but does not reverse its direction, then it is
called a minor SSW event [e.g., Charlton and Polvani, 2007; Chau et al., 2012]. Based on this definition, the

Figure 1. Day-to-day variations of relevant geophysical parameters are shown for the years 2010–2013 (columns). (a) Temperature at 90°N and at 10 hPa pressure
level, (b) mean zonal windmagnitudes at 60°N and at 10 hPa level, and (c) the F10.7 cm flux and Dst index. The vertical dashed line shows the day of enhancements in
lower thermospheric temperature over arctic latitudes.
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SSW events in years 2011 and 2012 were minor in nature, whereas, the ones during 2010 and 2013 were
major (see Figure 1). The solar activity during SSW events in 2010 and 2011 was relatively weaker compared
to the other two events (in 2012 and 2013) as can be seen from the daily averaged 10.7 cm solar radio flux
(F10.7) in solar flux unit (sfu; 1 sfu = 10�22Wm�2Hz�1) in Figure 1c. Figure 1c also shows the hourly averaged
values of Dst index whose axes are shown on the rightside of the plots. Unlike the years 2010, 2011, and
2013, in which the values of lowest Dst index were greater than �60nT, in the year 2012, a magnetic
disturbance of �73nT occurred in near simultaneity with the SSW event. The vertical dashed line shows the
day on which the lower thermospheric (below 120 km) temperature over arctic latitude has maximized. This
has relevance to this study, and this reference has been followed through in Figures 4 and 5.

3. Observations and Results

Measurements of the daytime atomic oxygen (OI) airglow emission intensities at multiple wavelengths are
being made from Hyderabad (17.5°N, 78.5°E), India, using a multiwavelength imaging echelle spectrograph
(MISE). The details of this and similar kinds of spectrographs have been reported earlier [Pallamraju
et al., 2002, 2013]. The column-integrated dayglow emission intensities obtained at OI-557.7, OI-630.0,
and OI-777.4 nm represent the behavior of the atmosphere at altitudes from where they emanate,
which are dependent on their production mechanisms, and are approximately 130 km (average of the
two peaks at 100 km and 160 km), 230 km, and peak height of the ionospheric F region, respectively.
The three dayglow emissions are produced due to the radiative deexcitation of O(1S), O(1D), and O(5P)
states, respectively. These atomic oxygen states are excited mainly due to ambient chemical and
photochemical processes. The dominant production mechanisms of O(1S) state are (1) photoelectron
impact on O, (2) photodissociation of O2, (3) dissociative recombination of O2

+, and (4) three-body
recombination, O +O+M→O(1S) +O+M, where M stands for a third body which can be an atom or a
molecule [Solomon and Abreu, 1989; Witasse et al., 1999]. The O(1D) state is produced dominantly by
the first three production mechanisms of O(1S) as stated above, albeit with relatively smaller excitation
energy requirement as compared to the O(1S) state [Witasse et al., 1999]. The O(5P) is mainly produced by
radiative recombination (O++e→O(5P)+ e). Other than the deexcitation via emissions, the excited states
are also lost due to collisional quenching with molecular nitrogen and oxygen.

Figure 2. (a–c) Daily variations of the oxygen dayglow emission intensities in and around the SSW events during 2010–2013 are shown. The days in each year are
represented by colors as depicted by legends in the middle row. It can be seen that the dayglow intensities throughout the day are enhanced systematically on days
during SSW events. The smoothly varying daily behavior in the year 2013 are the emission intensities estimated using the glow model and are used to remove the
dominant diurnal solar zenith angle contribution from the observed dayglow emission intensities. Only a few days are included here for brevity. More days are
considered in this work as shown in Figure 4.
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Figure 2 shows the daily variations in
dayglow emission intensities in rayleighs
(R, 1 R = 106 photons s�1 cm�2) in and around
the SSW events in the 4 years under
consideration (year 2010, leftmost; 2013,
rightmost columns) and at the three
wavelengths (OI-777.4 nm: Figure 2a, 630.0 nm:
Figure 2b, and OI-557.7 nm: Figure 2c). Data for
different days are represented by different
colors. The data gap for 1–2.5 h around local
noon is due to the saturation of spectral images
by incidence of solar glare directly into the slit
of the MISE’s foreoptics. Cloudy sky conditions
prevented observations during 11, 12, and 15
February in 2010 and during 19–22 January in
2012. It can be seen that there are two groups
of temporal variations in the dayglow emission
intensities, one enhanced and other lower, at all
the wavelengths (except the OI-557.7 nm in
2010). It may be noted that the enhancements
in dayglow emission intensities are present
throughout the day (for the enhanced group),
with relatively higher amount of enhancement
in the morning hours. Morning enhancement
and afternoon depletion have been observed in
the ionospheric parameters, such as the E × B
drift and the TEC are explained to be due to
enhanced quasi-semidiurnal tides during SSW,
which are modulated by enhanced PWs and middle

atmospheric dynamics [e.g., Chau et al., 2009; Jin et al., 2012]. However, in the present case of dayglow
measurements, in addition to the usual enhancement in the morning hours, the afternoon sector also shows
enhanced emissions. The small-scale waves (like gravity waves) are omnipresent and are not expected to
occur preferentially and systematically during afternoon hours on all the days in all the years of our
observations. Further, the changes in diurnal tide are brought about by in situ solar forcing and not by
lower atmospheric waves. So it is very unlikely that the diurnal tides are responsible for the enhancements in
the low-latitude dayglow emissions. Thus, it can be argued that in addition to the semidiurnal tidal
contribution, some other mechanism must be contributing to the enhancements in the observed dayglow
emission intensities.

In order to quantify the amount of enhancement that is other than that due to daily solar zenith angle
variation, a physics-based photochemical model, called glow model [Solomon and Abreu, 1989], derived
emissions have been used. The glow model uses Mass Spectrometer Incoherent Scatter model for neutral
atmosphere, International Reference Ionosphere model output for the ionosphere, and solar flux models to
predict the dayglow emissions at different wavelengths for a given day. The MISE-measured emissions
compare well with the glow model predictions under quiet geomagnetic conditions [Pallamraju et al., 2013].
Simulated profiles using glowmodel dayglow emission intensity are overplotted in Figure 2 for DOY 18 in the
year 2013. Similar profiles are also estimated for the first day listed in Figure 2 in order to remove the
dominant daily solar zenith angle-related variations for all the years. Figure 3 shows the differences between
the measured dayglow and the glow-modeled emissions for all the three wavelengths under study for the
year 2013. Such plots have been obtained for all the years at all the three wavelengths, and the emission
enhancements from such curves are integrated to obtain one data point per day per wavelength as shown in
Figure 4a. This type of averaging is expected to smooth out, to a great extent, the contributions of the
smaller-scale waves and quasi-semi diurnal tidal components, and the resultant is mainly due to the effects
that are other than tides and gravity waves. It is clear from Figure 4a that systematic enhancements in
daytime intensities at all the emission wavelengths are seen to occur in and around the SSW duration as

Figure 3. Enhancements in observedOI dayglow intensities as
obtained by subtracting the glow model estimates from the
measured intensities. The (a) OI-777.4 nm, (b) OI-630.0 nm, and
(c) OI-557.7 nm, respectively, for the year 2013 are shown.
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mentioned above, especially a maximum enhancement can be seen after the day (shown as a dashed vertical
line) with increase in lower thermospheric temperature over high-latitudes. Arguments are presented in the
Discussion section with supporting evidences to show that these enhancements in oxygen emission
intensities over low-latitudes in all these years are caused due to the effects associated with SSW event at
arctic latitudes.

It may be noted from Figure 4a that the daily averaged intensity enhancements are seen around the duration
of SSW occurrence and return to normal levels after the cessation of SSW as can be seen clearly, especially, for
the year 2011 for which longest span of optical data is available. From Figure 4a, it is notable that
enhancements in intensities at all the wavelengths for the case of 2013 are higher compared to that of 2011,
which is believed to be due to the fact that the 2013 SSW event was stronger and prolonged. The low-latitude
upper thermospheric behavior is shown to be more sensitive to lower atmospheric forcing and high-latitude
disturbances during low solar activity epoch [Fuller-Rowell et al., 2011; Laskar et al., 2013, 2014], and so
even though 2011 was a minor event, it produced an appreciable response (in terms of emission intensity
enhancement) in comparison to that of 2010 as can be seen in Figures 2 or 4a. Moreover, the 2010 SSW event
was major and occurred during low solar activity period and thus showed a greater response/enhancement
in intensities as can be seen in Figures 2a and 2b. Although 2013 event occurred during relatively higher
solar activity level, it was much stronger in strength and longer in duration compared to 2010, and so the
response in dayglow emissions was greater in 2013 as compared to 2010. The relative variation in intensity
enhancements in these emissions is most likely due to the differences in their production mechanisms and the
different altitudes at which these emissions originate.

4. Discussions

From the production mechanisms of the dayglow emissions mentioned above, it can be seen that the
variations in intensities of the atmospheric dayglow emissions are brought about mainly due to (i) variations
in the sources of energy (solar flux [e.g., Zhang and Shepherd, 2004, 2005; Pallamraju et al., 2010]), (ii)
variations in the densities of the constituents due to wave-induced perturbations/modifications [Chakrabarty
et al., 2004; Pallamraju et al., 2010], and (iii) compositional changes (such as those brought about by
geomagnetic disturbances) [Pallamraju et al., 2002; Culot et al., 2005; Shepherd and Shepherd, 2011]. As
discussed in section 2, except for the 2012 event, the other three SSW events were relatively magnetically
quiet, and so the emission enhancements other than those in the year 2012 are not expected to be due to
geomagnetic storm effects. Also, the daily averaged F10.7 solar flux in the observation windows in all these
years were either decreasing (for 2013) or are very low and fairly stable (for 2010 and 2011), and therefore, the
enhancements in the dayglow emission intensities reported here are clearly not due to an increase in the

Figure 4. (a) The daily averaged dayglow emission intensity enhancements (observed-simulated) at low-latitudes for OI 557.7 (green), 630.0 (red), and for 777.4 nm
(brown) as obtained from plots as shown in Figure 3. The dashed vertical line depicts the day on which peak of the lower thermospheric temperature was observed
during a given SSW event. (b) TIDI-measured representative MLT daily averaged zonal mean wind (at 95 km altitude) 60°–80°N latitudes (filled circles, left axis)
along with the SABER-measured lower thermospheric (local time; 119 km) kinetic temperature (squares, right axis) over arctic latitudes. A clear enhancement in
dayglow intensities during SSW events can be seen. Notably, in all the years, the MLT winds are equatorward (negative) in simultaneity with the observed dayglow
emission intensity enhancements at all the three wavelengths as shown in Figure 4a.
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solar flux. Using numerical model simulations, earlier works [Akmaev and Shved, 1980; Forbes et al., 1993]
showed that tidal influence induces heating and O2 and N2 density enhancement in the thermosphere above
100 km, resulting in the depletion of atomic oxygen due to enhanced recombination rate. Also, the mixing
effect due to dissipating tides in the thermosphere reduces the mass mixing ratio of atomic oxygen
[Yamazaki and Richmond, 2013]. But in our observation, we see enhancement in atomic oxygen dayglow
emissions throughout the day, which, to the first order, is unlikely to be due to tidal dissipations (however,
these effects need to be quantified with greater experimental and simulation studies). Also, the gravity waves
are not expected to produce an enhancement of the emission intensities in such systematic manner at all the
local times as seen in the dayglow intensities consistently for the four SSW events that are presented here.
Therefore, the plausible cause for the enhancements in dayglow intensities is considered to be due to
compositional changes brought about directly or indirectly due to the large-scale processes that get formed
during SSW events.

During SSW events, the usual wintertime stratospheric eastward zonal wind at high-latitudes becomes
westward, which allows eastward gravity waves to propagate to the MLT region. Because of this eastward
gravity wave forcing, there occurs an upward and equatorward circulation in the MLT region as seen in
simulation studies [Liu and Roble, 2002]. This circulation induces adiabatic cooling in the mesosphere and
warming in the lower thermosphere over high-latitudes as reported by both observational and modeling
studies [Walterscheid et al., 2000; Liu and Roble, 2002; Funke et al., 2010]. In order to assess the high-latitude
dynamical conditions, the temperature and wind during the events of our observations in the past 4 years are
investigated. The thermospheric kinetic temperature data from Sounding of the Atmosphere using
Broadband Emission Radiometry (SABER) instrument onboard Thermosphere-Ionosphere-Mesosphere
Energetics and Dynamics (TIMED) satellite and meridional wind from TIMED Doppler Interferometer (TIDI)
have been retrieved and are shown in Figure 4b. The kinetic temperature (data version: v1.07) is retrieved
from the atmospheric 15μmCO2 limb emission. In the winter polar region, the error in kinetic temperature at
around 75 to 95 km altitudes is ±1–2 K and increases to about ±4–5 K at altitudes of 100 km and above [Russell
et al., 1999; García-Comas et al., 2008]. Temperatures at the highest altitudes possible by SABER at around
120 km (average of 118–120 km) in the 60°N–80°N latitude and 20°E–140°E longitude bin are considered
here. It can be seen that there is a signature of increase in lower thermospheric (120 km altitude) temperature
during the SSW events of the years 2010 (DOY 42), 2011 (DOY 32), 2012 (DOY 16), and 2013 (DOY 18) by about
15 (~465 to ~480), 15 (~465 to ~480), 20 (~475 to ~495), and 25 (~485 to ~510)°K, respectively. These
enhancements are marked by dashed vertical lines, and the other enhancements are due to geomagnetic
activity as can be verified from the reduced Dst index in Figure 1c. One can note from the 2012 data that the
magnitude of the lower thermospheric temperature enhancement due to SSW is comparable with that due
to moderate storm on DOY 22, but the former is for longer duration. This suggests that the effect on upper
atmosphere due to dynamical changes during SSW can be greater or comparable to that of geomagnetic
storms as the former lasts for longer duration.

Figure 4b also shows zonal mean (averaged over 0°–360° longitudes) meridional wind (data level 3, version
10) in the MLT altitude (a representative height of 95 km is shown here) in the 60°N–80°N latitude region
obtained by TIDI. (As TIDI has fewer data points in a particular time-space bin and higher percentage error
compared to SABER, an average of the whole longitude sector has been considered, as compared to SABER,
to reduce statistical fluctuations.) The zonally averaged winds have errors of ±7ms�1 and ±15ms�1 during
day and night, respectively. The details of the TIDI instrument andmethod of derivation of winds are described
by Killeen et al. [2006]. One may note that the meridional winds in Figure 4b are equatorward in and around
the SSW events. This behavior of winds has been observed in the whole MLT region (85–115 km); however, only
a representative behavior at 95 km is shown here, as data availability around this altitude level is higher. One
can note that the meridional wind for the year 2011 in Figure 4b starts becoming equatorward from DOY 21,
while the stratospheric temperature for the same year as shown in Figure 1a started to rise from DOY 28. This
seems to be consistent with some of the earlier studies [e.g., Liu and Roble, 2002; Funke et al., 2010], which
reported signatures of the SSW much earlier in the mesospheric parameters than in those of stratosphere.

It has been noted that during SSW events, while the high-latitude MLT wind is equatorward for several days,
the lower thermospheric temperature enhancement, on the other hand, persists only for a few days. The
exact reason for this is not known; however, one of the possibilities may be that the lower thermospheric
temperature enhancement occurs at an altitude higher than the highest altitude (of 120 km) that is currently
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obtainable by SABER. Thus, assuming that the lower thermospheric temperature enhancement has occurred
at altitudes greater than 120 km along with the equatorward turning of MLT winds, the peak warming at
altitudes below 120 km has been seen with some delay. This is analogous to that in the stratospheric level,
where the SSW-related warming first occur at upper stratosphere and then reaches 10 hPa pressure level with
a delay of a few days. Interestingly, the low-latitude dayglow enhancements are found to be highest just after
these arctic latitude temperature enhancements (below 120 km). The plausible reason for this will be
explained in the following paragraphs.

Figure 5 shows the MLT region temperature and winds organized in 20° latitude bins (at 0°N–20°N, 20°N–40°N,
40°N–60°N, and 60°N–80°N) for the 4 years of interest. As in Figure 4, in Figure 5 as well, the temperatures
and meridional winds correspond to about 119 km and 95 km altitudes. It can be noted that the lower
thermospheric temperatures are higher over high-latitudes as compared to those at low-latitudes with a clear
latitudinal gradient in all the years. Especially, in the year 2011, it can be noted that there exists a sudden
cooling over lower thermosphere at low-latitudes (in the latitude range of 0°N–20°N). In other years, however,
it is possible that the cooling might have occurred above 120 km (which is beyond the altitude of available
information from SABER). This equatorward gradient in temperatures indicates that the conditions are
favorable for an equatorward wind. It may be noted that the TIDI-measured meridional wind is equatorward
from high-to-low latitudes. Further, it is seen that the equatorward wind in the MLT region becomes weaker
from high-to-low latitudes. This is understandable; as one moves away from the source of activity, which is in
high-latitudes, the strength of the winds is expected to decrease. It should also be appreciated that the
Coriolis acceleration enhances the zonal component of the equatorward wind at the cost of the meridional
one as it approaches toward low-latitudes. Nevertheless, due to the presence of such high-to-low-latitude
winds in the MLT region, the dominant species in the lower thermosphere (oxygen) is transported toward
low-latitudes due to wind-induced diffusion and advection [Mayer et al., 1978]. At latitudes below 40°N, the
wind strengths are smaller, and so diffusive transport may play an important role. The latitudinal characteristics
and strength of such circulation depends onmagnitude of the SSW-time equatorwardmeridional wind, season,
and Coriolis acceleration in the MLT region.

Figure 5. Longitudinally averaged TIMEDDoppler interferometer (TIDI)-measuredmeridional winds (positive for poleward) at 95 km and SABER-measured temperatures
at lower thermospheric heights (118–120 km) and at 20° latitude bins (0°N–20°N, 20°N–40°N, 40°N–60°N, and 60°N–80°N) are shown. One can note that the winds
are equatorward (negative) during the SSW events in all the years. One can also note that the temperatures are higher over high-latitudes compared to the low-latitudes
with a clear latitudinal gradient in all the years, with simultaneous equatorward meridional winds.
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Due to the presence of meridional wind
in the equatorward direction as
described above, the oxygen-rich air
through the lower thermosphere
reaches the low-latitudes, where it is
superposed with SSW-time-enhanced
tides and daytime lower thermospheric
upward winds [Roble, 1977; Akmaev and
Shved, 1980], thereby giving rise to a
resultant enhancement in emissions at
all the three wavelengths that emanate
from varying heights. At higher
altitudes, these winds merge with the
seasonal (hotter to cooler
thermospheric south to north)
transequatorial wind [Mayer et al., 1978].
Photochemical modeling studies of
airglow show that an increase in oxygen
densities contributes positively to an
enhancement in the oxygen dayglow
emission intensities [e.g., Melendez-
Alvira et al., 1995; Pallamraju et al., 2004].
Thus, this transport of oxygen-rich air
from high-latitudes does seem plausible
to explain the enhancement in the
observed daytime oxygen airglow
intensities obtained over low-latitudes
during SSW periods.

Figure 6 reproduced here from thework of
Liu and Roble [2002] (Figures 14b and 14c
of that study) supports the proposition
being made in our work. Liu and Roble
[2002] used thermosphere-ionosphere-
mesosphere electrodynamics–general
circulation model/Community Climate

Model Version 3 (TIME-GCM/CCM3) and demonstrated a depletion of atomic oxygen number density at around
100 km altitude over high and middle latitudes and enhancement over low-latitudes for a self-consistently
simulated SSW event. In their simulation, the stratospheric warming started on day 13 and peaked on day 25.
The latitudinal distribution of the relative changes of atomic oxygen column density and height integrated
green line emission rate at local midnight between day 10 and day 25 show a decrease at arctic latitudes and an
increase around 20°N latitude (Figure 6b). It is notable that the dayglow observations reported in this paper
are also obtained over a region at around 20°N latitudes. Thus, the modeling study, in a way, provides credence
to our proposition of transport of oxygen densities from high-to-low latitudes during SSW. This transport
is attributed to be the cause for the rise in the empirically measured daytime oxygen emission intensities over
low-latitudes. Further, our results show enhancement in oxygen dayglow emission intensities, not only at
OI-557.7 nm, as predicted by TIME-GCM/CCM3 model simulation results by Liu and Roble [2002], but also at the
emission wavelengths of OI-630.0 and OI-777.4nm that emanate from higher altitudes. Thus, both modeling
and observational results support the proposition of the mesosphere-thermosphere meridional circulation
during SSW events.

Further, the argument of depletion of oxygen in the lower thermosphere over high-latitudes is also supported
by the observation of oxygen dayglow emissions over high-latitudes from Wind Imaging Interferometer
onboard Upper Atmosphere Research Satellite [Shepherd and Shepherd, 2011]. In that study, the OI-557.7nm
dayglow volume emission rate above 140km over 50°N–70°N latitudes was found to be depleted during the

Figure 6. TIME-GCM/CCM3 simulation results on the dynamics during SSW
events. (a) Green line (557.7 nm) emission rate (in photons cm�3 s�1) at
62.5°N between day 1 and 36 showing a decrement with increase in SSW
temperatures. (b) Latitudinal distribution of the relative changes of atomic
oxygen column density (dotted line) and height-integrated green line
emission rate (solid line) at local midnight between day 10 and day 25,
indicating an increase in OI 557.7 nm airglow intensity owing to increase in
oxygen density. In this simulation, the stratospheric warming started on
day 13 and peaked on day 25 (from Liu and Roble [2002], reproduced with
permission from Wiley publications).
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SSW event of February 1993. Moreover,
by using whole atmosphere general
circulation model, Fuller-Rowell et al.
[2011] showed a possible global upper
thermospheric warming and density
increase by 5% during SSW event of
January 2009. Thus, the current study
provides a comprehensive experimental
evidence to the numerical studies that
alluded to thermospheric circulation
during SSW events using several
case studies.

Considering the results in the present
paper for low-latitude dayglow and
wind and temperature from northern
hemisphere, in conjunction with those
obtained for high and middle latitudes
in both observational and modeling
studies reported earlier, it is
conjectured that a new meridional

circulation in neutrals is set up during SSW events, which is responsible for the transport of oxygen to
low-latitudes. This is similar (but opposite in direction) to the circulation that gets set up during SSW events in
the stratosphere and lower mesosphere that extend from pole to equator [Andrews et al., 1987, p. 276].
Moreover, it seems that our proposition is a part of the pole-to-pole (winter-to-summer) circulation in the
mesosphere as indicated by Espy et al. [2003] and Cho et al. [2011]. Based on the arguments put forth and
supporting evidences reported in literature, a simplistic schematic of the additional meridional circulation
cell, produced during SSW in the mesosphere-thermosphere, is presented in Figure 7, wherein the lines with
arrow heads represent the direction and path of meridional wind. Due to such an MLT region circulation, the
oxygen-rich air from high-latitudes reaches low-latitudes through the lower thermosphere where it is
superposed with daytime upward winds in the lower thermosphere, enhanced tidal activity during SSW, and
then merges with the seasonal south-to-north transequatorial wind in the thermosphere. Because of such
combined activity, an increase in the oxygen number density over northern hemispheric low-latitudes is
believed to occur, which is attributed to be the cause of enhancement in the daytime optical emission
intensities as reported in this study.

To the best of our knowledge, the observational evidence of setting up of the mesosphere-thermosphere
meridional circulation during SSW events, as demonstrated here, has not been shown earlier. The results
presented in this study, thus, bring to light the effect of the high-latitude stratospheric processes on the
behavior of neutrals in the low-latitude thermosphere and the global scale mesosphere-thermosphere
circulation that seems to be existing during SSW events. The results reported here describe the experimental
observations and present a possible scenario of wind circulation. These results do call for more experimental
observations of winds and temperatures (both in situ and remote) in the mesosphere-thermosphere region and
detailed time-dependent physics-based modeling (that includes time-varying effects of tides and gravity waves)
studies to bring to light all the consequences that are associated with the SSW events globally.

5. Summary

The SSW events during the relatively low and moderate solar activity period of 2010–2013 are studied,
wherein systematic investigation of their effect on low-latitude upper atmosphere is carried out using oxygen
dayglow emission intensities at 557.7, 630.0, and 777.4 nm. All these emissions are found to be enhanced
within the SSW event durations in all these years. The enhancement in dayglow emission intensities in the
case of the major warming in 2013 is found to be higher compared to the minor warming in 2011, suggesting
that the optical emission enhancements depend on SSW strength. SABER-measured lower thermospheric
temperatures over high-latitudes were found to be enhanced during all the SSW events. Independently

Figure 7. A simplistic schematic (not to scale) depicting the SSW-time
additional meridional circulation cell that is proposed in the mesosphere-
thermosphere system. The lines with arrowheads represent the direction
and path of the winds. The dominant species in the lower thermosphere are
transported with the wind through wind-induced diffusion. Due to this
oxygen-rich air from high-to-low-latitude thermosphere, all the low-latitude
thermospheric oxygen emission intensities show simultaneous enhancement.
The horizontal color bars show the representative altitudes from where the
oxygen emissions originate.

Journal of Geophysical Research: Space Physics 10.1002/2014JA020086

LASKAR AND PALLAMRAJU ©2014. American Geophysical Union. All Rights Reserved. 10,141



measured TIDI meridional winds at MLT altitudes over arctic latitudes show the existence of equatorward
winds during SSW events. The lower thermospheric heating over high-latitudes is produced by the
downwelling/adiabatic compression. Therefore, it is proposed that an additional meridional circulation in
lower thermospheric winds is set up, which transport atomic oxygen from high-to-low latitudes during the
SSW events. This redistribution of oxygen brought in due to the circulation is believed to be the cause of
systematic enhancement in the dayglow emission intensities observed over low-latitudes for all the SSW
events that occurred in the past 4 years. The current study is an experimental evidence to such circulation
alluded to by numerical simulation studies carried out earlier for SSW events. This study also reveals the
significance of the influence of the high-latitude stratospheric phenomena on the low-latitude
thermospheric behavior.
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Abstract

Comprehensive behavior of the low-latitude upper atmosphere during sudden stratospheric warming (SSW) events
at varying levels of solar activity has been investigated. The equatorial electrojet (EEJ) strength and the total electron
content (TEC) data from low latitudes over Indian longitudes during the mid-winter season in the years 2005 to
2013 are used in this study. Five major and three minor SSW events occurred in the observation duration, wherein
the solar activity had varied from minimum (almost no sunspots) to mini-maximum (approximately 50 sunspots of
the solar cycle 24). Spectral powers of the large-scale planetary wave (PW) features in the EEJ and the TEC have
been found to be varying with solar activity and SSW strengths. Specially, the spectral powers of quasi-16-day wave
variations during the three very strong SSW events in the years 2006, 2009, and 2013 were found to be very high
in comparison with those of other years. For these major events, the amplitudes of the semi-diurnal tides and
quasi-16-day waves were found to be highly correlated and were maximum around the peak of SSW, suggesting a
strong interaction between the two waves. However, this correlation was poor and the quasi-16-day spectral power
was low for the minor events. A strong coupling of atmospheres was noted during a relatively high solar activity
epoch of 2013 SSW, which was, however, explained to be due to the occurrence of a strong SSW event. These
results suggest that the vertical coupling of atmospheres is stronger during strong major SSW events and these
events play an important role in enabling the coupling even during high solar activity.

Keywords: Sudden stratospheric warming; Planetary waves; Atmospheric tides; Total electron content; Sun-Earth
interaction; Vertical coupling; Upper atmosphere; Ionosphere; Thermosphere

Background
The low-latitude upper atmosphere of the Earth is
coupled vertically to the lower atmospheric and horizon-
tally to the high-latitude dynamical processes. While the
neutral motions are affected via waves in the atmosphere
and incoming solar radiation, the plasma motions are
driven by the electrodynamical processes. Since both
plasma and neutral species share the same space, their
motions are coupled to each other in the upper atmos-
phere. Waves generated in the lower atmosphere propa-
gate to the upper atmosphere under favorable background
conditions (Shiokawa et al. 2009) and influence it by

altering the conductivities of the E-region, which, in turn,
modulate the F-region processes, especially, over the low
and equatorial latitudes, where the magnetic field lines are
nearly horizontal.
Direct propagation of large-scale planetary wave (PW)

(periods in the range of 2 to 30 days) oscillations which
are mainly generated in the troposphere into the upper at-
mosphere is highly improbable (Pancheva and Mukhtarov
2012). However, it is believed that they can influence the
upper atmosphere by modulating the shorter period grav-
ity waves and tides (Lastovicka 2006). The gravity waves
and tides with greater horizontal wavelengths are allowed
to propagate to the upper atmosphere under suitable con-
ditions, thereby enabling communication of the large-
scale lower atmospheric waves into the upper atmosphere.
During sudden stratospheric warming (SSW) events, the
PW amplitudes get amplified and the stratospheric and
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mesospheric zonal winds are also altered drastically ren-
dering the conditions conducive for the propagation of
the small-scale waves which are already modulated by the
PWs (Liu et al. 2010; Yiğit and Medvedev 2012).
Even though the SSW is a northern hemispheric winter-

time polar latitude phenomenon, the whole atmosphere of
the Earth responds to these large-scale meteorological
events (e.g., Fuller‐Rowell et al. 2011). It is believed that the
SSWs are produced by the wintertime vertical propagation
of the tropospheric quasi-stationary PWs into the strato-
sphere and their interaction with the zonal mean flow,
resulting in the dissipation of the waves in the stratosphere
(Matsuno 1971). Due to this dissipation, energy and mo-
mentum are deposited in the stratosphere which modify
the usual wintertime eastward zonal wind and enhance the
stratospheric temperature. According to the World Me-
teorological Organization, if the stratospheric (at an alti-
tude of 10-hPa pressure level) temperature at northern
polar latitudes (poleward of 60° N) increases by more than
25 K within a week, then it is called an SSW event, and
these temperature enhancements are considered as a good
tracer of the planetary wave activity in the stratosphere. If
in addition to the increase in temperature the usual winter-
time eastward zonal mean zonal wind at 10 hPa and at 60°
N reverses its direction, then the event is called major or
else minor (Andrews et al. 1987). During SSW events, the
interaction between enhanced planetary waves and tides
and the interaction between tides and modified middle at-
mosphere modulate the tidal components, which register
their signature in the upper atmospheric parameters (Jin
et al. 2012; Pedatella and Liu 2013; Guharay et al. 2014).
Also, nonlinear interaction between PWs and tides pro-
duces additional waves at the sum and the difference fre-
quencies of the two original waves (Teitelbaum and Vial
1991) which fall mainly in the tidal domain.
By using datasets, such as the stratospheric wind, equa-

torial electrojet (EEJ) strength, total electron content
(TEC), and multiwavelength dayglow intensities which
originate from different altitudes of the atmosphere, it has
been shown that the PW influence on the upper atmos-
phere is solar activity dependent (Laskar et al. 2013). That
study motivated the present investigations using low-
latitude datasets at varying levels of SSW strengths and of
solar activity (minimum to maximum). Clear signatures of
the interaction between enhanced PWs and tides during
SSW and the resulting influence on the upper atmos-
pheric EEJ strength and TEC values are presented to dem-
onstrate the vertical coupling of atmospheres and its
dependence on solar activity and planetary wave activity
in the lower atmosphere.

Methods
To obtain information on the low-latitude coupled
ionosphere-thermosphere system during SSW and at

different levels of solar activity, the EEJ strength and
TEC data are used in this study.

EEJ strength
The horizontal component of geomagnetic field (H) data
is collected by magnetometers at an equatorial station,
Tirunelveli (TIR) (8.7° N, 77.7° E; 0.1° N, magnetic lati-
tude (MLAT)), and an off-equatorial station, Alibag
(ABG) (18.6° N, 72.9° E; 10.3° N MLAT). The anomalies
in H relative to its nighttime values at Alibag (ΔHABG) are
subtracted from the corresponding values at Tirunelveli
(ΔHTIR), i.e., ΔHTIR − ΔHABG, to obtain a measure on
the EEJ strengths. The filled triangles in Figure 1 repre-
sent the locations from where magnetic measurements
have been obtained.

TEC
The TEC data has been obtained from a southern hemi-
spheric station, Diego Garcia (7.27° S, 72.4° E; 15.3° S
MLAT), that is located approximately in the same longi-
tude sector as that used for obtaining the EEJ strength.
The filled circle in the map of Figure 1 represents the
location of the Global Positioning System (GPS) receiver.
The solid line in Figure 1 represents the geomagnetic
equator (according to the IGRF-2010 magnetic field
model), and the two dashed lines parallel to it are the ±15°
latitudes, which represent the approximate locations of
the crest regions of the equatorial ionization anomaly
(EIA). One may note that the Diego Garcia station falls
approximately under the southern crest of the EIA. The
receiver independent exchange (RINEX) format Inter-
national GNSS Service (IGS) (Dow et al. 2009) data
are processed using open-source GPS ToolKit (GPSTk)
(Harris and Mach 2007; Laskar et al. 2013). While calcu-
lating vertical TEC values, satellites with elevation angles
greater than 50° are considered, which remove the de-
pendence of TEC on ionospheric pierce point height and
latitude, in addition to multipath effect in the low latitudes
(Rama Rao et al. 2006; Bagiya et al. 2009).

High-latitude stratospheric temperature
The National Centers for Environmental Prediction
(NCEP) and National Center for Atmospheric Research
(NCAR) have cooperated in a project called reanalysis in
which the temperature and wind are recovered from
land surface, ship, rawinsonde, pilot balloon, aircraft, sat-
ellite, and other data (Kalnay et al. 1996). Daily averaged
data at a 2.5° × 2.5° grid for the whole globe and for 17
pressure levels from the Earth's surface up to 10 hPa
for several atmospheric parameters are made available.
In this study, the stratospheric temperature at 10 hPa
(approximately 30 km) from 90° N is used to obtain the
temperature anomaly. From the NCEP/NCAR zonal
mean zonal wind, it can be seen that three minor and
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five major warming events occurred during the years
2005 to 2013 (excluding those in the year 2008, wherein
both major and minor events occurred one following the
other). The nature of the SSW event and averaged sun-
spot number (<SSN>) during the observation period of
January-February months in all the years are presented
in Table 1. One can note that these events span solar ac-
tivity levels with average SSN ranging from 0 to 51.

Analysis methodology
The EEJ strength and TEC data during the January-
February months in the years 2005 to 2013 are used in
this study. In order to investigate the interaction be-
tween local-time-dependent waves and large-scale PW-
type waves during SSW events, the following approach
has been adopted. For each day, data are binned in
hourly intervals, and then the data of a particular bin of
every day are arranged to make a time series of 60 data

points (for the 60 days) as shown in the left side panel
(a) in Figure 2 for the EEJ strength data in the year 2006.
Lomb-Scargle periodograms (Lomb 1976; Scargle 1982;
Torrence and Compo 1998) of each of the time series in
the left panel are shown in the right panel (b) in Figure 2.
The plots are placed one below the other according to
bins that are arranged by local time. Such analysis has
the advantage that it reveals the local-time dependence,
if any, of waves (such as solar tides of different periodic-
ities and planetary-scale waves). One can note the pres-
ence of periods in 12 to 16 days, which are above the
90% significance level, in these periodograms. Also, there
is a systematic pattern in the PW-type periodicities of 12
to 16 days in the TEC and the EEJ, which is seen to be
prominent throughout the daytime hours. Such method
of determination of the dominant periods at different
hours in the time series as shown in Figure 2b for 2006
has been carried out for all the years (2005 to 2013) in

Figure 1 The geo-locations of the stations are depicted in the regional map in Indian longitudes. It may be noted that the GPS station
(circle) and the EEJ derivation stations (triangles) are nearly at the same longitude sector. The dashed curves represent the ±15° latitudes, i.e., the
approximate positions of the crest regions of the equatorial ionization anomaly.

Table 1 Some of the atmospheric and solar parameters during the years 2005 to 2013

Year

2005 2006 2007 2008 2009 2010 2011 2012 2013

ΔTSSW 40 60 40 60 60 40 35 30 45

Tpeak_SSW 240 260 245 268 265 237 235 245 248

Ueast +10 −25 −8 −15 −35 −6 +25 +5 −12

SSW str. Minor Major Major Major Major Major Minor Minor Major

<SSN> 30 10 14 3 1 16 24 46 51

ΔTSSW, stratospheric temperature anomaly at 90° N; Tpeak_SSW, peak stratospheric temperature during SSW at 90° N; Ueast, peak eastward zonal mean stratospheric
wind at 60° N during SSW; SSW str., SSW strength; <SSN>, average SSN.
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both the observed parameters, namely the EEJ and the
TEC. The details of these periods and their dependence
on SSW strength and solar activity level are described in
the next section. As both major and minor events oc-
curred in the year 2008 one after the other in quick suc-
cession, the events in this year have not been considered
in the current analysis. Moreover, the TEC data also do
not exist for this year.

Results and discussion
The low-latitude ionospheric dynamics is governed dom-
inantly by the dynamo electric field of the E-region
of the ionosphere. The off-equatorial E-region electric
field (E) maps over to the magnetic equator at the lower
F-region altitudes. Under the influence of this E field
and the magnetic field (B) of the Earth, the F-region
plasma over the magnetic equator moves upward due to

E × B drift. This plasma then diffuses along the magnetic
field lines and accumulates at around ±15° latitudes off
the magnetic equator, building up regions of enhanced
densities (crests) in plasma, and this phenomenon is
known as the EIA (Raghavarao et al. 1988). The strength
and latitude coverage of the EIA crest depends on sea-
son and lower atmospheric forcings of tidal nature
(Immel et al. 2006; Pallamraju et al. 2004, 2010). Waves
propagating from the lower atmosphere perturb the
E-region dynamo electric field which is mapped to the
F-region and thereby contribute to the redistribution of
plasma. The amplitudes of these tidal waves are modu-
lated at the lower atmosphere by the large-scale PW-
type waves that are enhanced during SSW events. In
addition to the shorter period dominant tidal waves, the
normal-mode-type PW oscillations of 2, 5, 10, 16, and
25 days are generally observed in the upper atmosphere

Figure 2 Values of EEJ strength and corresponding Lomb-Scargle periodograms for the year 2006. (a) Hourly binned daily values of EEJ
strength and (b) their corresponding normalized Lomb-Scargle periodograms are presented. This type of binned daily values average out the
gravity waves with periods less than 1 h. Moreover, they show periods that are dependent on local time (like solar tides). Also, as the larger scale
planetary waves modulate these local-time dependent tidal waves, the periodogram spectral power is a direct measure of the interaction strength
between tidal and planetary waves. Dashed lines in the right panel represent the 90% significance levels. Here, one can note a systematic variation
of statistically significant periodicities with respect to local time for the wave periods between 11 and 20 days (i.e., the quasi-16-day periods are
present here at all the local times).
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(e.g., Salby 1984; Sassi et al. 2012; Laskar et al. 2013).
The EEJ strength which originates from around 105-km
altitude region in the equatorial latitudes has been
shown to be strongly modulated by lunar 14 to 15 day
lunitidal period (Park et al. 2012). Here, in this study,
the presence of waves in the PW regime (2 to 30 days)
can be seen in Figure 2. The most dominant waves that
have been observed in all these durations of observations
are of the quasi-16-day type (11.2 to 20 days; Salby
1984). In some local time bins, the presence of 5- to 6-,
9- to 10-, and 27-day periods is also observed to be
above the 90% significance level. However, the dominant
mode present here is of quasi-16-day-type PWs which
originate mainly in the lower atmosphere and are very
sensitive to the stratospheric and mesospheric mean
zonal winds (Luo et al. 2000). So, the large-scale waves
and periodicities that appear in Figure 2 are believed to
be associated with both variabilities of tides and PWs
from the lower atmosphere.
A similar analysis, as that carried out for EEJ in the

year 2006 as shown in Figure 2, has been carried out for
all the years and in both the EEJ strength and the TEC
data. For brevity, these periodograms have been con-
verted into contour plots and all the periodograms at
different local times have been normalized with their re-
spective 90% significance level values and are shown in
Figure 3. The left (a) and right (b) panels show the peri-
odogram contours for the EEJ strength and the TEC
from Diego Garcia. Each column represents data for
8 years from 2005 to 2013, wherein the x-axis represents
the periods in days and the y-axis is the local time. The
color bar represents the relative spectral powers com-
pared to the strongest power in the year 2009 - the year
of strongest SSW event of the past decade. This is done
in order to compare the inter-year variation in powers
for a given periodicity. Here, all the periods greater than
the relative power of approximately 0.6 (dark green) are
above 90% significance level. From this figure, one can
note that the relative powers of the periods in the quasi-
16-day range are very prominent and are present in al-
most all the years presented here. The maxima of power
at the quasi-16-day period range occur mostly at the
same period range with respect to local time in the years
2006, 2007, and 2009 while for 2005, 2012, and 2013,
one can note that the periods with maxima in power
shift from shorter to longer periods from morning to
evening. It is also notable that the periodicities in the
EEJ and the TEC are, to a large extent, similar which is
due to the fact that the low-latitude E-region electric
field acts as a dominant driver for the plasma processes
that eventually affect the F-region processes. Other than
the quasi-16-day periods, one can see periodicities at 2,
5, 8 to 9, and 25 days in Figure 3. The 2- and 5-day
waves are the normal mode oscillation of the lower

atmosphere (Salby 1984). In addition to the Doppler-
shifted 10-day normal mode oscillation origin, the 8- to
9-day waves have also been reported to be related with
the quasi-periodic variations of solar wind high-speed
streams and recurrent geomagnetic activity, especially
for the year 2005 (Thayer et al. 2008). Thus, some of the
wave activities seen in these upper atmospheric parame-
ters are due to both solar and lower atmospheric origin.
The average spectral power of the variations within

the quasi-16-day range (11.5 to 20 days) and 6 to 18 h
local time in the contour plots shown in Figure 3 are
produced in Figure 4 for both the EEJ strength and
the TEC. The letters ‘m’ and ‘M’ just above the x-axis
stand for ‘minor’ and ‘major’ SSW events, respectively,
that occurred during those observation windows. The
dashed line (‘+’ symbol) in Figure 4 shows the northern
polar latitude (90° N) stratospheric temperature anomal-
ies (ΔT) that occurred during the SSW events. The ΔT
values are calculated by averaging the stratospheric
temperature for a fairly stable duration prior to the oc-
currence of the SSW. In the absence of any index or par-
ameter which represents the true strength of the SSW,
this temperature anomaly is used as an indicator of the
strength. It is expected that the ΔT values represent the
stratospheric behavior in response to the SSW events.
Strikingly, there are three maxima in both temperature
anomaly and spectral powers of EEJ and TEC which oc-
curred during the three strong major SSW years 2006,
2009, and 2013. Also, during the three minor warmings
in the years 2005, 2011, and 2012, the spectral powers
are comparatively low. These observations suggest that
the strength of the SSW decides the spectral power of
quasi-16-day waves in the upper atmospheric parame-
ters. The quasi-16-day-type variations in the EEJ and
ionospheric parameters are widely shown to be en-
hanced during SSW events (Pancheva et al. 2009). Not-
ably, these three strong major events were the strongest
of the major events in the last two decades. So, higher
spectral power in these three major events implies that
the stronger the SSW event, the stronger will be its ef-
fect on the low-latitude upper atmosphere. This hap-
pens because during major warmings the semi-diurnal
tidal (both solar and lunar) and PW amplitudes are
amplified and their combined action registers higher in-
fluence on the ionosphere (Stening et al. 1997; Pedatella
and Liu 2013).
It can be noticed from Figure 3 that there are statisti-

cally significant quasi-16-day periods in all the years in
addition to those in the three strong major warming
years mentioned above. In spite of the fact that the
SSWs in 2005, 2011, and 2012 were minor in nature,
they showed appreciable amplitudes in the quasi-16-day
power. Notably, these three minor events occurred dur-
ing low solar activity epoch. Laskar et al. (2013) used
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experimental observations to show that the coupling of
lower and upper atmospheres is higher (lower) during
low (high) solar activity. Such coupling in low solar activ-
ity is further enhanced when additional energy is available,
such as that present during SSW events, which thus ex-
plains the appreciable amplitudes during these three
minor events. Using numerical simulations, Pedatella and

Liu (2013) showed that for the same level of SSW activity,
the lower atmospheric influence on the upper atmosphere
is greater during low solar activity period in comparison
to that at high solar activity, wherein solar influences
dominate. Further, in the present case, one can note that
the major SSW event in 2013, which occurred in relatively
higher solar activity (average SSN of 51), shows strong

Figure 3 The contour plots of periodograms of EEJ and TEC in the years 2005 to 2013. Contour plot of the Lomb-Scargle periodograms
corresponding to all the local times as shown in Figure 2b is presented in subplot a[1]. Similarly, periodograms of EEJ in the left panel (a) and
TEC in the right panel (b) for the observation durations in the years 2005 to 2013 are shown. The spectral powers are normalized with respect
to their respective 90% significance level values. The color bar represents the strength/relative power of the significant periods, and all the periods
with relative power greater than approximately 0.6 (dark green) are above 90% significance level. It should be noted that during the major
warming cases in 2006, 2009, and 2013, both the EEJ and the EIA crest region station, Diego Garcia, show strong quasi-16-day periodicities.
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amplitudes in the quasi-16-day periods. In our earlier
study (Laskar et al. 2013), it was conjectured that even
during high solar activity if there occurs a major SSW
event, then it would provide additional energy which will
significantly influence the upper atmosphere. In this work,
the observation of the SSW event in 2013 is an experi-
mental evidence to that conjecture. Support for this con-
jecture is also obtained from the published literature
wherein the existence of perturbations in the ionosphere
due to lower atmospheric forcings was reported during
high solar activity in 2001 to 2004 and 2013, which actu-
ally occurred in simultaneity with major SSW events (e.g.,
Liu and Roble 2005; Pancheva et al. 2009; Fejer et al. 2010;
Pedatella and Liu 2013; Goncharenko et al. 2013). These
earlier reports have to be viewed in light of our conjecture
that if the lower atmospheric forcing is stronger, as it hap-
pens during strong SSW events, then they can affect the
upper atmosphere even during high solar activity periods.
The current study demonstrates these features and places
things in perspective with larger and independent datasets
during low, moderate, and high solar activity epochs. The
present study also reveals the plausible conditions in
which an SSW event shows a greater effect on the upper
atmosphere based on various waves and background dy-
namics as discussed below.
As mentioned above, the enhanced PWs and middle

atmospheric dynamics during SSW modulate the tidal
waves (mainly semi-diurnal) which further influence the
ionosphere through the electrodynamical processes. To
study the behavior of these waves, the relative variation
in amplitudes of quasi-16-day and semi-diurnal waves
had been looked into. Figure 5 shows the amplitudes of
the semidiurnal (SD; thin continuous lines), an estimate
of the SD envelope (SDenvelope; thick continuous lines),

and quasi-16-day (dashed) periodic variations in EEJ
strength during the years of the current study. These
amplitudes are obtained using the wavelet-based spectral
analysis technique (Torrence and Compo 1998; Zaourar
et al. 2013). It is known from the wavelet theory that the
amplitudes of the harmonic components, like tides and
PWs, can be obtained from the absolute value of the
wavelet transform of the time series with the Morlet
function as mother wavelet. The Morlet mother wavelet
is best suited for studies of sinusoidal-type geophysical
waves. The details of wavelet-based spectral analysis
can be found in Torrence and Compo (1998). Both the
semi-diurnal and quasi-16-day amplitudes appearing in
Figure 5 are derived from the wavelet transform of the
hourly values of the EEJ strength data. Interestingly, one
may note from Figure 5 that the amplitudes of both
semi-diurnal tides and quasi-16-day amplitudes are high
and broadly vary in a similar fashion (as if semi-diurnal
tides are modulated by the quasi-16-day waves) around
the peak of SSW event, especially for the three strong
major SSW events in 2006, 2009, and 2013.
As semi-diurnal oscillations are of higher frequency than

those of planetary-scale waves in order to enable quantifi-
cation of the correlation between SD variations and quasi-
16-day waves, an envelope of semi-diurnal amplitude,
SDenvelope, values are derived. These SDenvelope values are
obtained by a two-point smoothing of the curve joining
the maxima of the 3-day (72 h) smoothed semi-diurnal
amplitudes. One can note from Figure 5 that SDenvelope

fairly follows the SD maximum amplitudes. The cross-
correlation coefficients (R) between SDenvelope and quasi-
16-day amplitudes are also shown within the plots. One
can note that for the three strong major SSW years 2006,
2009, and 2013, the correlation coefficient values are 0.78,

Figure 4 The mean normalized power of the quasi-16-day periodicities in EEJ strength and TEC. The power spectra as shown in Figure 3
are averaged between 11.5- and 20-day periods and for the whole day. The letters ‘m’ and ‘M’ represent ‘minor’ and ‘major’ SSW events, respectively,
that occurred in the given year. The dashed curve shows the high-latitude stratospheric temperature anomaly (ΔT) on the peak of the SSW-related
warming that represents the lower atmospheric behavior. One can note that the amplitudes have three peaks during the three strong major SSW
events in the years 2006, 2009, and 2013 and three minima during the minor events in 2005, 2011, and 2012. It can be noted that there is a clear and
systematic correspondence between the quasi-16-day amplitudes and the polar stratospheric temperature anomaly. The average SSN values are also
shown with its axis at the right. It may also be noted that the relatively higher solar activity year 2013 showed a strong coupling due to increased lower
atmospheric activity during strong SSW event.

Laskar et al. Earth, Planets and Space 2014, 66:94 Page 7 of 10
http://www.earth-planets-space.com/content/66/1/94



Figure 5 Amplitudes of SD, SDenvelope, and Q16 (a-h). The amplitudes of the semi-diurnal (SD; thin continuous lines), semi-diurnal envelope
(SDenvelope; thick continuous lines), and quasi-16-day (Q16; dashed) periods in the EEJ strengths are shown along with the correlation coefficient
(R) between SDenvelope and quasi-16-day wave amplitudes. One can note that there is a good correlation between these two parameters for the
three strong major warming years 2006, 2009, and 2013 (R values are 0.78, 0.85, and 0.79, respectively). This signifies that during the strong SSW
events, the interaction between semi-diurnal and quasi-16-day waves is stronger.
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0.85, and 0.79, respectively. For the less major and the
minor events, the correlation coefficients are negative (ex-
cept for 2007, which was a late winter SSW event), which
may possibly be due to the interaction of tides with some
other PWs or with middle atmospheric dynamics (Jin et al.
2012). From these results, the plausible conclusion that
can be arrived at is that during the three strong major
SSW events in 2006, 2009, and 2013, there were strong in-
teractions between semi-diurnal tides and quasi-16-day
waves. Further, recent modeling studies suggest that the
middle atmospheric dynamics play a dominant role in
coupling the lower atmosphere and upper atmosphere dur-
ing SSW events (Jin et al. 2012; Pedatella and Liu 2013).
This study thus provides experimental evidence to the con-
jecture proposed earlier and revealed new aspects of inter-
actions on the vertical coupling of atmospheres. These new
aspects call for a detailed modeling and simulation studies,
which are beyond the scope of the present communication,
and will be carried out in the future.

Conclusions
Using two independently measured upper atmospheric
parameters, namely the EEJ and the TEC, the vertical
coupling of atmospheres during SSW events at varying
levels of solar activity has been investigated. Individual
SSW events during the years 2005 to 2013 have been
considered. There were three very strong events dur-
ing 2006, 2009, and 2013 of which the first two oc-
curred during the low solar activity epoch and the
2013 event occurred during the so-called maximum of
the 24th solar cycle. The main findings of this work
are summarized below:

1. The spectral powers of the quasi-16-day wave oscillations
in the EEJ and the TEC (over the crest of the EIA) are
found to vary in a similar fashion to the high-latitude
stratospheric temperature anomaly. The quasi-16-day
spectral powers were found to be strong during the three
strong major warming cases in 2006, 2009, and 2013 and
weaker during the minor warming events in 2005, 2011,
and 2012, implying that the intenseness of the SSW event
decides the strength of vertical coupling.

2. It is observed that for those major events for which the
quasi-16-day amplitudes are high, the broad variations
in the amplitudes of semi-diurnal tide and the quasi-
16-day amplitudes are quite similar. To first order, this
suggests that there occurs a strong interaction between
semi-diurnal tides and quasi-16-day planetary waves
for the strong major SSW events. This interaction has
been found to be weaker for less major and minor
events.

3. Even though the 2013 event occurred during relatively
high solar activity epoch, the powers in the quasi-16-
day period in both the EEJ and the TEC were

significantly strong. This observation supports the
Laskar et al. (2013) proposition that even during high
solar activity if an SSW event occurs, then the upper
atmosphere is influenced significantly by lower atmos-
pheric forcings due to additional energy that becomes
available for enabling the vertical coupling of atmo-
spheres through the PWs and
middle atmospheric dynamics.

To conclude, the vertical coupling of atmospheres in
terms of the strength of spectral amplitude is found to
be dependent on the strength of SSW, solar activity, and
interaction between tides and planetary waves.
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