
S T A T E M E N T
This study and the investigations conducted by the 

author are primarily concerned with the cosmic ray 
fluctuations of very short periods, of the order of a few 
minutes.- This was not possible in the past because large 
area detectors that could give a very high counting rate, 
were not available. For-cosmic ray modulation pattern to 
be perceptible, it must show above the statistical fluctua­
tions, which at times for a small area detector, can be 
higher than the signal. In one of the earlier attempts by
Torizuka and Wada (i960), where they had used detectors

5
giving counting rates of the order of 10 counts per minute, 
some studies of short period variations'were made. A very 
general indication was that the amplitude of the short 
period fluctuations decreased, with the decrease of the 
meson intensity. They improved the analysis further in 
(1962), but the statistical accuracy was not so high as to 
warrant any definite conclusions.

With the availability of a mu meson detector with
scintillators of 60 Sq.meter area operated by BASJ1 at
Ghacaltaya (Bolivia), altitude 17,200 ft., geographic 

o 0
latitude S 16 - 19•, longitude W 68 -101, it became
possible to study short period fluctuations with a count-

6ing rate of about 10 counts per minute. The Bolivian
Air Shower Joint Experiment had been set up jointly by
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1.1,2,, University of Tokyo and the University of Michigan 
with the main object of studying showers produced by very high 
energy cosmic ray particles (Suga et al 1962). An array of 
15 scintillator detectors, each of 4 Sq.meter area, formed 
the main element of the mu meson detecting system. The 
whole area of the detecting system was housed in a cave 
shielded with galena to about 5 M.W.E. The author built a 
digitized recording unit at H,I.T. during the latter half 
of 1963, This was later installed at Chacaltaya and the 
recording of the data was started from April, 1964. The 
author ̂ maintained the unit throughout the I.Q. S.Y. period 
and up to the end of June, 1966. The basic interval of 
data recording was fixed at 12 second, with time recorded 
every 1 minute. Also, a digitized servo-barometer was used 
for recording pressure every minute. Three groups of 5 
detectors each, recorded separately. Maximum care was taken 
to ensure stabilized conditions of the whole recording 
system. Using a pulse height analyser, differential spectra 
of the dark current pulses of the photo-tubes, and of 
mu meson scintillator pulses were recorded. Thus a check 
could be maintained on the noise level, and it helped in 
fixing the levels of the discriminator circuits. The data 
was recorded on punched paper tape, and was later converted 
to I.B.M. cards by a tape to card converter. These cards 
formed the basis of the further analysis, performed by 
using a 1620 I.B.M. computer.



Power spectrum and digital filtering methods of 
analysis are used (Blackman and Tukey 1959). The power is 
given in the' frequency domain. The signal to noise ratio is 
improved because of the random nature of noise, and the 
frequency selective pattern, makes the signal frequency to 
appear more predominantly even in a condition where the 
signal to noise ratio is not high. The range of frequencies 
selected for the present study is from 1 to 30 cycles per 
hour.

Each sample, comprising of a 3-hourly interval, shows 
a variability of spectral estimates. In the range, of 1 to 6 
cycles per hour, the spectral estimates tend to average out 
as more and more samples are superposed upon one another.
But as the range is extended up to 30 cycles per hour, 
consistent peaks are observed, at 18 OPH and 25 OPH. The 18 
CPH (200 sec.period) which is persistent, has also been 
detected with high activity in magnetic measurements taken 
in the magnetosheath by Mariner IT (Siscoe et al 1967). The 
dynamic power spectrum taken for one sample shows the 
existence of peaks at 6, 11, 17 and 26 cycles per hour, 
frequencies close to these have also been found in the 
measurements of the interplanetary magnetic field recorded 
simultaneously by Pioneer VI (Ness et al 1966). Magnetic 
field measurements conducted in the magnetosphere by 
Explorer VI, show oscillations with period of 200 sec.
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(Judge and Ooleman 1962), and Explorer XII, periods of 
180 and 120 sec. (Patel and Cahill 1964).

Detailed analysis is carried out to find the 
behaviour of the prominent frequencies during quiet and 
disturbed epochs. The possibility, that the magnetic field 
fluctuations produced by the interplanetary wind in the 
magnetosheath are responsible for modulating the cosmic 
rays through changes of the geomagnetic cut off rigidity, 
is considered.
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S U M  M A R Y

The data relate to a countingt rate of 10 counts per 

minute from 60 sq.meters of plastic scintillators under a 

Galena shielding of 3'M. W.E. at Ghacaltaya. Geomagnetic 

cut off rigidity in the vertical is 13.2 Bv. The counting 

rate refers essentially to secondary mu-mesons. The counts 
integrated over successive one minute.intervals are used 

for the analysis. Atmospheric pressure readings from a 

digital servo-barometer are simultaneously recorded at 

one minute interval. Data have been analysed for the period 

from lovember 1965 to June 1966.

The data are subjected to power spectrum analysis 

following the-well known method given by Blackman and 

Tukey, having spectral window from 1 to 30 cycles per 

hour and an analysis period for successive 3 hours.

■Fluctuations of the cosmic ray intensity are found 

to occur in the .range of frequencies 6 to 30 cycles per 

hour. These fluctuations have average amplitude of 

about .04$. Taking the data as a whole, fluctuations 

occur most prominently at the frequencies of 16 and 27 

cycles per hour corresponding to a period of 225 and 130 
second. These have been established at the confidence 

limits of 99% .

6
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For individual 3 hour periods the prominent peaks 
occur at one or more frequencies within the range and are 
not always at 16 or 27 cycles per hour. Moreover, there 
are some three hourly periods when all frequencies seem to 
he active, and the average power level in the entire 
spectrum is raised. There are then no peaks indicative of 
activity at particular frequencies.

Pioneer 6 measurements in the magnetosheath field 
at a distance of about 10 earth radii from the centre of 
the earth on the sunlight side gives a power spectrum with 
prominent peaks in the range of 6 to 30 cycles per hour 
(Ness et al 1966). At the same time at Chacaltaya, data 
show peaks which correspond in an approximate way, but not 
identically. Pioneer 6 results of the fluctuations of the 
interplanetary magnetic field over a 3 hour period show 
prominent peaks in the spectral range 6 to 30 cycles per 
hour (Ness et al 1966). These roughly correspond with the 
peaks simultaneously observed in the meson intensity but 
are not at identical frequencies.

High level of geomagnetic disturbance as chsrater- 
ised by Kp is associated with a low average power cf the 
fluctuations in cosmic ray intensity in the 6 to 30 
cycles per hour range. However, during this time prominent 
peaks appears at the frequencies of 9, 17 and 28 cycles 
per hour.
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low level of geomagnetic activity corresponding to 
small Kp is characterised by a high average power in the 
spectral range 6 to 30 cycles per hour and a prominent 
frequency only at 27 cycles per hour. When a major Forbush 
decrease occurs in cosmic rays, even though Kp is high at 
the time of onset, the average power in the cosmic ray 
fluctuations in the range of 6 to 30 cycles is always high.

The dependence on the geomagnetic activity of PO 4 
micropulsations is similar "to the dependence on geomagnetic 
activity of cosmic ray oscillations i.e. for high Kp the 
occurrence of PC 4 is less (Troilskaya and G-ul'elmi 1967) 
and the average power of cosmic ray oscillations decreases. 
Study -of velocity fields at the solar photosphere reveal 
that oscillatory motions with periods of 200 to 400 seconds 
are present (Howard 1967). The sun seems to be constantly 
active in this range of periodicities (Pe lager 1965).

Thus, it is possible that the main driving'force 
for the cosmic ray oscillations in the range of 6 to 30 
CPH arises cn the sun. When the magnetic field lines 
connecting the sun and the earth are relatively undistur­
bed with few magnetic-field, irregularities, the solar 
excitation gets communicated from these fields without 
attenuation. But, when the magnetic field lines have 
irregularities, they provide a preferential passage for 
transmission of certain frequencies and not others. So,
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the fluctuations of the energy density impinging on the 

magnetosphere could be the means through which the period­
icities are generated in the geomagnetic field, thereby 
producing cosmic ray fluctuations by the change of 

geomagnetic cut-off rigidity.



C H A P T E R  I

n f l E ' O D U O I I O N

The turn of the present century saw the start of 
simple observations for the study of cosmic rays. The 
refinements in the experimental techniques, later on, 
greatly added to the reliability and authenticity of the 
measurements. It was soon realised that the studies of 
cosmic ray variations, interpreted on the basis of electro­
dynamics and plasma physics, have vast potentialities. The 
time variations are proving to be an extremely useful method 
for investigating the electromagnetic conditions of the 
interplanetary space. The studies of cosmic rays have also 
become an integral part of the adjacent disciplines of 
Nuclear Physics and Astrophysics.

1.1 Primary and secondary cosmic ravs:

1.11 Primary Cosmic ravs:

1.111 Nature of primary cosmic rays;

There is a continuous influx of energetic particles 
at the top of the earth's atmosphere. The energy and 
composition of these particles vary widely. There is 
evidence to indicate that galactic cosmic rays in inter­
stellar space are largely isotropic and constant but as 
these rays traverse through interplanetary space they are 
modulated by solar activity.
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To know the energy and composition of the primary 
cosmic rays, measurements have to be carried out at the top 
of the atmosphere, by using balloons and rockets* With, 
ground based detectors secondary components are measured, 
and with the knowledge of certain parameters .connecting the 
primary and secondary particles the characteristics of the 
primary cbsmio rays^can be derived. Their intensity is

-2described in terms of the number of particles per meter 
sec. sterad

We neglect here solar cosmic rays since they are 
generally of energy below 1 Get and do not normally relate 
to the intensity measured a~ sea level at the geomagnetic 
equator.

1.112 Biergy Seectrun: .

The incoming primary flux of particles is found to 
be a decreasing function of particle energy. The energy
spectrum can be expressed by a power law,

-  i
IT (E) = K B

where 1(E) is the number of incoming particles greater than 
E, I is a constant and Y is an exponent which is found to 
be energy dependent. For the determination of the energy 
spectrum':shown in figure 1.1, different methods are used 
in different regions of energy.



Fig. 1.1 Integral energy spectrum of galactic cosmic rays.

The latitude effect can determine the energy spectrum
up to- about. 17 GeV. Nuclear emulsion techniques are used

12 13 'for higher energies in the range of 10 to 10 eY (Bethe
1933, Frier1 et al 1948, Kaplan et al 1952’,- Singer 1958).
For very high energies extending towards the tail end of 
the energy spectrum, extensive air showers can- give 
information regarding the spectrum^ (Rossi and Greisen 
1941,. Clark et al 1957 a). -
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The values of the exponent 'i in the integral energy 
spectrum in the different regions of energy, are given in 
the following table.

Table 1.1

'i
Energy range References

Ge7

1.7 - 1.8 10 to. 50 CharaKhch 'yan, A.N. ,
and T.ff.Charakhch'yan

62X10
1959.

1.53 +0.20 15 to Barrett et al 1952
2.2 + 0 . 1 107 to 8

2x10 Clark et al 1962
2.1? .£ 0.1 6 .5x10 t0 io 9 Rossi 1960

1.12 Secondary components:

High energy primary particles in passing through the 
atmosphere collide with the air nuclei and the resulting 
nuclear interactions produce mesons (charged and neutral), 
nucleons, sometimes heavier fragments and strange particles. 
There are individual collisions between the incident 
particles and the air nuclei or the secondaries produced 
in such collisions and the air nuclei. For the cascades 
produced, considerations are given to the computation of 
the cumulative effect of the fundamental particle inter­
actions over finite thickness of the matter, assuming the
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cross-sections for the individual processes. A general 
classification of the important particles encountered is 
given in the following table (from fcirhead 1965). The 
masses are given in the mg units.

. Sable No. 1.2

Fermions
Bosons

leptons ' Baryons

Photon 0 Neutrino V 0 Nucleon N~1840
Pi on n<~270 Electron e 1 | A - 2200
Kaon K ~  965 lion M'v 207 Hyperons 0 2 ~2350 

$1-2600

The production of the secondaries is schematically 
shown in figure 1.2 (from Eamakrishnan 1962). A primary 
particle enters at A and collides with a nucleus of the 
air. The horizontal lines an the diagram represent the 
particles produced in a single collision and the decay 
products of a particle are shown by lines diverging from 
a point.

The charged mesons either decay into mu mesons or 
interact with air nuclei in a nucleon - nucleus collision. 
The neutral meson either interacts with the nucleus or 
with a high probability decays almost immediately into two
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highly energetic gamma rays which generate soft cascades.
The particles K mesons if they have high energies, 
interact with the nuclei producing the same type of particles 
as in a pion - nucleon collision at low energies. The 
hyperons at very high energies reproduce the nucleon colli­
sion phenomena while at low energies decay or interact with 
nuclei forming hyper-fragments which in turn-'decay into 
ordinary nuclei with or without emission of pions.

The mu mesons which are highly energetic and weakly 
interacting, mostly decay, but, since the decay tifee is 
comparable to the time for traversing the atmosphere, they 
comprise the major part of penetrating component at sea 
level. . ■ .

A  detector fixed at the surface of the earth records 
secondary component depending upon the sensitivity to the 
particular particles. To estimate the changes of the 
secondary component into primary component, it is necessary 
to know the counting rate yield of the detector for a 
primary incident particle. The specific yield function 
* (P,** for a cosmic ray defector of a particular type 
located at a certain atmospheric pressure can be defined ass

j CP) y  (p,h) =

where J(P). is the differential primary psectrum as a 
function of' rigidity and N(P,h) is- the counting rate of
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the detector that receives particles of threshold rigidity P. 
Only the; vertical threshold values are used because most of 
the response of the detector is directed in the vertical 
direction. 3N/9P can be calculated from the latitude curve, 
and if the primary spectrum is known then the yield function 
I (P,h) can be found out. Webber and Quenby (1959) have 
derived a method by which the yield function can be split 
for different primary particles. At great depths in the 
atmosphere the yield function assumes' small value due to the 
absorption of most of the secondary component. Differential 
response curves for meson component at different depths are 
shown in figure 1.3.

Pig.1.3 Differential response curves for meson 
detectors at different depths(after 
Mathews 1963).
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Eor Chacaltaya situated at 545 gm/cm^ of atmospheric 
depth and 13.2 Bv' cut off rigidity, the value of 8n/dp 
(for mesons) is about 1.5/ BV, found by interpolating the 
differential response curve for sea level and for 312 gm/em^ 
(given by Mathews 1963), shown in figure 1.3.

1.13 Effects of pressure and temperature on secondary 
components;

1.131 General aspects;

The secondary components, produced by the nuclear 
interaction of the primary cosmic rays with the atmosphere 
and for the decay processes are affected by the conditions 
of the atmosphere. The counting rate of a detector varies 
inversely with the changes in atmospheric pressure. This can 
be' expressed by an emperical relation of the cosmic ray 
intensity as a function of the atmospheric pressure. The 
principal components recorded at low level of the atmosphere 
are nucleons and mesons and as the formation mode in each 
case is different, the factors applied for their correction 
vary. The formula used for correction has the exponential 
form.

N = IT0 exp (£&h)
where H is the corrected value, (3 is called the pressure

c (

coefficient and h is the pressure variation. In case p 
is small, it can be expanded in a simple .form,

N = Nc (1+3 hh)



i 9 :

For meson component, pressure coefficient is of the order 
of -0.1%per mb but for the nucleonic component, it is 
-0.7% per mb.

1.132 Corrections for Meson component:

For the meson component the meteorological effects 
are fsr more complicatedthan for the nucleonic component.
Hais is because the mesons are unstable and the height 
of their production over the point of observation is also 
important, Thus the vertical distribution of the tempera­
ture in the atmosphere and cf density become relevant. 
Duperier (1948, 1949) has demonstrated a positive tempera­
ture effect and has shown that it is connected with the 
mean level of production at the height of about 100 Millibar. 
Olbert (1953) in a more rigorous treatment takes into 
consideration the continuous production of mu mesons through­
out the atmosphere, and .also, that the mu mesons suffer 
from ionization losses. The conception of a production 
layer at a certain height is not completely justified 
because of the continuous production of mu mesons. To take 
into account the ionization losses, additional terms have 
to be added to the regression equation. Dorman (1957) has 
made detailed study of the atmospheric effects and the 
method of correction. It has been shown by him that the 
emperical method is not justified because of the few 
parameters used in their calculation (Dorman I960).
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Quenby and Thambyahpillai (i960) estimate the 
temperature effect by comparing meson and neutron diurnal 

variations observed at Huaneayo during the 1953-1954 solar 

minima, and arrive at an average temperature effect of 0.11%. 

Deep liver meson and neutron data relating to large counting 

rate monitors are used by Bercovitch (1966) to derive 

amplitude of the variation of meson intensity due to atmos­

pheric temperature. He estimates an average amplitude of

0. 0 4 6 %  and a time of maxima 5.6 hour local time. The 

temperature related variations in the neutron component 

(Kaminer et al 1965) are toe small to make any noticeable 
contribution.

1.2 Cosmic rays in geomagnetic field ;

1.21 Geomagnetic field and carriole trajectories;

Stormer (1965), in connection with the understanding 
of auroral phenomena, calculated the trajectories of charged 

particles in the terrestrial magnetic field. The force I 

acting on a charged particle with charge e, moving with a 

velbcity v in a magnetic field H is expressed by the well 

known relation.

I  =  J e  | H x  T

Using numerical integration methods and dipole simulation 

for the geomagnetic field, Stormer found that certain 

directions are forbidden to the particles of certain energy

1. e. at a certain point on earth particles of certain energy
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cannot approach It from all directions and there are certain 
directions that are preferred than the others. She cone 
that forms the allowed directions is called the Stormer cone. 
Applying Li onvilie's theorem, it follows that the intensity 
of cosmic ray particles in any'allowed direction will remain 
the same as it is at their starting point. So, if the 
distribution of cosmic rays is isotropic at infinity, it 
remains the same in all allowed directions for any given 
energy.

Even though a general dipole field suffices for most 
of the applications, for some cosmic ray phenomena it has 
been found that a higher, degree of simulation of the geomag­
netic field is required. Ihe geomagnetic field could be 
expressed in terms of the spherical harmonic function. If 
V is the geomagnetic potential then:

ooI
n=l

re
(fe)n+l j
r n

where r is the distance from the earth and r is the radiuse
of the earth, and

B- m m . m . .= 2_ (Sn Cos m w + hr Sin m w)Pn
m=o

where g^ and h^ are gauss coefficients, 0 is the geographic
m  ' .co-latitude, w geographic longitude and Pn (0) are 

spherical harmonics.
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Finch and Leaton (1957)' and-Jensen and Gain (1962) 
have calculated the constants up to sixth spherical * 
harmonics.

1.22 Threshold rigidity: ■

The Stormer theory states that at a particular point 
on the Earth's surface it is impossible,for certain direct­
ion to be accessible for particles from infinity below a 
certain rigidity. The minimum rigidity is .

where M is the magnetic moment of the Earth's dipole field, 
r0 is radius of the earth, 8 is the angle between the 
velocity -vector of the particle and the meridian plane,and 
A is the geomagnetic latitude.

If the particles are incident vertically, the minimum 
rigidity will be,

Some of the trajectories of the particles intersect the 
earth elsewb- re before arriving in the allowed direction. 
These penumberal trajectories contain loops representing 
turning away and turning towards the dipole. But at higher 
rigidities, the main cone threshold is reached and above

M Gos4A
*"g r 1 " _ 3 ^ ,JT g
rQ (l+(l - Sin 8 Cos A) )

4= 14.9 Cos X G,V.
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this value all trajectories come from infinity without 
loop and are not obstructed by the Earth (Lemaitre and

' i

Tallarate 1933, 1936, Swann 1933).

Calculations of rigidities carried out with a simple 
dipole field representation of the geomagnetic field showed 
discrepancies with the observed values (Johnson 193S). 
Surveys were carried out by two identical neutron monitors 
aboard a ship and the results confirmed the inadequacy of 
the rigidity calculations on the dipole model basis (Rose 
et al 1956). Further surveys were carried out during IGY 
aboard the ship ’Soya' and nucleon and meson components were 
measured during the voyage to and from Antartic (Kodama and 
Miyazaki 1957). An airborne neutron monitor surveyed the 
equatorial region and it was possible to establish cosmic 
ray equator from 12 experimentally determined points 
(Katz et al 1958). A detailed survey has been carried out 
by 'Project Magnet' by putting a neutron monitor abroad 
an air craft (Pomerantz and Agarwal 1962).

Quenby and Webber (1959) introduced the non-dipole 
terms up to 6th degree for the rigidity calculation. Ihey 
obtained a better fit with the experimental values of the 
cosmic ray equator. Kellogg (i960) has also computed the 
cosmic ray equator. Quenby and Wenk (1962) have formulated 
an emperical relation that takes into account the ideal 
dipole latitude and the true latitude where the same value
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of the field exists. They have derived corrections that 
can he applied to give the true cut off rigidity at, a given

j

point.

A more rigorous method of computing the cut off 
rigidities is hy deriving the orbits of the particles of 
different rigidities. McCracken (1962) has developed a 
widely used programme that pakes into account the geomag­
netic field upto sixth degree simulation. The directions 
are'followed up to a distance of 25 earth radii, because 
beyond this distance the geomagnetic field has insignificant 
effect on the motion of a particle. Using this programme, 
calculations have been made of cut off rigidities for 
different, stations (Shea et al 1965).

1.23 Asymptotic directions;

The Storme-r's calculations give the trajectories of 
the particles arriving at the surface of the earth in the 
geomagnetic field. For the study of the spatial dependence 
of aniostropies in the flux of incident primary particles, 
it is necessary to know in detail the asymptotic directions 
far out in space i.e. the direction of propagation of the 
particle before it enters the geomagnetic field.
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fig.1.4 Asymptotic directions of approach 
of a particle trajectory.

As shown in the figure 1.4 the asymptotic direction 
can be described by two angles A andvj/ , where A  represents 
the asymptotic latitude and is the asymptotic longitude of 
the particle with respect to the meridian passing through 
the observation point. Therefore,y is a measure of the 
bending in longitude (time) suffered by the cosmic ray 
particle while passing through the geomagnetic field.

In the initial stages asymptotic directions were 
determined by model experiments using a magnetised terrela 
for the earth, to which a beam of electrons was projected 
(lalmfors 1945, Brunberg 1953, and Bland 1962). Numerical 
integrations of trajectories have been performed by various 
authors for a dipole field (firor 1954, Jory 1956, Lust 
1957), and non-dipole terms up to sixth degree have been
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included in the geomagnetic field representation by others 
(McCracken 1962, McCracken et al 1962, Shea et al 1965).

Asymptotic cone of acceptance is defined as a solid 
angle containing the asymptotic directions that make signifi­
cant contribution to the counting rate of the detector, in 
important consequence of this idea is that it gives the 
particular directions in space sampled by the detector 
(McCracken 1962). Since each detector looks in a uniquely 
defined direction in space, different■detectors fixed to the

o

spinning earth scan the celestial sphere; they will record 
anisotropy in space at different times (Bao et al 1963,
Webber 1963).

1.3 Cosmic ray intensity variations:

1.31 general aspects:

The general classification of the cosmic ray varia­
tions is very much dependent; upon the nature of their 
origin. It is found that directly or indirectly the sun 
plays an important part in cosmic ray variations. The sun’s 
role in this respebt is two fold. Firstly, it modulates 
galactic cosmic rays by changing the conditions in the 
interplanetary space, and secondly, it injects at the time 
of solar flares cosmic ray particles in the low energy end 
of the differential energy spectrum. 11 year variation of 
galactic cosmic'rays at the low energy end (Forbush 1957,
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1958), the displacement of the knee of the latitude effect 

and 27 day recurrences due to solar rotation (Yenkatesan 
1958), are connected with the different aspects of solar 

activity.

The early studies of the daily variations were carried 
out by analysing if these were the residual atmospheric 

effects. Telescopes pointing towards north and south direct­

ions recorded cosmic ray particles that had traversed the 

same amount of atmosphere under similar conditions. Data were 

averaged out over long periods, to cancel any effects that 

might be present due to the inhomogeneous atmosphere. The 

time variations of the difference of the two directions 

showed diurnal variations that were much higher than the 

statistical inaccuracy of -the recordings (lalmfors 1949, 

Elliot and Dolhear 1950, 1951). Extensive investigations 

have been carried out concerning diurnal variations especially 

after the availability of I.G-.Y. data from world-wide network 

of cosmic ray recording stations. Excellent reviews on these 

topics have been given by various authors (Elliot 1952, 

Sarabhai and lerurkar 1956, Singer 1958, Porbush 1966,

Quenby 1967).’

1.32 Spectral variation by Method of coupling 
coefficients:

The variations present in the measurements of cosmic 

ray particles at the ground based stations need to be
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connected to the corresponding variations of the primary 

particles. Following Dorman (1963),' consider the cosmic 

ray variations at a point with threshold rigidity P and at 

atmospheric pressure height ja . She observed intensity of 

cosmic rays can he expressed as,

where D(E) is differential energy spectrum of the particles, 

and m(E,hQ ) is the integral multiplicity, which is the 

number of secondary particles at pressure depth h Q formed 

from a single primary particle of energy E. In the most 

general case there can be changes in the threshold rigidity 

P, in the differential energy spectrum D(E) and in the 
multiplicity m  (E,hQ ).

So talcing partial differentials:

CO

Np = f m (E’h o ) dEp

oo

and the relative change is,

where (E,ho ) = D(B% m (E,h0 ) is called the coupling

coefficient between the primary and secondary variations.
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The relative variations are composed of three terms. The 
'first one indicates the changes that occur due to the 
variation of the cut off rigidity. The second tern contains 
changes in the multiplicity or at'times called the yield 
function. These are associated with the changes occurring 
in the terrestrial atmosphere. The third term contains 
changes associated with the primary spectrum variation.

The coupling coefficient can be calculated in terms 
of the integral multiplicity factor. In the energies 
sensitive to the geomagnetic field, this can be calculated 
by taking into consideration the latitude effect for the 
different secondary components.

1.33 Variation of cut off, rigidity:

Using a network of world wide stations Yoshida and 
Wada (1959) showed the association of cosmic ray variations 
with the geomagnetic field variations. Kondo et al (i960) 
have computed the expected variation in neutron intensity 
for different values of changes in the geomagnetic field.
The graphs indicating the computed values are shown in 
figure 1.5.
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Rothwell (1959) showed that the most significant 

changes in the threshold occur at high latitudes and these 

should correspondingly affect the cosmic ray intensity. 

Taking into consideration the changes in the magnetic field 

and the changes in dimensions of the magnetospheric cavity, 

Ohayashi (1959) has calculated the variation of the cut off 

rigidity shown i n  figure 1.6.

Expected variation o! cuto.i itgi&ty during magnetic storms 
with various values of J IT  (Obayashi)
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Fig.1.7 Curves 1.... 7 for- H =  500, 400, 300, 200, 100,
50 and 30 T; a, b, for the ionizing component 
at stratosphere, and at 4.3 km altitude; c, d, 
for neutron measurements at mountain altitude 
(700 mb', and at sea level (from Dorman 1963).

For any cut off rigidity the counting rate N of a 
detector can be compared to the integral primary intensity. 
The differential counting rate between E and E + dE will

k8 Hi n ^  where E is the cut off energy and n
(E) is the yield function and** is the exponent, of the 
integral energy spectrum,

Dorman et al (1961) have computed the expected changes of 
cosmic ray intensity for changes in the magnetic field.
These graphs shown in figure 1.? are very useful in inter­
preting the changes found in the cosmic ray intensity and 
their corresponding relation with the geomagnetic variations.
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oo _ V
n(E) E dE

E ,
This equation gives the relation between the differential 

primary spectrum and the effective spectrum.

1.34 Energy Spectrum Variations:

The cosmic ray events found to be energy dependent 

can best be expressed by spectral variations. This is very 

useful method for studying anisotropies. In case, data from 

ground based detectors are ised, coupling constants or 
specific yield functionsplay an important part in connecting 

variations of primary and secondary cosmic rays (Treiman 

1952, Simpson at al 1953, Do'rman 1963). Using data from 

world-wide network of recording stations, extensive studies, 

in energy spectrum variations have been carried out by 

various authors (Rao and Sarabhai 1961, Rao et al 1963,

Kane 1963, 1964).

In the latitude sensitive region of cosmic rays, 

direct measurements of the primary cosmic rays have been 

carried out by various authors. The measurements are mostly 

performed at the top of the atmosphere by balloon bc-rne 

detectors, and lately satellites have been used for measure­

ments in space. The latitude curves for either the ion 

chamber or the counter may be used for obtaining the 

primary spectrum. The spectra during sunspot minima and
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maxima have been determined. Studies of various solar 
events have also been carried out (Winckler I960,
Balsubr amany a and McDonald 1964, Fichtel et al 1964).

1.4 Conditions in Interplanetary space;

1.41 Solar wind;

Based on the observations that comet tails point 
away from the sun, Biermann (1957) concluded that the emission 
of corpuscular radiation from the sun is not a sporadic 
phenomenon occurring only during active periods bu~ takes 
place even on quiet days when not much activity is observed 
•on the surface of the sun. Starting from Chapman's (1957, 
1959) idea that the thermal conductivity of the corona is 
very high and that the corona populated by the hot ionized 
Hydrogen, extends far into space, Barker (1958) suggested 
that the energy transfer takes place from the coronal base by 
hydrodynamic heating of the plasma, rather than by thermal 
conduction, The necessary consequences of the temperature 
distribution of the corona is an outward streaming of the 
plasma which Parker termed 'solar wind'. Even during quiet 
periods the solar wind is ejected with hypersonic velocities 
in the range of 300 to 400 km/second, which increases to 
about 1000 to 1500 km/second over active regions of the sun.

The behaviour of the plasma can be described by 
Boltzmann equations for the hydrodynamic motion of a fluid.
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Even though the plasma is in a highly ionized condition, 

an overall condition of neutrality is'maintained. Hence 

the solar wind can he defined as highly ionized neutral gas 
in which most of the kinetic energy is associated with the 

radial outward hulk motion (and not with the thermal or 

random motions). The kinetic energy is carried by the ions 

(Protons), because although, electrons have the same 

streaming velocity as the ions, they have much smaller 

masses.

Since the kinetic energy density of the solar wind 

is everywhere greater than the magnetic energy density 

except in the lower corona, the solar wind will he propa­

gated radially outward. The magnetic field lines which are 

firmly anchored to the sun, however, will he stretched in 

the form of spirals called Archimedes spiral, due to the 

rotation of the sun. The streaming angle is defined as the 

angle between the field direction and the local radius 

vactor, and can he computed from the plasma velocity and 

the solar angular velocity. Por normal solar wind velocities 
of 300 km/second, the streaming angle at a distance of 

1 A.U. is about 45°, as shown in figure 1,8.

It is obvious that the solar wind pressure gets 
attenuated at distances far away from the sun, where the 

pressure becomes comparable to the intersteller pressure.

The wind velocity is reduced to subsonic values and the
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random motion of the individual particle increases. The 
plasma cools down hy mixing with the intersteller gas and 
ultimately forms a part of it. The distance to which the 
solar wind extends’is estimated to he about 50 A.U. or may 
he more. It is expected that this distance increases with 
the increase in solar activity due to the enhanced solar 
wind velocity.

The characteristics of the solar wind are determined 
hy its hulk velocity, particle density and temperature. 
Series of satellite experiments have been performed to 
measure the solar wind parameters. Bridge (1964) has 
summarised the results of the different plasma probes start­
ing from Pioneer 1 to Explorer 18. The typical values 
observed by Mariner II are; solar wind valooity 360 to 700 
km/second, particle density 0.3 - 10/cm and temperature 
6 x 104 to 5 x 10 5 k.(Snyder and leugebauer 1964). The 
observations have also revealed close correlation of solar 
wind velocity with kp and irs association with M-region 
storms (Snyder, Neugebauer and Eao 1963). The Mariner II 
plasma measurements demonstrate the existence of 27 day 
recurrent plasma events. The recurrent increases in 
plasma density are generally preceded by peaks in plasma 
velocity (Neugebauer and Snyder 1966). The close associa­
tion of the recurrent high velocity plasma events in the 
recurrent M-type geomagnetic storms have also been._
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established. The solar wind streams connected to the active 
regions that persist for many months, can create recurrent 
magnetic disturbance of M-type characterised by 27 days recu­
rrent tendency (Mastel 1964).

In general, there are three modes of wave propagation
in an ionized gas having frozen in magnetic field. The
transverse Alfven wave propagates along the field lines with
a velocity = B (4 % ) where B is the unperturbed
magnetic field, g is the density of the ionized gas. The
magneto-acoustic waves propagate in a direction transverse
to the lines of force with a velocity Vg = ("( p/Q 5 ,
where H  is the ratio of the 'specific heat at constant
pressure to the specific heat at constant volume, P is the

, 2 2 %gas pressure. The phase velocity is given by (V + Vg)
The solar wind having velocity of 300-600 km/second is 
considered to be supersonic with a mach no.of about 5.

1,42 . Interplanetary magnetic field;

The sun has a general field of the order of a few 
gauss which is extended by the radially outward moving 
plasma (Parker 1963). The active regions of the sun can have 
magnetic fields as large as a few thousand gauss, consequent­
ly, the interplanetary field between the sun and the earth 
will be different during active periods. During quiet 
periods, as already explained, the angular rotation of the 
sun causes the field lines tc be stretched in the form of 
spirals.
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Pig.1.8

Figure 1.8 gives the sketch of field lines and the radially 

moving outward plasma. This has been verified by direct 

measurements of the field and plasma with instruments abroad 

space crafts of IMP and Pioneer series.

During periods of high solar activity when the velo­

city of the solar wind is very high, the field configuration 

in the interplanetary space changes considerably. Different 

models have been proposed fcr understanding the field 

configuration during these periods.

Gold (19-59) proposed that the sunspots and other 

solar disturbances form the origin of the field lines that 

constitute a kind of a magnetic bottle. The intense 

magnetic field in the bqttle will prevent the low energy 
galactic cosmic rays from entering inside it, thus causing
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an intensity depression within the bottle. Recent evidence, 

however, does not favour this model.

Parker (1961), on- the other hand, considers the 

imposition of blast wave in order to explain the condition 

of field during disturbed days. Since the magnetic lines of 

force move with the medium, a spherical symmetric .blast wave 

moving radially will not affect the radial component but will 

compress the azimuthal component, producing a kink in the 

magnetic field. So, the quiet day interplanetary field is 

sheared by the blast wave generated due to solar activity , 

producing a kink. The direction of the field lines in the 

kink is shown, in fugure '1.9.

D IST O RT IO N  OF THE IN T ER  PLANETARY 
MAGNETIC FIE L D  BY A SUDDW  BURST OF CORONA

fig.1.9.

Based on the background of Parker's theory, Sarabhai 

(1963) has pointed out interesting consequences that arise 

when slow plasma from solar region A follows fast plasma
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from solar region B. The resulting conditions in interplane­
tary space are shown in figure 1.10.

Pig. 1.10 Region (oĉ  p) Cavity and ~i (turbulent) 
formed in interplanetary space along the 
solar equatorial plane by the interaction 
of slow and fast moving plasma (after 
Sarabhai 19635.

The interface generates a cavity almost free from 
plasma and bounded by intense magnetic field. This results 
in forming a scattering cenore for low energy cosmic rays.
If it continues to persist longer, then it can be responsi­
ble for 27 * day recurrent Porbush decreases and other 
geomagnetic effects.

Solar modulation of galactic cosmic rays can be 
: / described to be the result of the inward diffusion of cosmic

rays through magnetic field irregularities carried outward
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from the sun by solar wind (Mayer and Simpson 1957, Parker 
1958 h). The diffusion coefficient describing the motion of 
cosmic rays in the interplanetary space was discussed mostly 
on the concept of magnetic scattering centers and the basis of 
treatment, in general, was phenomenological. Jokipii (1966 
1967), for describing the motion of cosmic rays in the inter­
planetary field, determines diffusion coefficient from the 
power'spectra of magnetic irragularities observed on space 
crafts. Using some of the reported spectra (Coleman 1966, 
and Siscoe et al 1967), he finds the diffusion coefficient 
to be proportional to E p, where P i s  the particle magnetic 
rigidity and (3 is particle velocity. The relation seems to 
be valid for particles of kinetic energy of 10 MeT/nucleon 
to about a few Ge?/nucleon, Thus, the motion of cosmic rays 
in the interplanetary space may be quantitatively related to 
the observed magnetic field,

1.43 Sector structure:

The interplanetary magnetic field measurements by a 
clean IMP I satellite have 'clearly indicated that the 
intensity of the interplanetary magnetic field is in general 
about 5 gammas and is along the garden hose direction (Ness 
and Wilcox 1964), as predicted by Parker (1958), although, 
it varie's considerably in direction and magnitude at times. 
Further, Wilcox and Ness (1965) find that the interplanetary 
field is divided in the form of sectors, the field in
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alternate sectors being oppositely directed to each other, 
either predominantly away or towards the sun. The sectorial 
passage was observed for number of solar rotations. The 
field directions near the earth in each sector were well 
correlated with the directions of the average solar photo- 
spheric magnetic field within 15° of the solar equator, with 
solar wind velocity of 385 km/second carrying the frozen 
field with in it.

*

Pig.1.11 Interplanetary magnetic field sector 
structure (after Wilcox and Ness 1965)

The gross pattern of the field found by Wilcox and 
Ness is shown in figure 1.11. It is seen that the inter-
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planetary space is divided during this period into four 
sectors, three of which occupied 2/7 of the longitudinal 
width and one 1/7 of the width. This sector structure 
corotates with the sun and so, sweeps past the earth every 
27 days.

The sector boundaries are characterised by a sudden 
change of direction of the magnetic field. There seems to 
be a tendency for the proton density and solar wind velocity 
to change at the boundaries of the sector structure (Nyon 
et al 1964), The sector structures seem to persist over 
successive solar rotations, Field measurements aboard IMP 
II and Mariner IT have provided further evidence of the 
existence of corotating sector structures (Fairfield and 
Ness 1967).

1.5 Interaction of solar wind with geomagnetic field:

1.51 Magnetosheath and magnetospherio cavity:

The formation of the geomagnetic cavity due to the 
impinging of solar corpuscular particles was first discussed 
by Chapman and Ferraro (1921). The outward streaming plasma 
will sweep any external field ahead of it in order to 
prevent any change of field within itself. This is 
accomplished by surface currents at the magnetopause which 
cancel the field due to external currents at all interior 
points. It is this property of the plasma which causes 
the geomagnetic field to be compressed and confined
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within a cavity by the solar wind. In other words, the 
plasma stream interacting with the geomagnetic field can 
penetrate upto a distance where the kinetic?* pres sure of the 
solar wind is balanced by the geomagnetic pressure given by,'

T T ^  P= n m v 8m
where n is the particle density and m is the proton mass.
The total.magnetic field H at the surface of the stream, 
which is twice the original geomagnetic field at that point 
(Obayashi 1959) is given by,

H fp where H.. 0.3 T

- By substituting the appropriate values in the above 
equations it can be shown that the magnetopause is at a 
distance of approximately 10 earth radii in the sunlit side. 
In the antisolar direction where the forward motion of the 
plasma is not able to exert any influence, the tail of the 
magnetosphere is stretched in the form of a tear drop. The 
streaming plasma is not able to close the tail because it ■ 
does not exert transverse pressure. The boundary will 
assume the shape where the external pressure exerted by the 
plasma and the interplanetary magnetic field balances the 
internal pressure due to the interior magnetic field, the 
plasma contained in the tail and hydrodynamical waves propa­
gating inside the tail. A magnetically neutral region called 
the neutral sheet has also been identified. Its formation
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can be explained on the basis of the outgoing and incoming 
lines of force. There are indications that the length of 
the tail extends beyond the orbit of the moon.

Magnetometer and plasma probe data from satellites 
have been used to map the form of the geomagnetic cavity and 
the extent of the turbulent region (Bonetti et al 1963, 
Happner et al 1963). Extensive mapping of the magnetosphere 
boundary was carried out by Cahill and Amazeen (1963), with 
a magnetometer aboard Explorer 12 satellite. They found 
abrupt changes in the magnetic field directions at a distance 
of about 10 earth radii on the sunlit side, implying that the 
magnetic field ..was in a turbulent state at that point. This 
marked the boundary of the magnetosphere. It was observed 
that during storm conditions the boundary moved closer 
to the earth. This could be explained on the basis of the 
increased kinetic pressure of solar wind (CahiXLand Bailey 
1965).

Detailed magnetometer measurements using IMP 
satellites have been performed from the sub-solar point to 
the night-time extending far into the tail (Ness et al 
1964, Ness 1965). The shape of the cavity derived from 
these measurements is shown, in figure 1.12.
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Fig.1.12 Projection of the magnetic field
topology on noon-midnight meridian 
plane (after less 1965).

As indicated in the diagram, the magnetopause is at a 
distance of about 10 earth radii towards the sunlit side.
The extent of magnetosheath is from a geocentric 
distance of about 10 to 15 earth radii bounded by a bow 
shock. The extent of the magnetosheath is dependent upon 
the hydrodynamical pressure exerted by solar wind. Beyond 
that the interplanetary field becomes Tery ordered' and the 
average direction is confined to the general Archimedes 
spiral. In the tail side there is a neutral sheet. From
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tlie study of the simultaneous records of magnetic fields 
and energetic particles, itaderson and Mess (1966), for most 
of the orbits of IMP'I on the dark side of the earth, found 
depressions in the magnetic field in the particle cusp 
region.

1.52 Bow Shock;

The particles of sclar wind have no transverse 
component of bulk velocity, and the coulomb interactions 
between the particles are extremely rare as the mean free 
path is of the order of 1 A.U. The magnetic field forms an 
obstruction to the solar wind flow.

The obstacle offered by the geomagnetic field to the 
supersonic solar wind will make it to go around the magnetic 
field and thermalize in the tail side. By analogy to the 
hydrodynamic flow around on obstacle a bow shock will be 
formed towards the sunlit side.

She hydrodynamic waves crossing the boundary of the 
magnetosphere transfer energy and momentum. The geomagnetic 
phenomena are evidence of such a dissipative interaction, 
which implies the existence of transverse stresses at the 
magnetosphere boundary. These stresses can have profound 
influence on the shape of the magnetosphere (Axford 1964). 
Inflations and distortions of the magnetosphere have been 
observed by Explorer 12'and 26 (CahiXLand Bailey 1965, 
CahiHand Patel 1967).
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1.53 Theoretical models of the magnetosphere:

Starting from an initial assumption of a uniform 
magnetic field bounded by a plane current sheet, iterative 
and self consistent methods of successive approximation up 
to fourth degree are used to compute the shape of the geo­
magnetic field boundary in solar wind (MIdgley and Davis 
1963, and Mead and Beard 1964). -

Pig. 1.13 Computed shape of the magnetosphere
boundary (after Mead and Beard 1964).

Figure 1.13 shows the boundary surface in two planes 
cut through the dipole. The curve above the horizontal 
axis is the solution in the meridian plane and the curve



below is in the equatorial plane of the dipole. The solar 
wind is incident from the left side and the distance is 
measured in units of r , the distance to the boundary along 
the Earth-Sun line in the first approximation surface.

At the points within the magnetosphere resultant 
field due to geomagnetic field and the component due to 
surface currents has been computed by Mead (1964).
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Eig, 1.14 Computed field line configuration on 
noon-midnight meridian plane (after 
Mead 1964).

The comparison of the resultant field and the dipole 
field is shown in figure 1.14. The field is compressed on 
both the day and the night side of the Earth. At a 
distance of 10 Earth radii along the Earth-Sun line there 
'exists a critical latitude of 83° above which the field
lines originating on the day side of the Earth are thrown
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back to the night side, thereby creating a neutral surface.
An interesting application of lead's spherical harmonic rep­
resentation of the cavity field to the cosmic ray threshold 
rigidity shows that an increase in the rigidity value occurs 
due to the presence of the cavity (Makino and Kondo 1965).

1.6 geomagnetic Micropulsationsi

1.62 Characteristics of geomagnetic micropulsations;

The geomagnetic micropulsations of regular type in 
the range of 0.5 to 600 seconds periods are subdivided in 
five groups designated as Pc 1 to Pc 5 (Jacobs et al 1964).
The pulsations of short periods, Pc 1 and Pc 2 are, in general, 
connected with auroral phenomena. But, towards the larger 
periods these assume hydrodynamical character and show 
certain assymetries and polarisation. Amplitude of Pc 5 is 
latitude dependent and shows polarization of the perturbed 
vector (Kato 1965 a) •

Large fluctuations in the range of 2 to 10 minutes 
periods have been observed at polar stations, having morning 
and afternoon maxima (01’ 1963). Using micropulsation data 
from three stations around the geomagnetic equator, ffifeson 
(1963 a ) has not found any consistent frequencies in the 
range of 1-6 cycles per hour. The intercomparison of the 
spectral densities for the simultaneous data of these 
stations does not indicate any consistency of peaks, 
although individually several frequencies are prominent.
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With the magnetic data from Hew Jersey, 'Davidson (1964) has 
made some studies aimed at investigating the source and 
propagation mechanism of the micropulsations by means of the 
variability of their power spectral densities. In the 
range of 4.5 to 1000 seconds periods, it is demonstrated by 
him that much of the variability of the fine structure of 
the spectrum disappears as sufficiently large quantity of 
data are averaged, but certain characters assume stability. 
Hence, in the range of 1 to 6 cycle per hour no prominent 
peaks are present over long periods of time, although, there 
are indications of their periodic behaviour at about 40 
minutes period during magnetic storm conditions (Pai and 
Sarabhai 1964),

Studies aimed at the theoretical calculation of the 
amplitude and the polarization characteristics of the 
micropulsations have been carried out by Prince et al(l964), 
Pield (1966) and others.

1.62 .Amplitude and frequency dependence on latitude;

It has been observed that amplitude of Pc 5 is 
latitude dependent. The activity is found to be larger at 
higher latitudes than at lower ones. A single event, in 
general, shows an increase of amplitude with latitude, 
although, not all the events behave in the same way 
(Duffus et al 1954, Mason 1963 b).
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The latitude dependence of the frequency of the 
micropulsations can be explained on the basis of the increase 
of the length of lines of force along which the hydrodynamic 
waves are propagated. The relationship is formulated by an , 
analogy of an elastic string bo the lines of force connect­
ing two conjugate points having geomagnetic latitude 9+ and 
9_ (Obayashi 1958). The period T can be expressed as,

T
e+
/
e

61
V ~

where 61 is the element of the line of force, 1& is the
Alfven velocity and is equal to , H being the
magnetic field strength and f = m n, m is the particle

P Pmass and n, the plasma concentration. Assuming Parker's
distribution of charged particles in the magnetic field
(Parker 195^), and the relationship H^/8ftrs-'n m 1^/2 at the

- 2magneto spheric boundary, we get, T o( cos e, which shows 
the period to be dependent on 9, the latitude.

1.63 Hydro dynamical nature of Pc St..

The velocity and density gradients of solar wind 
produce time and space fluctuations in the field of the 
magnetosheath. These fluctuations produce stresses at the 
boundary of the magnetospheric cavity and transmit hydro- 
dynamic waves towards the Barth. It has been observed that 
fluctuations in the interplanetary magnetic field are
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capable of producing geomagnetic micropulsations (Kata 1965b). 
The waves are reflected at a certain geocentric distance 
that corresponds to their period and'their energy is trans­
mitted along the lines of force. She asymmetric radial 
stresses are capable of producing polarization effects in 
the fluctuations. These effects have been observed for Pc 5 
pulsations.

1.64 Telluric currents:

The measurements of the earth currents can also give 
good indication of the geomagnetic activity. Some of the 
interference problems common with magnetic measurements are 
reduced, and so the recordings have more reliability 
(Hessler and Wescott 1959). Hence the earth currents data 
can as well be used for micropulsation studies.



C H A P T E R  II

EXPERIMENTAL SET UP 

2.1 General Remarks:

Operation of a large area of detectors presents 
diverse problems; the very high counting rate demands fast 
circuits, but to be free from intermodulation. The problem 
of insuring stability assumes greater proportions and the 
grounding arrangements become critical. Since the detectors 
are spread over a large area, they become much more suscept- 
able to noise. As the scintillators formed the part of the 
Air Shower Experiment (BASJI), their performance requirements 
were not so rigid and had a sensitivity over the area 
uniform to within + 5% (Suga et al 1962). With the help of 
the BASJE group and using a Multi-channel Pulse Height 
/analyser, the author carried out detailed checks of differen­
tial spectrum of the output pulses from each of the photo­
tubes. It was found necessary to carry out certain modifi­
cations which resulted in bringing down the level of noise.

Time variation experiments require very stringent 
standards of accuracy and stability. So, not only the 
individual module should be geared to that standard, but 
also the complete unit should be in the optimum operational 
condition. Any lapse on these counts can result in produc­
ing not very meaningful data.
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Fia. 2.1

LAY OUT OF MU DETECTOR SCINTILLATORS

CHANNEL in  ■ * — 3 6 9 12 15

CHANNEL H ■ * - 2 5 6 t l 14

CHANNEL 1 4 7 !0 13

AREA OF EACH DETECTOR IS A SQ. METER

FIG. 2. - 2.
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2.2 Operation:

Fifteen scintillators occupying an area of 60 Sq. 
meter are housed in a cave, with about 3 1.W.E.absorber over 
it.

The sectional view of the cave is shown in figure 2.1 
indicating the absorption material around the detecting 
system. Each scintillator has 4 square meter area and is 
fixed at the top inside of a container that acts as a light 
coupler to a photo-tube fitted at its apex with a preampli­
fier just below it.

Three rows each of five scintillators form the 
geometry of the detector. The lay out is shown in figure 
2.2, indicating also the recording channel in which each 
scintillator's counts are accumulated.

Following-the block diagram shown in figure 2.3, we 
find that after discrimination, the pulses are mixed into 
three independent channels each containing pulses from 5 
detectors. The output pulses are then fed to the decades 
where these keep accumulating until the start of a punching 
cycle. An electronic clock sends an initiating pulse to an 
integrator and this results in initiating from the Integrator 
a read pulse to i:he decades and the information is transferred 
to the temporary storage, another pulse resets the decades 
that start counting again for the next punching cycle.
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A simultaneous clock pulse actuates a start stop 

P/f (flip-flop) in a serial converter. This unlocks a ring 

counter that starts advancing step by step. At each step, 

information in BOD code is converted in DEC code by a Matrix, 

after-which through a coupler it is punched out on 5 track 

paper tape and also printed b y  an IBM typewriter. This 

' process continues until all the BCD information has been 

scanned. . flhen calendar and pressure are also to be included, 

a relay switches in more stages of the ring counter and this 

results in the BOD information of the calender and the 

pressure, getting scanned and punched out. Print inhibit 

circuits lock the Matrix when a functional code is being 

punched. At the end of the punching cycle the last pulse 

from the ring counter resets the start stop F/3P and also 

the temporary storage stage. There is an arrangement for 

automatically changing the tape puncher by using a 24-hour 

pulse from the clock.

The clock can be adjusted to generate initiating 

pulses that will start a punching cycle of 1 sec, 12 sec,

1 mt, and 4 mts. In the serial converter the punch speed 

can be adjusted so that the punching operation is over 

before the new cycle starts.

2.3 Detectors and associated electronics:

2.31 Scintillators:

The Scintillators used in the present investigation
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have been prepared at 1,1.T (Clark et al 1957 b ), using 

methods developed by Buck and Swank (1953) and Fischer 
(1955). The photo-tube is placed at a certain distance from 

the scintillator; so, it is necessary to have optical coupl­

ing of the photo-tube to the scintillator by using proper 
light pipes (Akimov 1965). The problem is to be considered 

in terms of the multiple reflection of the flourescent light 

inside the detector and its gradual absorption by the walls 

and the scintillator. White paint is used for the inside 

surface so as to increase its reflectivity. To improve 

uniformity of response over the sensitive area, the photo­

tube is to be placed in suck a position so that the optical 

path length to various parts of the scintillator is as nearly 

equal as possible. Detailed tests have been described by 

Clark et al (1957 b). Sixteen scintillation slabs that form 

the 4 Sq.meter area of'the detector are so constructed as to 

have a depression in the middle, so that the optical distance 

to the photo-tube fitted at the apex of the conical box is 

nearly equal. The sensitivity ,of the scintillator is 

uniform over the area to within + 5% (Suga et al 1962).

2.32 Photo-tube;

The photo-tube, Du Mont K 1328 used in the experiment
*has 14 photo-cathode size, average cathode efficiency

o — 1545 j x  A/lumen, and cathode dark current at 22 0, 100 x  10 A.
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It is very desirable that the photo sensitivity of the 
cathode area should be homogeneous and the-transit time of 
the electrons in the tube is small. The noise should be as 
small as possible.

The calibration of the tube is carried out by using 
illumination by short light pulses of 2-3 nano-sec. For >' 
determination of dark current, a pulse height analyser is 
used after putting the photo-tube in a light tight box.
These checks are described later in the chapter.

2.33 High voltage connection to the -photo-tube:

Figure 2.4' shows the H.V,connections to the photo-tube 
and the preamplifer circuit.

Fig.2.4

The dynodes are connected to a common voltage divider 
leading from a high voltage regulated power supply. A
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filter network is used so that the ripple component is 
reduced, and the photo-tubes are decoupled. To decrease 
intermodulation it is essential that the AO return circuits 
of each of the photo-tube should be separate. By proper 
voltage distribution arrangement, each dynode is successive­
ly kept at a higher relative potential than the previous.
The voltage difference at the first dynode is larger 
compared to the others so that the electrons emitted from 
the photo-cathode undergo larger acceleration. The later 
dynodes need a bypass capacitor because the secondary curre-

, int gets larger, and can fluctuate the potential at the 
dynode.

2.34 H.V.Power Supply:

Figure 2.5 shows the circuit diagram of the H.T. supply 
that gives the required voltages to the anode and dynodes 
of the photo-tubes.

Fig.2 . 5
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It is composed of two independent power supplies 
giving regulated output of about 6007 each. The outputs 
are connected in series so that the common point of the 
upper power supply is at a floating potential. This requires 
the return circuit of that supply to be insulated. The 
arrangement minimises insulation problems because the voltage 
for a single -unit is not large. The stabilizing circuits 
are conventional ones; using reference voltage from a gas 
tube and a series tube for regulation. A bleeder network is 
connected across the H.V. output so that suitable voltages 
can be used according to the individual characteristics of 
the photo-tube.

2.4 Amplifiers;

2.41 Pre-amplifier;

< The circuit diagram is shown in Pig.2.4. It takes 
the output of the photo-tube and feeds'it further to the 
main amplifier. The following are the critearea of operat­
ion of a pre-amplifier;

(1) Matched impedance with the photo-tube,
(2) low noise level,
(3) Stable operation,
(4) Proper' decoupling arrangement,
(5) Small leads to reduce stray capacitances.

The output impedance cf a photo-tube is very high.
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To match this, a cascade of successive emmitter followers is 

built using three 2N404A transistors, so that the input of 
one is looking into the output of the other. The input 

impedance offered by Tl is large where the output impedance 

of T3 is small, so that it can be matched properly with the 

amplifier stage having a gain of 10. The input and output 

of this amplifier are both emitter coupled. The feed back 

is large, so the operation of the amplifier is stable and the 

.amplification factor, depends upon the ratio of the feed back 

loop (Suga et al 1961). The voltage supply is + 12V.

A printed circuit board of the above circuit arrangement 

is mounted just beneath the photo-tube and very short leads 

are used from the input of the amplifier to the anode of 

the photo-tube.

2.42 Main amplifier:

The output of the pre-amplifier is connected to a 93 

ohm termination line through a coaxial cable of the same 
impedance. The arrangement i3 shown in Fig.2.6.

M A IN  A M P L IF IE R

T ! T2  T3  74 TS TS T7  TS 79

R IS E  T IM E  IS  0 - 6  f t  SEC

SIGNAL LEVEL AT T fflG .O LT  •2  TO ‘ bV

FIG,. A*6
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Two amplifier loops having a total gain of 30 are used 

upto the stage of 'trigger o u t ’, of the BASJE. The general 

signal level at the 'trigger out' is 0.2 to 0.6 volts, with 

the noise level of about 0.1 to 0.2 Y. The output has been 

taken at 'trigger out' and not from linear out because the 

BASJE circuits associated at ‘linear out* tend to lower the 

pulse height, at particular intervals, which introduces 

pulse height variations that can be harmful to continuous 
recording.

2.43 Discriminator, pulse shaper, mixer and driver;

As shown in fig.2,7, the circuits are designed to 

amplify the pulses to a level that is suitable for discrimi­

nation after which there are fed to a pulse shaping circuit.

C IR C U IT  D IA G R A M  O P  A M P ,  D I S C ,  P U L S E  S H A P E R  A N D  M IX E R

Fig.2.7
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The outputs of 5 shaping circuits are then mixed and 
a driving circuit is used to transfer the resulting output 
to a pre-scaler.

It. is necessary to amplify pulses taken from 'trigger 
out' so that the integral curve of the pulse height versus 
counts has a- flat portion over a sufficiently large range.
If the amplification is too small, the range will he too 
compressed and a slight fluctuation in the discriminator 
voltage will result in a large change in the counting rate. 
But, if the amplification is too large, it will saturate the 
noise pulses and discrimination process will become difficult 
and. unreliable.

After an emitter follower, an amplifier stage is put 
with a gain of 24 so that the range of the flat part of the 
integral spectrum is from 2 tc 4 volt. Saturation of the 
pulses occurs at about 10V. The differential spectrum 
typical of the 15 stages is shown separately in another 
section and will be discussed in detail there. Pulse height 
analysis is carried out at the pre-amplifier, main amplifier 
and input to the discriminator. This is helpful not only in 
finding out the point where the discriminator level can be 
fixed, but also to keep track of the stability and general 
behaviour of the circuits.

The discriminator circuit is designed in such a way 
that it is combined with the pulse shaper circuit. Two
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transistors are connected in parallel in 'the emitter and 

collector. ‘To one of them the discriminator circuit is 

connected, while the other, forms the part of the pulse 

shaper. With a slider arrangement, voltage can be varied so 

that the required level of discrimination can be set, and 

the circuit will trigger only when the pulse is higher than 

the predetermined voltage set by the potential divider.

This circuit has all the advantages of stability and simpli­

city, and is specially designed for this unit. This has 

been subjected to various tests and the details will be des­

cribed elsewhere in this chapter.

Pulse characteristics at the input and output of the 
cable from the driver stage to the Pre-scaler are given in

the following table.

Table 2.1 >

Channel Pulse Rise time Duration Pall time
Ho. Point height ,

volts pi-sec. W-see. •u-see.

I Input 8 0.2 1.0 0.4
Output 6 0.2 1.0 0.4

II Input 8 0.15 1.2 0.7
Output 6 0.15 1.2 0.7

III Input 8 0.2 1.0 0.5
Output 6 0.2 1.0 0.5
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Regulated power supplies are used for the DC voltage 
+ 12 volts for transistor operation and for discriminator.
Each channel has its own decoupling circuits.

2,5 Counting circuits:

2.51 Pre-Scaler;

The main purpose of a pre-scaler is to slew down the 
counting rate so that the decades can hold the total counts 
within their range, for the specified duration of recording 
interval, and there should he no over flow, .Another important 
specification is that the resolving time should be as small 
as possible i.e. it should be able to distinguish between 
two pulses even if they are very close to one-another.

Figure 2.8 discribes the circuit of the pre-scaler.
The basic P/F circuit uses fast transistors 2 N1499 A, There 
are eight stages and each is supplied with arrangements for 
a visual display of its condition. The input accepts about 
5? positive pulse and the output is given as a 61 negative 
pulse. Eight stages are used and the whole arrangement is 
put on a printed circuit board.

An additional feature that makes the scaler more 
versatile is to route the output circuit, through a rotary 
switch to different stages, so that the required number of 
stages can be used depending upon the counting interval.

The resolving time, as mentioned previously, is very
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CONDITION ON BI-STAELE OUTPUTS LEADS CONNECTED
DIGIT 1 2 4 2' r 2 4 f FOR AND CIRCUIT

0 0 0 0 8 i 1 1 1 7, 2, 4

1 1 0 0 0 0 1 1 1 1,2 ,4

2 0 1 0 0 i a 1 1 7 ,2 ,4

3 1 1 0 0 0 0 1 1 1- 2 ,4

4 0 0 1 8 i i 0 1 7 .2 ,4

5 1 0 1 6 0 i 0 1 1 2 ,4

6 0 1 1 8 T 0 0 1 7, 2, 4, 2'

7 1 1 1 0 0 0 0 1 1, 2, 4 ,2 ’

8 0 1 1 ] 1 0 0 0 7, 2*

9 1 1 ] 1 0 0 0 0 1, 2'

F K  2 •R'a.

OECADE COUNTER W ITH 8 CD OUTPUT AND ELECTRONIC RESET

(ZEZt f

fig,, i - n
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important, because in case of the slow counter there will be 

loss of counts. Using a double pulse generator the resolving 

time of the first stage is determined to be 0.5 j x  sec.for 

each channel. As the counting rate for each channel is 

approximately 5000 per sec., the probability of loss of 

counts is less than a fraction of a percent.

Similar units are built for each of the channel, with 

independent inputs and outputs.

2,52 Count decades:

Commercially manufacturated 1.I.D.L. decade modules

are used. Each channel has 4 decades for count storage,
4that provide for a total count accumulation of 10 . Input 

pulse requirement• is lOv positive and resolving time of 

1.5 p . sec.

It is composed of a standard instrument case contain- . 

ing a power supply and can be fitted into a 1 9 " R e l a y  Rack. 

Each module fitted into the case, draws power from it. The 

module contains 4 reading decades and one count control 

circuit board. In a single decade board four binaries are 

used. Each binary output is coded as 1.2.4.2, designated 
serially. This coding system is called B C D ,  shown in 

figure 2.9 a.

To decode these, logic circuits are used and the 
output assumes decimal form, Throughout the whole unit the 

same coding system is used.
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A modification is carried out to put an electronic 
reset for the decade, as shown in figure 2.9 h.

This is designed in such a way that at the end of the 
count cycle, a pulse resets the decade and the new cycle 
starts.

As can he seen that the pre-scaler gives a negative 
pulse whereas the decades need a positive pulse, so a pulse 
inverting circuit is put in the control circuit hoard of 
the decade.

2.6 Electronic clock calendar;

Its purpose is two-fold. Firstly, to supply a pulse 
that initiates the recording cycle, and secondly, it provides 
in B 0 D code the time reference of the recording cycle, 
indicated in minutes, hours and days. A block diagram of 
the clock is shown in Fig,2-, 10 (a), indicating the modules 
that comprise the clock, punching cycles and form of BCD 
output for address punch out.

The clock is made up of four modules comprising of 
oscillator, scaler, minutes scaler and calendar. • The first 
module contains an oscillator of frequency 100 kcs that 
uses a highly stable crystal specially cut so as to have a 
stability of .005% from 0 to 50°C. The transistor used is 
a silicon one, so that the oscillation frequency should 
remain stable. A buffer amplifier is used to give a
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positive pulse to the next stage. The details can he follow­
ed from the circuit diagram shown in figure 2.10 (h).

The second module contains 5 RID! decades and the 
output of the previous stage is fed to the first decade. It 
can easily he seen that the output of the last decade will 
he a pulse every second.

The third module is uhe most important one, and 
contains circuits that give initiating pulse for the recording 
cycle. The first printed circuit hoard contains a RIDL pre-set 
decade. With the help of a star wheel fixed at the top of 
the decade, a pre-set number can he set. When the decade, 
during the process of counting approaches this number, a 
pre-set pulse is given out. This is fed to a 'pre-set sense', 
that gives a pulse for resetting the decade and a carry pulse 
to trigger the next decade. The RIDL decade, modified for an 
electronic reset arrangement, receives the reset pulse and 
starts again for the next cycle. The pre-set is at 6, so 
that the carry pulse fed to the next stage is at 6 second 
interval. The decade marked 3 will give an output pulse at 
1 minute interval. So, now we have 1 sec., 6 sec., and 1 
minute pulses. To have initiating pulse every 1 sec., 12 
sec., 1 minute and 4 minute, a switching arrangement is used. 
It has 4 positions and at each one of the positions, will 
give the required pulse interval.
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For, 12 second initiating pulse, a "binary is used with 
6 second pulse as input,and for 4 minute, a double binary is 
used with input pulse of 1 minute. For calendar or pressure 
inclusion, the relay operation requires a positive pulse at 
1 minute interval*. for 12 second recording cycle, and a 4 
minute interval pulse, for 1 minute recording cycle. For 
each cycle of data punching 13 codes are required, also 7 
codes for address, 4 codes for pressure and 1 each for thefunc. 
codes. These should not exceed 80 upi;o the 'end of the line 
cycle'.

The details are given in the following table:

Table No.2.2

Summary of recording intervals

Data
interval

Address End of the 
line

Total
without
pressure

codes
with
pressure

1 Sec. -  > 6 Sec. 78 -
12 Sec. 1 mt. 1 mt. 73 77
1 mt. ,4 mt. 4 mt. 60 64

.4 nit. 4 mt. 4 mt. 21 25

The fourth decade is pre-set at 10, so that its out­
put pulse is at every 10 minute interval. It gives a BOD 
code output for the purpose of punching minutes. The next
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decade is pre-set at,6, giving a pulse at one hour interval. 
Hence 0-59 mts.can he punched.

An hour's pulse forms “he input of the fourth module. 
Pre-set decades marked 1 and 8 count hours and ten hours,
The first is reset at 4> and the second at 2. The common 
'pre-set sense' is connected zo the pre-set output of both, 
and at 24, it resets both the decades and gives a carry 
pulse to a set of three pre-set decades that count days, 10 
days and 100 days respectively. There is a common pre-set 
sense for these decades and if these are set at 365, these 
will operate upto this number and then are re-set, thereby 
a year can be counted. The BOP code output of the pre-set 
decades is fed to the serial converter and punched and typed 
in the proper sequence of data recording.

2.61 DO/PC Converter;

The mountain stations, in general, suffer from 
frequent power stoppages. But, for an electronic clock 
it is very essential that it should operate even during 
power failures.
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O C/DC CONVERTER

Fig. 2.11 DG/DC Converter for clock 
calendar.

The arrangement shown- an figure 2.11, uses a bank of 

5 secondary batteries arranged in such a way that it gives 

+ 12v on one side and - 12 and - 18 volt on the other side. 

Using a reference of zener diode, 1N758 that gives lOv, and 

a series transistor controlled by a D.O. coupled amplifier, 

stabilized output of +10v and -10v is got. It may be noted 
that only -10.and +10/need to be regulated; -20v supply 

haring a current consumption of 440 ma is used only for 

display bulbs in the RID1 decades. The +20v is required 
only for the oscillator supply and that too is dropped to 

+10v. So +12v is found to be sufficient for the purpose.

As the crystal oscillator operates at lOv, regulated by a 

zener, the arrangement was found to be satisfactory. Tests 

carried out for the regulated +10v, in the range of the 
current required for the calendar, are found to be satisfact­

ory.
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The batteries are kept in a floating charge condition 
by using a proper battery charger, put across the whole bank 
of batteries. The arrangement; has all the advantages of 
.simplicity and operational ease. No difficulty is experien­
ced in the continuous; operation of this unit. During major 
breakdown which at times may extend to about a week, the 
converter is switched off and restarted after the resumption 
of the power. \
2.7 Integral circuits and Temporary Storage;

The major purpose of this stage is to store the 
information (which is transferred from the decades) during 
the recording cycle, until it is punched out. It has three 
printed circuit boards for a single channel. The two boards 
contain memory circuits that use Shockley diodes and can 
handle B C D  information of 4 decades. The third circuit
board receives an initiating pulse from the clock and gene-

\

rates two pulses, the first one reads the B C D  information, 
and the other resets the decades. It also receives a pulse 
from the last stage of the ring counter in the serial 
converter, that interrupts the current to the Shockley 
diodes thereby resetting them. It occurs at the end of the 
recording cycle.

A Shockley diode is a four layer device with two 
terminals, Silicon doped with Boron and phosphorous. The 
diffussion process takes place at red heat and each layer
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is about 0.0005 inch thick (Shockley and Gibbons 1958). 

The diode functions as two inter-connected diffused base 

transistors with outer-most layers as emitters. This forms 

a closed feedback loop, and is unstable if the gain around 

the loop is greater than unity. As the voltage is applied, 

the intervening layers oppose the flow of the current and no 

conduction takes place until the voltage is high enough to 

break the potential barrier. The current verses voltage 

graph is shown in Pig.2.12.

Pig.212 Current voltage graph of a 
Shockley diode.

It can be seen that a certain part of the curve has 

negative resistence. So, even if the voltage is lowered, 
large current will continue to flow, and for stopping the 

current, we will have to bring the voltage almost to zero. 

Its use as a storage component is made by keeping it at a 

voltage below the break down. As a pulse is fed, the 

voltage rises higher than the break down and the Shockley

--
—
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diode starts conducting, and although the voltage has return­
ed to be original value, it continues to conduct and will 
stop only if the voltage is brought to zero. Hence the 
conducting and non-conducting conditions of each of the BCD 
line 'of the decade can be transferred to the corresponding 
Shockley diodes.

Hollowing the circuit diagram of the temporary stor­
age shown in figure 2.13, an initiating pulse from the clock, 
every 12 second (or any other interval previously determined),
activates a univibrator which through an emitter follower

*

feeds a 6 p. second pulse as a read gate to the decades.
The 6 p. second pulse activates the gated emitter followers 
of the BCD lines. The negative pulse from the emitter 
follower of each of the BCD line is fed to the temporary 
storage circuit consisting of an amplifier and a Shockley 
diode circuit. The breakdown voltage of the Shockley diode 
is -30v and it is normally kept at -20v; so,with the addition 
of a negative pulse from the BCD line, the Shockley diode 
breaks down and it registers a conducting state. In case the 
BCD line is non-conducting, no over-riding pulse appears and 
the Shockley diode remains in the same non-conducting state. 
The trailing edge of the read pulse produces a 2^second,
15v negative pulse. This is fed to the electronic reset 
circuits of the decades that are reset, and the decade 
starts counting for the next interval. So the dead time,
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during which pulses are not recorded, is 2 ^  second. On 
hoard 3, there is another circuit that supplies -20v to the 

Shockley diodes through a controlled series transistor.
At the end of the recording cycle the last pulse from the 

ring counter in the serial converter is fed to an amplifier 

controlling the series transistor, which is turned non­

conducting thereby stopping the voltage to the Shockley 

diodes so that these are reset and the memory is ready for 
the next cycle (Richard et al 1963),

2.8 Print-out circuits:

2.81 Serial converter;

The primary function of the serial converter is to 

read the BOD lines in the temporary storage and punch the 

information. Essentially it converts the parallel informa­

tion into serial information. The major circuits that 

compose it are start-stop E/E, timing E/E, oscillator, ring 

counter, BOD to DEO matrix anc other gating and drive 

circuits shown in the block diagram in figure 2.14.

Eor the start .of a recording cycle proper clock pulse 

is fed to the start stop E/E, which is flipped over, thereby 

unclamping the timing E/E that starts giving pulses, at 

points (A) and (B), the interval depending upon the frequency 

of the relaxation oscillator. One side of the timing E/E 

supplies pulses to the ring counter and the other to the 
print keying connected to the 'BOD1 to DEO Matrix*. The
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sequence of pulses involved in this operation is shown in

Pig.2.15

.Feeding'of ring counter .pulses results in unclamping 
the BOD lines that change the condition of the respective 
I/P in the 'BOD to DEO Matrix' hy a set' pulse.

Following the circuit diagram of the serial converter 
shown in figure 2.16 we find that the logic circuits of the
Matrix are constructed on the basis of the codes used in the

!

decades. So, the BCD 4-line code gives a single pulse in 
decimal code. The duration of the print impulse will depend 
upon the timing of the print keying F/F. After it has
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punched out'the proper digit, the F/F of the matrix is 
reset. The next stage of the ring counter is triggered 
that unlocks the next FCD lines and again through the matrix 
the proper digit is punched, For the space and the funct­
ional characters the ring counter pulse is fed to a print 
inhibit circuit and this clamps the print keying F/F but 
sends in a proper printing impulse through another circuit.
At the last step of the ring counter, a pulse is fed back to 
the home circuit which starts conducting, setting back the 
start/stop F/F, which clamps the timing F/F and so the whole 

cycle of operation is stopped. This last pulse from the 
ring counter is also fed to the temporary storage that resets 

the Shockley diodes.

The ring counter controls the basic sequence of the 
serial converter. Its design' shown in circuit diagram in 
figure 2.16 incorporates Shockley diodes connected in such 

a way that each conducts one after the other.

Fig.2.17
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Following the pulse sequence of the ring counter 
indicated in figure 2.17, the, Shockley diode in the home 
position is normally on, and the current required for it 
passes through a resistance of 200 ohms, developing an 
effective voltage of 15v on the cathode line. This prevents 
the other Shockley diodes from breaking down and charges the 
0.1 mfd.capacitor. The incoming positive pulse from the 
timing I/F breaks down 4130 Shockley diode and discharges 
the capacitor through it. This results 'in sending a pulse 
of about 25v in the supply line, thereby driving the voltage 
on it to zero and stopping the current in the home stage.
This stoppage of the current results in feeding an effective 
pulse of -9 volts to the next stage through a .01 mfd. 
capacitor, which results in breaking down the next stage 
before any other stage is able to do so. Similar situation 
repeats as the next pulse arrives from the timing F/F and 
then the next Shockley diode will start conducting, making 
the previous one off. 'So each stage conducts successively, 
the duration depends upon the timing pulses, luring 
conduction of a Shockley diode, a 6v pulse develops across 
the 100 ohms resistance, that acts as a gate for the BCD lines. 
The pulse from the last stage triggers back the home position.

2.82 Printing of calendar and pressure:

For a 12 second punching cycle, the print out of 
calendar and pressure is required every minute. So, at
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this interval a pulse is fed to proper binaries that switch 
on relays and put in the sequence of the ring counter, 
additional number of stages, depending on the BCD lines to 
be read. With the help of a toggle switch the pressure 
'read out', can be included or excluded. At the end of the 
cycle the F/F's are switched off to the original position.
A similar relay arrangement is put for including functional 
codes in the punching cycle. The circuits are shown in 
figure 2.16.

2.83 Coupler:

The output of the serial converter is routed through 
a coupler and fed to the punchers and the typewriter. The 
coupler has 13 relays (HG- 1002) that are energised according 
to the digit or the functional code to-be punched. The 
circuit diagram of the coupler is given in figure 2.18.

Ten relays are used for the digits and three for the 
functional codes. For punching out information on 5 track 
paper tape, proper code is constructed for each of the digit 
and the functional code. As the punching cycle is very short, 
it is difficult to replace paper tape without stopping the 
puncher, so two tape punchers are used, each operating 
every 24 hours. The voltage supply to the clutch of the 
punchers is routed through a relay, that is operated by a 
F/F located in the serial converter, end triggered in 
either position, by a 24-hour pulse. The 48v required for
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the tape puncher and for the typewriter solenoids is taken 
from the power supply in the serial converter module.

As HGr 1002*s are mercury relays, care should be taken 
that they are kept in the vertical position throughout their 
operation.

2.84 Punchers: •

Motorized tape punchers are used for data recording. 
The paper tape used is 11/16 wide and punched in 5 track 
code.. The operating speed is 20 codes per second but, in 
general, it is not operated at this high speed, because for 
12-sec.interval operation there is enough time for the 
information to be punched, until the next cycle starts. The 
clutch is magnetically operated, has single revolution, and 
drives the cam shaft on the punch. The control impulse for 
.clutch operation should have minimum duration of 15 milli- 
sec. The voltage required is 48v. There are individual 
magnets for, each unit of the code and a,re selected according 
to the code formation. The control impulse duration is the 
same as for the clutch, and cede magnets may be impulsed 
simultaneously at the start of each punching cycle. For 
tape supply a roll housing is mounted on the main cover.
This can hold about 1000 'ft.of paper tape, which lasts for 
24 hours with 12-second interval recording.

2.85 Typewriter:

IBM input output writer model 87 is used. A
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formaliner is fixed at the carriage of the typewriter with 
an endless sheet of paper. Decimal input and proper 
functional codes are fed from "the coupler. Dor normal 
operation, a 25 milli-seeond pulse for typing key and 39 
milli-second pulse for functional operation is required.
The supply voltage is 48v. The output is parallel to the 
punched output, and is used for scanning and other test 
purposes.

2.9 Digital .Servo-barometers

c- Basically, it is a'mercury barometer fitted with a 
float at the top of the mercury column, and a servo-coupled 
differential transformer that keeps itself locked to the 
float. The movement of the mercury column due to the varia­
tion of pressure, changes the float position, and thereby 
the differential transformer. This mechanical change is 
amplified with the help of precision gears and recorded 
by mechanical counters. Based on the above principle, an 
instrument manufactured by 'Exactel Company* is used. The 
data are reduced to the standard barometric conventions by 
incorporating compensatory devices. The general configura­
tion of the instrument is shown in figure 2.19.

It indicates the mercury cistern, float and other 
mechanical parts. The cistern and the column are of high 
quality stainless steel and tne mechanical construction 
is of very high accuracy. The instrument is capable
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5’0. NOMHICLATURE

32“ IaNGB CISTERN 
a CIS *3213 COVER
3 HAT COVER
4 a MAJOR IRIK BOD 

b MINOR TRIM BOD
8 FLOAT BODY
6 FLOAT WEIGHT
7 UPPER GUIDE
8 FLOAT ARMATURE
9 GLAND WASHER

10 TUBE ADJ. SCREW
11 UPPEH GLAND
12 TUBE
13 TUBE RESTRICTOR

., 14 TUBE END PLUG
g . 15 BUTYL '0*RING

16 BUTYL 'O'RING
17 BUTYL 'O’RING
18 BUTYL 'O’KING
19 'O'SEAL STRAIGHT 

T3RSAD CONNECTOR
20 SOCKET HEAD CAP 

SCREW STAINLESS
21 SOCKET HEAD CAP 

SCREW - STEEL
22 SOCKET HEAD CAP 

SCREW -ST'INLESS
23 SOCKET HBaD CAP 

SCREW -STAINLESS
24 INST.GRADE MERCURY

T

Pis. 2.19 i SERVO-BAROMETER Cl STEM 
AMD TUBE ASSEMBLY. "

FIG, 2*20
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of providing digitized pressure readings to an accuracy of
a tenth of a millimeter.

'In figure 2.80, the circuit diagrai -f the float 
differential transformer and the temperatv -ompensating 
arrangements are shown. The different potentiometers 
indicated therein are used for the accurate adjustment of 
the value of the compensation. The compensation arrangement 
is automatic and is used to free the pressure readings from 
the effect of temperature changes. The temperature sensing 
device consists of a long aluminium tube with an invar rod 
drawn through its centre. The differential expansion 
produced by the temperature change is multiplied by a link­
age. normally, the differential transformer is servo- 
positioned to thê  electrical -centre of the armature of the 
float. The output of the differential transformer of the 
temperature compensator displaces the balanced position by 
an amount required for temperature correction. This is 
checked in detail to ensure proper behaviour in the tempera­
ture range encountered. The room temperature is normally 
maintained at 60° + 4°F and so it is checked in the range 
of 48 to 68°f. The values of the correction so obtained 
are compared against the calibrated values of the instru­
ment, as shown in figure 2.20. The inaccuracy is found 
to be within the error specified.
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Pig.2.21 Graphs showing temperature compensation 

checks for servo-barometer.

2.91 DEG to BCD converter;

The Digicon counter in the servo-barometer gives 

mechanical contact decimal output. Por the read’out system 

described previously, BCD form is needed. The author 

designed the necessary circuit arrangement for it, and also 
an electronic locking arrangement, described in Pig.2.22.

At the start of the pressure punching cycle, the 

pulses generated at the successive points form stage 23 to 
26 of the ring counter (shown in figure 2.16 of the serial 
converter), are serially routed through a DEC to BCD matrix, 

giving BCD output depending upon the contact position at 
the Digicon decimal counter. The first pulse at the ring 

counter stage (23) locks the Digicon counter electromag- 
netically and the last pulse at stage (29) release it, so 

that during pressure read out proper contacts are main­
tained.
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24 PIN 6 /«  
AMPHENOL CONNECTOR

CIRCUIT DIAGRAM OF DEC TO BCD CONVERTER FOR 
SERVO BAROMETLR

24 PIN 8 /R  
AMPHENOL CONNECTOR

Mjj.
15
JL
i §
A
1Z «A E
Si
Si
11 
h  s  4i „

1 ALL OtOOES ARE IN 629
2 THE INITIATING PULSE IS FROM 

THE RING COUNTER STAGE 0FT>£ 
SERIAL CONVERTER

3. ALL DECADES OUTPUT OF THE 
DIGICOM IS IN PARALLEL EXCEPT 
COMMON LEADS

C LOCKING DURING READ OUT )

“ IOV

F IG .  2.* 22-
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*3 '5 *7 VOLTS
INPUT PULSE

Pig.2.23 Graph indicating pulse height 
V/S discriminator voltage.

A typical graph is shown in the above figure.

2.10 Tests'and Checks;

2.101 Stability of the discriminator;

As the function of a discriminator is to eliminate 

noise, it is essential that the biasing voltage should remain 

constant, and the discriminator response should be linear in 

the range of the nq^se level. The method adopted for check­

ing comprises of feeqlhg a pulse, of known amplitude at the 

input of the discriminator and keeping its voltage level low 

so that an output pulse is observed; but, as the discrimina­

tor level is increased the output pulse disappears at some 

point. Different discriminator voltages are notbd to corres­

pond to different amplitudes of input pulses. In the range 

of the input pulse of 0.1 to 0.?v, corresponding discrimina­

tor voltage change is noted for each O.lv step.

t y p ic a l  characteristics  
op t i e  disc .
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TYPICAL DIFFERENTIAL SPECTfiUM  SCINTJ LLA "!0N  F JL S '.S

10 20  30 4 0  5 0  6 0  CHANNEL NO

2 4 6 0  VOLTS

FlQ. X- 1 4

TYPICAL INTEGRAL SPECTRUM SCINTILI-TIOP "ULSLS

DISC. VOLTAGE

TYPICAL DIFFERENTIAL SPECTRUM OF PHOTOTUBE NOISE

FIG, X‘l5 FIG. 1 -1 6
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Using this method all the 15 discriminator circuits 
are checked, linearity in the 0.1 to 0.5v range of input 
pulse amplitude is observed, and the discriminator voltage 
required is in the range of 2 to lOv. For checking stabi­
lity, the same performance criterion is maintained.

ft
* 2.102 Pulse Height Analyser checks;

The number of photons observed in a scintillator 
are proportional to the energy of the particle actually

/

expended in the scintillator. The phlse height output given 
by the photo-tube is proportional to the photon energy 
striking the photo-cathode. The output pulses show a 
certain spectrum. The differential spectrum is investiga­
ted by using a pulse height analyser. With the photo-tube 
looking into the scintillators, input to the analyser is 
taken from a point at the end of the amplifier system. A 
typical graph of one of the 15 detectors is shown in 
figure 2.24.

The graph indicates the counts per interval per 
channel for the range of 2 to 8v of pulse height. At low 
voltage of the pulse height the counts are large due to 
the noise. A minimum is observed at about 3 volts after 
which there is an increase in counts with a maximum at 
about 5 volts. Another point-of maximum is observed at 
about 8v due to the saturation characteristics of the 
amplifier system.
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Integral spectra are taken by recording total counts 
at regular steps of discriminator voltage. A typical plot 
of the integral spectrum Is shown in figure 2.25’.

The steep rise in the -graph at lower discriminator 

voltage is due to the contribution of noise pulses. A flat 
part in the curve is observed from about 3 to 6 volts, where 

the counts remain the same inspite of the variation in dis­
criminator voltage.

In order to estimate the overall noise characteristics 
of a detector system, it is essential to know the dark 
current of the photo-tube. For the determination of the 
differential spectrum of the dark current, the photo-tube 
is taken away from the scintillator and sealed in a light

9

tight container. The output pulses are fed to the pulse 

height analyser. A typical differential spectrum is shorn 
in figure 2.26. The spectrum is seen to be very steep 
towards higher pulse heights. Hence by fixing a higher 
discriminator voltage the noise can be greatly reduced.

How, with these three sets of graphs it is easy to 
ascertain the level of discriminator voltage to be fixed for 
eliminating noise. It is observed that in some photo-tubes, 
the contribution of the dark current is rather high. The 
reason for this is that some leakage is taking place at the 
anode due to high voltage. This is removed by isolating 
the anode from the dynodes at the base- of the phototube.
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The discriminator level is .fixed by taking into consi- 
deration.the flat part of the integral curve and the amount 
of noise present at that level, so that it compromised between 
the noise content and the slope of the integral curve.

4 v

The combined calibration chart is given in Table 2.3, 
which shows, the range of the integral curve's flat part, and 
the point where the discriminator level is fixed.

Table 2,5
Chart showing discriminator levels for each scintillator

Det „ 
lo.

Minima.Diff. 
Spect.(Yolts)

Integ. Spect. 
(Yolts)range, 
flat part.

Slope
(%per
volt)

Disc.level Remarks
adjusted
(Yolts)

1., 3.5 3.0-5.0 4.0 4.0 ,
2. 3.4 2.0-4.5 5.9 4.0
3. 4.0 2.5-4.5 6.0 4.0
4. 3.0 2.5-4.5 6.0 3.5

. 5* 3.0 2.0-4.0 5.0 3.4
6. 3.4 3.0-5.0 6.5 4.0
7. 3.5 2.5-5.0 5.0 4.1
8. 3.5 2.0-4.5 3.5 3.7
9. 3.4 2.5-5.0 4.0 4.0

10. 3.2 2.5-4.5 5.0 4.0
11. , 4.6 3.0-6.0 3.0 5.0
12. 3.0 2.0-4.0 5.5 3.6
13. 3.3 2.5-4.5 5.0 3.7
14. 3.4 2. 5-4.5- 6.0 4.0
15. 3.5 3.0-5.0 3.0 4.0

The noise level is kept below 0.01% for the discriminator 
level adjusted for each of the detectors.
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2.103 Temperature Checks;

In order to avoid any temperature changes in the 

scintillators, the cave is kept at a constant temperature 
of 15°0 maintained to within - i°C. In the electronic 

centre where the amplifier and discriminator circuits modules 

are kept temperature of 20 + 2°C is maintained. The speci­
fied temperatures are monitored at regular intervals.



0 H A P T E E III

METHOD OF ANALYSIS

Part A Treatment of data;

3A»1 Introduction

The recording of cosmic ray intensity forms a time 
series, indicating the number of particles in successive 
intervals. The interval of recording is chosen after taking 
into account the nature of variations and their statistical 
properties. For any variation pattern to be perceptible, 
it must show above the statistical fluctuations. The time 
series are regarded as stationary if the probability distri­
bution depends only upon the time difference and net on the 
time itself; and if the time series do not, contain any time 
source variations. Stationary time series do not imply that 
the sample remains the same at all times but have a mean 
and variance that remains constant, A time series often 
involves different frequencies, and it i's our endeavour to 
identify'the prominent frequencies. But before subjecting 
the data to any kind of analysis, it is important to see 
that the data are self consistent.

'3A.2 Format and duration of the data;

The data have been recorded every 12 second, and the 
time every 1 minute together with pressure recordings. A 
sample of the data recorded on a typewriter, operating
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parallel to paper tape punchers, is shown, below.

. dmtS& .■•'i in
o o ;iwV 0 A L

12331335133^
-isajiaskam
13 Bias 791379
-1353130113^2.

136212801335
1 2 9 7 1 2 8 5 1 2 7 2
131615911379
123712 7812 76

1 3 W  37313T&
1^33126013 76
133J133113&2 
12 7312 791^73

13 30137513303^13 
1233127713 79 13 331-
I3 9 6I2 7 6I7 66 
13IWVT6126I

771370
753376

13 SH3761363 
1 3 8 6 1 2 871361

3621931
3721951

9086 
9 086

2823951
2921921

W
9o36

337713751339 
128212851232

137913801377
I2 SII268I2 6 8

’ > ■* y

13 72137713T9 
1286126613£2...........T

I2 7 9I3 8 3I372
1 3 M 3 I 5 1 3 3 9

139513 7^390
13323 ,3731361" T

9021921
9123931

9036
9086

2tt£ 3rxi '4 th 5th ■f
JJkLS OF A M X 5UTS; .. .

ii. HOURS H i , O A T  10.

Each of the line contains data over a period of 1 minute.

The data punched on 5 track paper tape are converted 

into I B M  cards b y  using a tape to card converter, D. S.W.

870. These cards form the basis of all further processing. 

The information on the punched cards is compared with that 

of the typewriter, so as to detect any errors in the process 

of tape to card conversion.

The recording of the data was started on April 15, 

1964 and was discontinued or June 27, 1966. The durations 

of the recorded data for this period are indicated in the 

following table.
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Table Ho. 5.1

Prom To Number Interval of Pressure Remarks
of days recording recording.

15-4-64 5- 5-64 21 12 seconds No
13-5-64 15- 6-64 34L -do- -do-
22-6-64 26- 9-64 97 -do- -do-
10-10-64 29-12-64 81 -do- -do-
8-6-65 4-10-65 119 -do- Yes Pressure

recording
21-11-65 27- 1-66 67 -do- -do- started on 

20-8-65
18-2-66 21- 4-66 63 -do- -do-
29-4-66 27- 6-66 60 -do- -do-

The detectors, when being checked and calibrated for 
the M r  Shower Experiment (BASJE) of which they formed a 
part, could not provide any data during these periods. No 
data could be recorded on the days of power failures or 
instrument breakdowns.

3A.3 Self consistency of the data;

The detectors are divided in three independent 
sections and their recordings form three sets of time 
series. Por any physical phenomenon to be genuine, it must 
show in all the three series. We shall describe a method 
used for the determination of such a consistency.
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Let the series be represented as :

X1 ’ X2

zr

n

'n

(3.1)

(3.2) 

(3'. 3)*1 ’ “2 ...............  ~n

A new series is found by dividing series 3.1 by 3.2.

ai  = V * i

a 3 = X?/~Z

“a = xiA n

If the same physical phenomenon is affecting both the 

series (3.1 and 3.2), then the new series,

&1 , &g ................. .. an ( 3 . 4 )

should have constant values. But this may not be so due to

certain factors such as difference in the detectors and in

the electronic circuits incorporated with them. 3!he 
2

variance of the series 3.4 is dependent upon the
4 p 2

variance or- (of series 3.l) and &  (of series 
1 2

3*2). Assuming a normal distribution for the series 3.4, 

the probability that value a^ exceeds the average value 

by +2 6 “ 4 on either side, is 4 . 5 %  . Consequently, if 

94.5% of the values are within the limit of +2 <5“̂ > the 

data represented by the series 3.1 and 3.2 are considered 

self consistent.



: 93 :

In & similar way two more series are generated; first 
one, by taking ratios of the series 3.2 and 3.3, given by,

bl » b2 ..... *....... bn 3̂*5^
and the second series, by taking ratios of the series 3.3 
and 3.1, given by,

C1 » °Z ............ * cn , 3̂*6^
The processm  similar to the one applied to the 

series 3.4, are also applied to the above two series (3.5 
and 3.6). If 94.5% of the values are found to be within 
± 2 <5~ limits, the data represented by the series 3.2 and 
3.3 are considered self consistent.

It may be noted that in the intercomparison performed 
above, each of the series gets checked twice. Any inconsist­
ency in one of the series will show up at two places.

For all further analysis the simultaneous values of 
the three series are combined together.

3A..4 Data used for Power Spectrum Analysis:

The analysis have been performed on the data extending 
from November 21, 1965 to June 27, 1966. This duration has 
an advantage of having pressure data as well. Only for 
about 5'/o of the days the cosmic ray data are rejected for 
the above duration due to the inconsistency in one of the 
channels.
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The data have been subjected to an additional 

scrutiny for continuity. Wherever large discontinuities 

occur, the series is terminated at that point. For any 

particular set subjected to the analysis, not more that 5 %  

of the data points are by interpolation.

Part B Power Spectrum Analysis:

3B.1 Introductory remarks:

Our chief concern here is to determine frequencies 

that make substantial contribution in a time series repre­

senting cosmic ray fluctuations and their power. Conventio­

nal methods of finding frequencies employ Fourier analysis. 

But, where random changes of phase exist, this'method fails 

because it can be shown that as the length of the record 

tends to infinity, the corresponding estimate of the Fourier 

transform of the time series for any frequency approaches 

zero. A different method can be used here by taking the mean 

square, which under certain conditions tends to a finite 

value.

A series comprising of n data points having dt as 

the interval between the adjacent points is the basis for 

computing m number of values of power density for non-zero 

frequencies in a spectral window ranging from l/2m dt to 

1/2 dt. Since we are interested in investigating short 

periods of the order of a few minutes, we shall fix the
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frequency range of the spectral window such that it contains 
the required periods. Hence, m is fixed by the discrimina­
tion required in the final spectrum. The value of dt also 

determines the frequency resolution of the linearly spaced 

frequencies in the spectral window. The value of n is 
determined by the physical requirements of the analysis and 
the degree of accuracy required for the spectral density 
estimates. The estimates are computed by taking mean lagged 

products of the n data points up-to m number of lags.
This forms into a sort of auto-correlation function which is 
then subjected to Fourier transform.

Details about the choice of the constants are 
discussed later in this chapter.

SB.11 Auto-covariance function;

In most cases the signals and noises may be represen­
ted or approximated to a stationary series, having 
Gaussian distribution with zero averages. Then, their rela- 

vent statistical properties are contained in the auto­
covariance function. Following the method outlined by 
Blackman and Tukey (1959), general formulas representing 

auto-oovariance function can be derived as follows:

let a time series be represented by,

x ( t 1 ) , x ( t g ) ..................................... .. x ( t n )

average is defined as X(t^) = ave X(ti)
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T Itand covariance = ^ X ^ )  , X(t^)

{ K t , ) - !  (t.)} {x(t3) - x(t3) }= ave

If the average Is zero,
then 0l. = ave X(t.)}

As- the series is supposed to he stationary, so it is 
unaffected by the translations of tine at the origin. The 

covariance depends only upon the time separation given 

by ( t. - t . ).

So, ° i j  = 0 ( h  -  h  > •

Thus the noise is completely specified by a single 

function of a single variable particularly C(O), the variance 

(for zero average, the average square of X(t) ).

In the case of auto-covariance C ( Y ) we specify the 

lag to which the process has to be carried out.

So, C ( Y )  = him „ L  /
T-«» -T/ x (t) . x (t + Y )  dt.

is the auto-covariance function, for lag V. It can also be 

called mean lagged product.

Hence, C ( Y )  = ave  ̂x  (t) . x  (t+'v)

As, there is direct relationship of the joint proba­

bility distribution to the auto-covariance function, the 

stationary time series can be expressed in terms of serial 

correlation coefficients.
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3B.12 Fourier Transform;

The'power spectrum P(f) is the Fourier transform of 

the auto-covariance function.

+0° -  2*ifT
Therefore F(f) = /  C { Y  ). d T

mmOO

The function of frequency P(f) describes the power 

spectrum of the time series. If we suppose x(t) as a 

voltage across (or a current through) a pure resistance of 

one Ohm, then the time averaged power dissipation in the 

resistance is represented by the variance of x(t) between 

the frequency range f and f+df.

The relation of the auto-covariance function as the 

Fourier transform of the power spectrum can also be used to 

express power spectrum as the Fourier transform of the 

auto-covariance.

Expressed in discrete cosine form
+  oo

‘ P (f) = /  C( Y  )' - cos 2% f ¥  d Y
— OO

4 -0 0

o (T)) = /  P(f) . cos f f  d f_oo

The general' power spectrum response curve is shown in 

figure 3.1.
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Pig. 3* 1

3B.13 Numerical formulas:

If there are n data points of dt time interval 

■between the adjacent values, the mean lagged product 

with lag interval of d Y  = h  dt, can be computed as follows

C _________1_ ~

n-hr

q=n-hrr
q«0

X q + hr

The va lue  of r= 0 , 1 ........... .... m and m ^ 2.
h

where m is the maximumlag. It is usual to use lags not 

longer, than about 20 % of the length of the record;

The raw spectral density (V ) can be computed 

according to the formula.

?r = d T
q ^ m - l  ■

Cn + 2 , /  cos 3£JL + 0_ cos r  %0 -—  q m m
q=l
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To this we can apply Hanning filter to get Ur , the 
smoothed spectral estimates,

• u l V5 r-1 + 4'V + ivr+l
or Hamming filter, 

U 0.23 V +0.54 V + 0.23 V ... r-i r r+l

Estimates' with subscript 0 will apply in the range 
just above'the zero frequency and with subscript r, for a 
frequency of ^ » 0.5 cycle per observation.
By multiplying it with the appropriate values, the frequen­

cies can be expressed in the desired units.

3B.2 Aliasing;

A time series with a certain basic time interval has 
a sampling frequency (F ). If the terminating frequency (F.) 

of the spectral window does not fold 'into the sampling 
frequency (F ), then certain spectral intensity will lie

O

from F^ to F , The frequencies upto F^ are all distinguisha­
ble but the higher ones are not, never the less, these will 
contribute some power. If the folding frequency (I^), is 
the principal alias and is not able to fold itself upto 
the sampling frequency, then in terms of the discreteness 
of the data, all the values -will not be read. Such a situa­
tion is made clear by figure 3.2, which shows how equally 
spaced time samples from any cosine wave could have come 
from each of the many other cosine waves.
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X
* Sampling of sinusoidal waves.v \

fig.3.2

This may lead us into false information.

The methods of aliasing can he considered in terms 

of the proper folding of the frequency so that the power 

between and P is accounted for. The sampling frequency 

can be decreased so that the terminating frequency folds 

itself into that, this will give us better estimates of the 

elementary frequency bands.

3B.3 filters

3B.31 general digital filters;

In some cases it may be very evident that a certain 

range of frequencies or a frequency is largely present in 

t h e 1data. These frequencies may not be of immediate interest 

and so should be eliminated before the data are subjected
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t o  p o w e r  s p e c t r u m  a n a l y s e s .  I n - c a s e  i t  i s  a  l o w  f r e q u e n c y ,  

a  h i g h  p a s s  f i l t e r  s h o u l d  b e  u s e d  a n d  i f  t h e  m a i n  c o n t a m i n a ­

t i o n  i s  i n  t h e  H . i 1. - t h e  f i l t e r  s h o u l d  b e  l o w  p a s s .  W e  s h a l l  

f i r s t  c o n s i d e r  a  l o w  p a s s  f i l t e r .

I f  X . ,  X n .............. X  a r e  t h e  o b s e r v e d  v a l u e s  t h e n
1 2  n

t h e  n e w  s e r i e s
» i i

X  , X g .............. i s  o b t a i n e d  b y  a p p l y i n g  t h e

f o r m u l a . ,»
+ m
> ~ ~  W. 

j=-m
X. ^  

x + m  + 3

w h e r e  W. a r e  t h e  f i l t e r i n g  w e i g h t s ,  a n d  t h e  n u m b e r  o f  o b s e r -  
J

v a t i o n s  i n v o l v e d  i n  t h e  f i l t e r i n g  p r o c e s s  a r e  2 m  +  1. S o ,  

t h e  a p p l i c a t i o n  o f  a  f i l t e r ,  r e s u l t s  i n  t h e  r e d u c t i o n  t o  H - 2 m  

v a l u e s  f r o m  t h e  o r i g i n a l  d a t a  h a v i n g  N  v a l u e s .

A  h i g h  p a s s  f i l t e r  i s  d e r i v e d  b y  t h e  n u m e r i c a l  

d i f f e r e n t i a t i o n  o f  t h e  l o w  p a s s  f i l t e r . '  A  f i l t e r e d  s e r i e s
i

i s  r e p r e s e n t e d  b y

X
+m

x + m W . .
3

X. ,  ̂ .x + m + j

A  v e r y  e f f e c t i v e  h i g h  p a s s  f i l t e r  r e s u l t s  f r o m  t h e  

c h o i s e  o f

y  _  1 + C o s  J  %

3 m
2m

1
T h e  c u t  o f f  f r e q u e n c y  o f  t h e  f i l t e r  i s  g i v e n  b y  ____

m d t
s o  t h e  v a l u e  o f  m  i s  d e t e r m i n e d  b y  t h e  c u t  o f f  f r e q u e n c y  

r e q u i r e d .
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The response of the filter is given by 

A » {  1 + Q (f) ] 2

where Q (f) = Qq (f) + QQ fc(f + f + % Qq (f - f ) 
Q (f) = Sin 2 n  fm dt 
0 2 % fm dt

The response curve of an equally weighted running mean type 

of filter function is shown in figure 3.3. By using proper 

w.eights the negative response found at some frequencies 

can be avoided.

Fig. 3.3

3B.32 Hanning and Hamming filter:

The data subjected tc P.S.A. (Power Spectrum 

Analysis) have discrete time interval and only a limited 

length can be used. This will introduce a frequency 

resolution that can be improved only to a limited extent.
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The question of choosing the lag window, so that the power 
should concentrate exactly at the frequency present in the 
sample hecomes difficult, because the power may not concen­
trate at the main lobe. One of the methods to correct this 
is to make the main lobe flat. This will decrease the 
adjacent frequency resolution, but the power estimate 
becomes better.

A lag window, called the harming filter is,

D1 (dt) = (l+Cos % it) for dt < Tm

= 0 for dt > Tm

Another lag window, called hamming filter is,

D„ (dt) = 0.54+0.46 Cos tc dt for dt < Tm
6 mm

= 0 - for dt > Tm

The general characteristics of both the filters are 
the same except for their effects on the side lobes.

3B.4 Pre-whitening

In considering the spectral windows, we assume that 
the power spectrum has no peaks vastly higher than the general 
level of the curve. This assumption is necessary because 
the function does not vanish outside a small interval.
So, if we have a large peak of D (f) near one of the value 
of f^, it will contribute a small fraction of itself at 
some other point fg. If thi3 value out-weights the power
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at fg, then the power spectrum will not he representative 

of the actual values at each frequency hut will he contami­
nated hy the contribution from other frequencies. So, in 
case, large values of.power are concentrated in the L.I, 
side of the power spectrum it will tend to seep through to 
the higher frequencies. ?or the estimation of the different 
characteristics of the pre-whitening it may be fruitful to 
determine the slope and the general shape of the power 

spectrum expressed in octave intervals. It may he deter­
mined in a preliminary check, if large peaks occur at L.F, 
side of the spectrum or not. In case the slope is very 

small i.e. the distribution of power density is almost 
linear and no large peaks occur on the L.F. end, the appli­

cation of pre-whitening may not he necessary.

In case pre-whitening has to he performed, we have 
only to find where the power is expected to he large. As 

most of the noise is in the low frequencies the following 
scheme can he used. The data are modified hy the formula,

Sr_i = V ^ r - i  (r=1’2 ...... n)s
where X is usually taken as 0,7 and n denotes the 

number o.f data points.

The multiplier for the above process is,

1+ X2-S X Cos 2 % f dt.
hy which the values of refined spectral density should he
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multiplied to compensate for the pre-whitening process 
caried out on the initial time series.

3B.5 Ghi-square test

The power densities at different frequencies derived 
from the recorded data, need to he estimated for their 
reliability. Bor this, we will need their variance and 
covariance. But the estimates of power are derived from 
the auto-covariance which in turn is dependent upon the lag 
function. So, the determination of variance and covariance 
from this function becomes difficult and intricate. By 
taking a less regourous treatment it has been shown by 
Blackman and Tukey, that the accuracy of the spectral 
density estimates depends upon the ratio of the number of 
data points to the number of lag points. The actual value
approximately follows Chi-square distribution with

[
y i  ^  *42{- “ degrees of freedom, We do not know the probability

distribution of the power density but its variance, we may 
suppose that it behaves like n on — degrees of freedom. 
This .fits the physical view that we have m results from 
n observations. Once the degrees of freedom of the 
distribution is known we can find the confidence limits in 
the usual way. If we merely want to know that a peak in 
our results is significant or not, we test against the 
hypothesis that the population power spectrum does not 
have a peak there (Swinnerton-I>yer 1963).
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3B.6 Superposing of power density estimates:

A method for increasing the reliability estimates 

of the spectral density is by superposing one set of values 

upon another set. This results in increasing the degrees of 

freedom of the superposed set, and so the peaks show greater 

reliability. This method can also be used for finding out 

the persistency in the occurrence of the frequencies by 

superposing large number of samples and estimating the 

,reliability of the resultant peaks in the spectral densities.

3B.7 Choice of the constants for the spectral analysis;

The discrete time interval between the adjacent

values of the data determines the sampling frequency F ,
/

and thereby the highest terminal frequency F̂ ., which is the 

upper limit for a spectral window. From physical considera­

tions and computational aspects the required value of n 

is chosen. The resolution in the spectral window is 

dependent upon the value of the lag m to which the auto­

covariance function is calculated, Barger the value of 

the lag, finer is the frequency resolution; but the reverse 

is true for the statistical accuracy of the power density 

estimates. The table 3.2 indicates some of these aspects 

for data intervals of 12 seconds, 1 minute and 5 minutes.
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gable Ho, 3.2

(Interval)

dt

Sampl­
ing fre­
quency.

Fs

Termi­
nal fre­
quency.

^t

Ho. of
data
points.

n

Lag.

m

frequency
resolution.

r

Degrees 
of free­
dom.
k

12 Second 300 CPH 150 CPH 900 30 5.0 CPH 59
60 2.5 CPH 29
75 2.0 CPH 23

1 Minute 60 CPH 30 CPH 180 30 1.0 CPH 11
60 0.5 CPH 5
75 0.4 CPH ' 4

5 Minutes 12 CPH 6 CPH 72 12 0.5 CPH 11
24 0.25CPH 5
30 0.2 CPH 4

It is clear from the above table that a compromise 
has to be made in the choice of the constants. lor a power 
density estimate to be more reliable, it should have large 
degrees of freedom, but this will tend to decrease the 
frequency resolution.

The chief interest of the present investigations 
being periods of the order of a few minutes, a spectral 
window of 1 to 30 CPH is chosen. For this, with dt of 1 
minute, lag', m of 30 is required. The duration of a 
single sample subjected to .spectrum analysis is three hours 
i.e. 180 data points. This gives about 11 degrees of 
freedom for the reliability estimates of the spectral



density. The choice of a three hourly Interval is conveni­
ent for comparing the average spectral density estimates 
for this interval, with other physical parameters such as

V .
A Fortran programme for computing spectral density 

and incorporating the above mentioned features is written 
for IBM 1620 computer. The values of dt, h, m, and n 
could be varied by the use of a control card. The value h 
is introduced to take into account 'aliasing*.

The spectrum analysis is performed in two parts.
In the first one, the deviations from the average are 
computed. The processf.> of per-whitening is not applied 
because in the range of 1 to 30 OPH the slope of the 
spectral density is found to be about 0.2 db per octave, 
which means that the spectrum is almost flat. No filter is 
applied because in the processes of computing derivations 
the low frequencies mostly due to diurnal and semi-

i

diurnal variations will be automatically filtered out.
The output of the first part of the programme is fed to 
the second one, the output of which gives auto-covariance, 
raw spectral density and refined spectral density. So, 
for each three hourly interval of data we get 31 values 
of spectral density•estimates for frequencies from 0 to 
30 CPH.
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The computer programmes are given in the appendix.
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3B.8 Method of epochs;
s

In inter-related physical phenomena, any change,, in 
one parameter may hare corresponding consequences in 
another. A method of study formulated for finding consist­
ency or any other physical effect in a certain parameter may 
be considered in terms of finding epochs from another 
corresponding parameter. In the present study neutron 
monitor data of Deep River and k^ index are used for fixing 
epochs that are representative of certain interplanetary 
conditions. Ihe spectral density estimates during the days 
of similar epochs are superposed. She resultant spectral 
density estimates are indicative of the behaviour of the 
spectral frequencies in the different physical conditions 
represented by the epochs.



C H A P  T E E  IV

RESULTS OP THE ANALYSIS 

4.1 Variability <g f spectral estimates;

The spectral window used in the present study is 
from 1 to 30 cycles per hour, having a resolution of 1 CPH 
(cycle per hour). A single sample subjected to spectral 
analysis has 180 data points with one minute interval between 
the successive points. The 1 to 6 CPH range is investigated 
separately, with a resolution of 0.2 CPH. Por this a single 
sample has 72 data points of 5 minutes interval between 
successive points.

Por each three hourly sample, the spectral constants 
are the same and so are the degrees of freedom. Hence, the 
power estimates of a particular frequency in different samples 
can be intercompared. Parameters specifying other phenomena, 
for the sample interval, can be used for correlation.

The study of the gross characteristics for 6-30 'CPH 
range is carried out by averaging the power density estimates. 
The choice of proper epochs representing different geophysical 
factors and the knowledge of the average spectral,power for 
these epochs can give us information regarding the effect 
of these geophysical factors upon the cosmic ray frequencies 
lying in the 6-30 OPH range.

The results presented here are based on the analysis
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conducted on the basic 12 second interval data from 

November 21, 1965 to June 15, 1966.

4.2 Pressure variations in the frequency range of 1
to 30 OPE and their effect on cosmic ray s :

Using one minute pressure recordings of the digital 

Servcbarometer, power spectrum analysis is performed for 

three hourly intervals with a spectral window of 1 - 30 OPH. 

Simultaneous cosmic ray data of the same intervals are 

subjected to a similar analysis. It is found that neither 

far a single sample nor for 8 superposed samples, there are 

prominent peaks in the pressure estimates. Phe spectral 
estimates for single sample as well as for eight superposed 

samples of pressure and cosmic rays are shown in Figure 4.1.

As no pressure peaks occur in the spectral range of 
1 to 30 CPH, the peaks observed in the spectral density 

estimates for cosmic rays should be attributed to the 
phenomenon other than the pressure variations. As such, 

there is no need to apply pressure correction to the cosmic 

ray data,'

4.3 Search for persistent frequencies:

The frequencies in the range of 1-6 OPH are investi­

gated with a resolution of 0.2 OPH. Six hourly intervals 
having 72 data points with a basic- difference of 5 minutes 

between the successive 'points, are subjected to P.S.A.
Peaks are observed around 3 and 5 OPH. As four samples
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comprising a day are superposed, the peaks are observed more 

or less at the same frequencies, as shown in figure 4.2. As 

more and more samples are superposed, the spectral activity 

is smeared out. 'This is shown in figure 4.3. No peaks in 

the spectral density estimates are found to be significant 

for 48 sampler from day No.414 to 42V, and for 109 samples 

from day No. 359 to day NoT'427. No particular selection 

criteria are fixed for superposing the samples.

Hence in the range of 1-6 OPH, frequencies at 3 and 5 

OPH are found to be prominent for a single 6 hourly sample, 
but over an extended period, these tend to cancel out. So 

there are no preferred frequencies in this frequency range 

over an extended period of time.

The investigations are extended to the range of 1 to 

30 OPH, using samples of 3 hourly interval, and 1 OPH 

frequency resolution, figure 4,4 shows the superposed 

spectral estimates of 487 three hourly samples indicated by 

the lower-most graph. No particular selection rule is 

applied for the choice of the samples, and they are taken 

from the continuous data from day No.325 to 439. Only those 

samples are rejected where one of the channels is not working 

properly or certain discontinuities have occurred in the 

data. Each sample has 11 degrees of freedom, thereby making 

5357 for the superposed graph.
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Applying the significance test, we find that 18 CPH 
group (200 sec.period) and 25 CPH group (144 sec.period) are 
significant at 99% level, Che 18 CPH group has alongside 
another frequency-of 16 CPH, and 25 CPH group has 27 CPH, 
which are equally significant.

The spectral estimates for 547 samples from day No.
440 to 531 are superposed and the graph shown in figure 4.4. 
Peaks, significant to the same level are observed at 15, 21 
and 27 CPH. The" frequencies in the present case are slightly 
different from the previous graph of 487 superposed samples.

Extending the above results, the operation of super­
position is completed for the total number of samples.
Figure 4.4 shows the spectral estimates for 1034 samples 
from day No.325 to 531. Significant peaks are observed at 
16 and 27 OPH.

Since certain frequencies are found to be persistent 
over long periods of time, it may be of interest to 
investigate if these have certain preferred directions. The 
time dependence of a frequency is found by obtaining eight 
sets of spectral density estimates having superposed three 
hourly samples of similar timing, that are spaced as 0-3,
3-6, 6-9, 9-12, 12-15, 15-18, 18-21, 21-24 hours. The 
eight values of the spectral density estimates so obtained 
for a particular frequency are subjected to harmonic analysis 
after finding the deviations from the mean of the eight
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v a lu e s . Thus, the  am plitude (r^ ) o f the  d iu rn a l wave and 

i t s  d i r e c t io n  ((j)^) o f maxima fo r  th e  p a r t i c u la r  frequency  a re  

c a lc u la te d . The v a lu es  o f and (J>̂ a re  considered  f o r  th e  

prom inent f re q u e n c ie s , and a re  shown in  ta b le  Ho.4 .1 .

Table Ho.4 .1

Ho. o f Prominent Amplitude in r., in% iL ( lo c a l
Samples freq u e n c ie s % 1 1 tim e)

487 18 CPH . 035 ■+ .0005 3 .3  + .6 39°
(day 325
to  439) 25 OPH .035 + .0005 3 .5 +  .6 42°

547 15 CPH .035 + .0005 7.2  + .6 280°
(day 440
to  531) 21 OPH .035 + .0005 1.0 + .6 356°

27 CPH .035 + .0005 4 .4  + .6 297°

1034 . 16 CPH . 0 3 5 +  .00036 2 . 0 +  .4 247°
(combina-
t io n  o f th e
above two)
(day 325 27 OPH ' .035 + .00036 1.0 + .4 236°
to  531)

I t can be seen th a t  the  d ire c tio n s  a re  not c o n s is te n t

f o r  bo th  th e  s e ts .

4 ,'4 . Comparison of cosmic ray  fre q u e n c ie s  w ith th e
freq u e n c ie s  found in  m agnetic f i e l d  measurements
by P ioneer VI. Range 1-50 GPH:

Hess e t a l  (1966) have d e te c te d  c e r ta in  freq u e n c ie s  

in  the  m agnetic f i e l d  f lu c tu a t io n s  in  th e  m agnetosheath
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POSITION OP PIONEER VI DURING THE TIME OF MAGNETI 

FIE L D  MEASUREMENTS (REPOSTED BS NESS ET AL 3.96 p )
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and in the interplanetary space recorded by Pioneer VI during 

its outward journey. The position of the satellite during 

the time of measurements is shown in Figure 4.5.

During the interval 1400 to 1700 hour, the satellite 

was inside the magnetosheath indicated by position I in the 

diagram, and during 1715 to 2015 hours (position II) it was 

outside the bow shock, in the interplanetary space.

The data of the magnetic measurements for the three 
hourly intervals have been subject6^  power spectrum analysis 

by less et al (1966) and the two graphs of the spectral 

density estimates are shown in figure 4.6 (from less et al 

1966).

For the same three hourly intervals from 1400 to 1700 

hours, and 1715 to 2015 hours U.T. on December 16, 1965, day 

No.350, the cosmic-ray data are also subjected to power 
spectrum analysis and spectral densities are calculated. The 

spectral density estimates for 1715 to 2015 hour sample are 

plotted in Figure 4.7. and are shown in the lower graph. In 

the graph statistically significant spectral peaks are observed
t

at 6, 11, 17 and 26 cycles per hour. For the sample, 1400 
to 1700 hour, shown in the upper graph in the same figure, 

significant frequencies are at 13, 22 and 26 CPH. The 

significance level and the amplitude for e r  :h prominent 

cosmic ray frequency are given in the following table.
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PigiHo. 4.8 Comparison of spectral density peaks of 
cosmic rays for a three hourly sample . 
from 1400 to 1700 hours Dec.16, 1965, 
with the spectral density peaks of the 
magnetosheath field fluctuations for 
the simultaneous period.

Pig.No. 4.9 Comparison of spectral density peaks of
cosmic rays for a three hourly sample from 
1715 to 2015 hours Dec.16, 1965, with the 
spectral density peaks of the interplanet­
ary field fluctuations for the simultane­
ous period.
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Table No. 4.2

Interval Prominent frequencies Significance Amplitude
level % 7/o

1715 to ‘ 6 CPH 90 .051 + .01
2015 11 CPH 90 .052 + .01

17 OPH 95 .047 + .01
26 CPH 95 .048 + .01

1400 to 13 CPH 90 .035 + .01
1700 22 CPH ’ 95 .049 + .01

26 CPH 95 .043 + .01

Figure 4.8 shows the comparison of the spectral density- 
estimates of cosmic ray intensity and the simultaneous 
spectral estimates of the magnetosheath field measurements 
for the interval from 1400 to 1700 hours. Figure 4.9 shows, 
similarly, cosmic ray spectral estimates and simultaneous 
spectral estimates of the interplanetary field measurements 
for the interval from 1715 to 2015 hours. It can be seen 
that cosmic rays as well as the interplanetary and magneto­
sheath magnetic fields have prominent frequencies in the 
'same range, which are statistically significant.

4.5 Behaviour of cosmic ray frequencies in different 
interplanetary conditions

4.51 Condition of increase and decrease of cosmic 
ray intensity:

A histogram can be drawn of the percentage changes 
of the daily mean intensity of Deep Biver neutron monitor.
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She data used for this purpose extends from November 1965 
to June 1966. The plot of the intensity is shown in Figure 
4.10 and the distribution in figure 4.11. The following six 
spochs are fixed according to the criteria given below:

Daily mean intensity range from:

(l) -1.0 or lower designated as Disturbed Day D(-)
(2) -0.5 to -1.0 T t  f t Semi-di slurbe d

• Day SD(-)
(3) 0 to -0.5 I f  f t Quiet Day Q(-)
(4) 0 to 0.5 f t  I f '* "  Q(+)
(5) 0.5 to 1.0 r i i i Semi-disturbed

Day SD(+)
(6) 1.0 or higher 11  f t Disturbed Day D(+)

The days for epochs D(-) and D(+) are indicated in 
Figure 4,10.

The spectral estimates of the three hourly samples 
in the days of the particular epoch are superposed. The 
three graphs for the particular negative epochs are shown in 
Figure 4.12. Similar graphs for positive ep< ehs are shown in 
Figure 4.13.

From the superposed spectral power estimates for each 
of the epochs, average power for the frequencies from 6 to 
30 CPH is calculated. This can be a good indicator of the 
general behaviour of the frequencies in the said epoch.

In the following table are shown the average power
for 6-30 CPH for each of the six epochs, the prominent
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frequencies together with their significance levels and the 
amplitudes.

: 118 *

'fable No. 4.5a

Epoch No.of
samples

PAverage A / Prominent Signifi 
power cycle Freq. canoe

obs. *
- Amplitude 
in %

6-30 OPH
D(-3 94 701 16 OPH 95 .035 + .0010
SD(-) 96 717 18 CPH 95 .034 + .0010

27 OPH 95 .034 + .0010
Q(-) 343 713 16 OPH 90 .034 + .0006
Q(+) 292 723 27 OPH 90 .034 + .0005
SD(+) 214 701 6 OPH 90 .036 + .0007

14 OPH 90 .034 + .0007
D(+) 75 703 9 OPH 90 .035 + .0012

13 CPH 90 .035 ± -0012
18 OPH 95 .030 + .0012
25 OPH 99 .036 + .0012

In the epochs 3D(-) and D(+), although, the average
power is almost the same, the spectral frequencies in D(+) 
are much more prominent than, in D(-).

fhe average characteristics for the epochs for 6-30 
CPH range of frequencies are shown in figure 4.14. It can be 
seen that the average power for the frequency range 6-30 OPH 
is lower for epochs of large intensity compared with epochs 
of low intensity.

4.52 Past and slow changes in interplanetary 
conditions;

Ihe fast change epoch day is the one when the change
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of intensity 5 I is greater than or equal to -0.5% . For 
slow change epoch, over three successive days a cumulative 
change of + 0.5%' or more has occurred but not more than 
+ 0.5% for any particular day.

To determine the nature of short period variations 
during the epochs Deep River Neutron Monitor daily averaged 
values from November 1965 to June 1966 are taken and two 
epochs are fixed incorporating the above mentioned criteria.

The days of the fast change epoch are grouped together 
and the spectral density estimates of the three hourly 
samples for these days are superposed. Similarly, the 
spectral estimates lying in slow change epoch are also 
superposed. The two graphs are shown in 'Figure 4.15. The 
average power in the range of 6-30 CPH is calculated for the 
two type of epochs. This together with the prominent 
frequencies, and their characteristics are given in the 
following table:

'Table No. 4.5 b
Epoch No. of 

samples
i.ve. Power 
6-30 OPH 
A2/0y.0bs.

Prominent
frequency

Confidence
level

%
Amplitude 
in %

Fast 104 693 15 OPH 95 .0340+.001
change 16 CPH 95 .0345+.001

-27 OPH 95 ‘ .0342+.001
28 OPH . 95 .0340+.001

Slow 181 718 none
change
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Prominent frequencies are observed in the fast change 
condition. In the slow change condition the average power 
is high and since all frequencies are active no peaks stand 
out over the background.

4.53 Porbush decrease:

We investigate here the behaviour of the spectral 
density estimates during a Porbush decrease. We would be 
interested in finding out the prominent frequencies during 
pre-onset, onset and post-onset phases of a Porbush decrease 
and also the effect of these phases on the average power 
density from 6 to 30 OPH. Por this purpose three Porbush 
decreases are selected. Their characteristics are given in 
the following table.,

fable No. 4.4

.Sr.No. Date of 
occurrence

Day No. Time of 
onset

Intensity decrease 
at Deep River N.M.

1 23 Mar.,66 447 9 hours 5 per cent
2 26 May, 66 511 20 hours 2 per cent
3 31 May, 66 516 20 hours 3 per cent

The third Porbush decrease of 31 May, 66 occurred 
during the recovery phase of the Porbush decrease of 26 
May, 66.

Taking an epoch of six samples, from the time of 
onset of the Porbush decrease, the spectral density
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estimates for each sample are superposed. The process of 
superposition Is also carried out for the six samples in the 
pre-onset phase and for the six samples in the post-onset 
phase as well. The resultant graphs for the three Forbush 
decreases are shown in Figure 4.16(a, b, c.).

To ascertain the general characteristics for the 
frequency range of 6 to ‘30 OPH during a Forbush decrease, 
the-average power for each case is calculated.

The following table shows the average power and the 
prominent frequencies in the onset epoch for each of the 
Forbush decrease. For the broad peaks the frequency range 
is indicated within which the frequencies are significant 
to the same extent.

Table Ho, 4.5
Desig. Date of Ave.power Prominent Confidence Amplitude 

occurrence 6-30 CPH frequencies limits % %
_____ __________  A^/cy.obs._________________________________

FD-1 i 23 Mar. ,66 705 28{27-28)CPH 95 .06+.004
FD-2 26 May, 66 656 17[15-18)CPH 95 .07+,004

25123-27)CPH 95 .08+.004
FD-3 31 May, 66 681 13l12-13)CPH 90 .065+004

In comparing the prominent frequencies in the onset 
epochs for the three Forbush decreases, we find that for FD-1 
which has the largest decrease, only one sharp peak is at 27-28 
CPH, and FD-3 has a peak at 13 CPH,
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In considering the presence of the prominent frequen­
cies in pre-onset, onset and post-onset phases for each of 
the Forbush decreases, we indicate in'the .following table 
the frequencies that are prominent to 957o confidence limits.

Table Ho. 4.6

Forbush P r o m i n e n t  F r e q u e n c i e s
decrease

122 :

Pre-onset onset Post-onset

FD-1 none 27-28 OPH 7, 16 CPH
FD-2 24 OPH 15-18 CPH .none

23-17 CPH
FD-3 16 OPH 13 OPH none

From the above table we find that a large Forbush 
decrease tends to favour certain frequencies even after the 
onset, whereas,for less intense Forbush decreases the 
frequencies are prominent in the onset epoch and not after 
that.

The .average power for the frequency range from 6 to 
30 GPH for three sample epochs of the' three Forbush decreases 
is plotted in Figure 4.17. We find that the average• power 
at the beginning and at the and epochs is less than the 
average power for the onset epoch. Hence there is an 
increase in the average power during the onset of a Forbush 
decrease.

The variations in the earth’s magnetic field induce
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currents in the earth. Hence the Telluric currents records 
provide very good indication of the micropulsation activity. 
Taking the hourly amplitude <oi the N-S Telluric currents 
recorded at College, Alaska (Hessler 1966), the average is 
found out for the duration of the three samples epochs of 
the Forbush decreases. The plots in figure 4.17 show the 
strength of the current for different epochs of each of the 
Forbush decrease. In comparing these graphs with the ones of 
,the average power of the cosmic ray frequencies from 6 to 30 
CPH, we find that the micropulsation activity follows almost 
a similar pattern as that of she cosmic ray frequencies, i.e. 
there is a rise in the activity during a Forbush decrease.

4.6 Behaviour of cosmic ray frequencies in different 
■ £Kp epochs:

Using daily ZKp as an epoch parameter, days are 
grouped according to four classifications; the days vhat 
have ZKp from 0 to‘7, 8 to 15. 16 to 23, and 24 or higher.
The spectral density estimates of the samples in the epoch 
days are superposed. The four 'graphs of the superposed 
estimates of each frequency are shown in Figure 4.18, The 
prominent frequencies in each of the epoch are shown in the 
following table.
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Sable Ho. 4.7

Epoch

ZKp
lo.of Average 
samp- power 
les 6 to 30 

-OPH

Prominent Signifies- Amplitude 
frequency nee level

% %

C to 7 213 736 A^/Cy. Obs. '27 OPH 90 .035 + .0007
8 to 15 484 705 f f [26 OPH

f 27 OPH 95 .050 + .0006
16 to 23 208 711 i r 9 OPH 90 .035 + .0007

[ 16 CPH
'

117 CPH 95 .050 + .0007

28 OPH - 95 .034 + .0007
24 or 106 688 [l6 OPH
higher 119 OPH •

[ S3 CPH 95 .090 + .001

It is observed that for the epochs with low ZKp, 27 OPH 
is the only‘frequency that is found to be prominent; for 
medium j;Kp(l6-23) prominent peaks are at 9, 16, 17 and 28 CPH. 
In the case of high £Kp(>24) we= find that frequencies from 16 
to 23 OPH are prominent. Hence-, there is a tendency for the 
peaks to be prominent during high ZKp. In compiling the 
average power of the frequencies from 6 to 30 OPH, we find 
that the value of the power is high for the low ZKp when 
compared to the average power for the high ZKp. This is 
made clear in Figure 4.19 which shows a scatter plot of 
average power (6-30 CPH) and ZKp. The best fit line indica­
tes decrease in power with increase in ZKp.



C H A P 1 E R V

O O H O I i U S I O N S :

In explaining the observed cosmic ray fluctuations 

of the order of a few minutes period, we note that the non­

existence of any barometric'pressure fluctuations in the 

frequency range under study makes it possible to conclude 

that the frequencies observed in the secondary cosmic rays 

are not due to atmospheric pressure oscillations.

The most significant evidence concerns the broadly 

similar fluctuations in the interplanetary magnetic field 

and the cosmic ray intensity when they have been simultaneous­

ly measured. Same is the case for the fluctuations of the 

field in the magnetosheath and the cosmic ray intensity.

Though it is clear from figures 4.9 and 4.8 in Chapter IY 
that the correspondence for each pair of observations is not 

exact, the frequencies 5-6 and 11-12 CPH appear predominantly 

in interplanetary field and cosmic ray intensity and 13-14 

OPH and 25-26 OPH are common for magnetosheath field and 

cosmic rays.

To explain the average amplitude of the observed cosmic 

ray oscillations through changes in the cut-off rigidity, we 

need a change. of about .03/^ in the dipole magnetic moment.
This is explained in Appendix It. The detection of geomag­

netic micropulsation of the PC 4 and PC 5 type corresponding
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to the frequency range being studied in our cosmic ray 
investigation is consistent with the suggestion that the 
cosmic ray fluctuations are produced by the change of geomag­
netic cut-off. Indeed, Kato (1967) has observed magneto- - 
hydrodynamic waves of this frequency range at 'the geomagnetic 
equator. Although the H.l.waves get damped close to the 
earth, their amplitude in the upper part of the magnetosphere 
cah be quite high.

According to the suggestion of Patel (1967), the
I

magnetic moment changes could be produced by the bulk motion, 
of the magnetosphere as described by Brice (1967). This 
would mean that there should be a marked local time depend­
ence with a maximum oscillations observed when the earth is 
in the 15 hour direction. ¥fe have seen in Table 4.1 that 
there is no significant local time dependence when we consider 
the total data. While the hypothesis of Patel cannot be 
completely excluded, a direct interaction of the plasma wind 
with the magnetosphere is the more likely candidate to 
consider.

If, indeed, interplanetary magnetic field fluctuations, 
the oscillations of the magnetosheath field and cosmic ray 
fluctuations with frequencies in the 6 to 30 cycles per hour 
range are regarded as related to one another, it is necessary 
to establish a mechanism which could produce all three. An 
obvious process which suggests itself is that interplanetary
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periodicities measured by magnetometers on space probes are
most likely the result of a spatial structure in the plasma
wind. For a wind with a-radial velocity of 400 km/sec.the
observed 18-cycle/h fluctuations correspond to a scale

~*3length of 0.5 x 10 A.U. of tne irregularities in the plasma 
wind. The fluctuations of the energy density impinging on 
the magnetosphere resulting from these irregularities could 
be the means through which the periodicities are generated 
in the geomagnetic field.

Dhanju. and Sarabhai (1967) in proposing the mechanism 
indicated above have also remarked on the apparently larger 
amplitude of the 18 cycles per hour spectral density in the 
cosmic ray data when the.detector was looking at the anti­
solar direction compared to the solar direction. This 
experimental result however has not stood up when more 
extensive data over a period of 8 months has been considered.

The frequencies of short period fluctuations which 
appear prominently during any particular three-hourly period 
vary quite markedly from period to period. It has been shown 
in Figure 4.4. that when spectral density estimates for 
large number of three hourly sets are superposed certain 
frequencies appear prominently and when spectral density 
estimates calculated from the data for all the eight months 
are superposed there is evidence for oscillations with the 
frequencies 16 and 27 OPH standing out significantly above
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the other frequencies. This raises interesting implications 
if indeed the evidence is to be deemed as suggestive of some 
preferential mode for the presence of 'frequencies of the 
noted types. In order to explain the persistency cf frequen­
cies w® aculd either attribute these to the source at the sun 
or due to some particular behaviour of the magnetosphere. If 
consideration is given to the magnetosphere, we find that the 
theoretical spectrum (Figure 5.l) of the magneto-acoustic 
oscillations of the magnetosphere shows a peak corresponding 
to a period of 200 seconds (Prince and Bostick 1964).

We have observed earlier in Chapter IV that there is 
a very interesting and significant relationship between the 
level of' geomagnetic disturbance and the average power of 
the cosmic ray short period oscillations in the frequency 
range 6 to 30 cycles per hour. High level of geomagnetic 
disturbance, as characterised by Ep, is associated with a 
low average power of the fluctuations in cosmic rays in the 
6 to 30 cycles per hour range. However, during this time, 
prominent peaks appear at the frequencies of 9, 17 and 28 
cycles per hour, low level of geomagnetic activity, 
corresponding to small Kp, Is characterised by a high average 
power in the spectral range 6 to 30 cycles per hour and a 
prominent frequency only at 27 cycles per hour. We also 
observe that the average power is reduced during periods 
of large cosmic ray intensity changes. The prominent



.: 129 :

frequencies are rather more evident in the case of positive 
intensity when compared to ohe negative intensity changes 
(Table No.4.3).

Howard (1967) has recently summarised the study of 
power spectrum analysis of velocity fields observed in the 
solar photosphere. His observations reveal that oscillatory 
motions with a period of 300 seconds come in fairly well 
defined bursts that may last in phase as long as 30 minutes. 
Howard states: fBoth the power spectrum and the visual 
observations of the tracings show that a wide range of periods 
between 200 and 400 seconds are present. There appears to be 
no relation between the periods, seen and the presence or 
absence of a magnetic field in the region being observed.
Near the limb, shorter periods are found - down, to about 100 
seconds’L

De Jager (1965) has summarised current ideas on the 
spectra of the solar photosphere in Figure 5.2. He observes 
that the spectral region covered by our analysis viz.6 to 30 
cycles per hour is one in which the sun seems to be constant­
ly active. Moreover, the particular periods of 200 to 300 
seconds seem to be associated with the scale size of the 
granules.

Troitskaya and Oul’elmi (1967) in a recent review 
of geomagnetic micropulsaticns have pointed out characteris­
tics of PC 4 and PO 5 pulsations as indicated in the
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Appendix I.. The occurrence of the geomagnetic activity of 

PO 4 is reduced with high Kp. This similarity with what we 

observe in cosmic rays is perhaps indicative of a general 

correlation between these two phenomena.

. The simultaneous onset of geomagnetic disturbance 

producing high Kp and a Forbush decrease of large magnitude, 

signifies .the passage across the earth of a sharp disconti­

nuity in the interplanetary plasma and the magnetic field 

configuration. During the period under review,' there were 

106 epochs of high Kp while there were only 9 epochs for 

which Forbush decreases with intensity changes of more than 

2%  also occurred at Deep River in the neutron monitor. For 

high Kp occurring without a Fdrbush decrease, the short 

period fluctuations of cosmic rays have prominent peaks but 

low average power. On the other hand for geomagnetic storms, 

accompanie'd by large Forbush decreases, we have high average 

power in the cosmic ray fluctuations and generally an absence 

of prominent peaks. This would seem to suggest that blast 

waves producing cosmic ray Forbush decreases sweep galactic 

cosmic rays in the interplanetary space but are followed by 
a turbulent pusher gas which has a whole range of irregulari­

ties and scale lengths corresponding to the excitation of 

the entire range of frequencies from 6 to 30 CPH. Indeed 

this is fully consistent with the model suggested by Parker 

(1965).
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We would like to assume that the main driving force 

for the cosmic ray oscillations■in the range 6 to 30 cycles 

per hour arises- on the sun» When the Kp is low, we can 

assume on the average that the magnetic field lines connect­

ing the earth and the sun are- relatively undisturbed with few 

magnetic field irregularities. Under these conditions, solar 

excitation is communicated without selective attenuation of 

any particular spectral frequencies. However, when magnetic 

field lines have got irregularities, they provide a preferen­

tial passage for transmission of certain frequencies and not 

others. ,Under these conditions, the power spectrum analysis 

that we see in cosmic rays has got certain peaks and the 

average power is reduced. *t the same time, the irregulari­

ties associated with the interaction of wind of higher 

velocity with slower velocity plasma contributes to a 

higher Kp.

The prominent peaks at 16 and 27 cycles per hour in 

cosmic rays in the overall data is remarkably close to the 

preferred frequencies at-the sun as well as to the resonant 

frequency observed in-the magnetosphere.

Clinching the interpretation suggested here requires 

a more detailed comparison of the frequencies observed in 

individual three-hourly intervals with frequencies observed 

simultaneously in the i&terplanstary plasma and in the
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magnetosheath. In our present analysis, we had available 

only one sample each for the two measurements in space. 

However, it is expected through the collaboration of workers 

engaged in the measurement of magnetic fields in interplane­

tary space and in the magnetosphere to extend the inter­

pretation by more detailed analyses on three-hourly interval 

basis.
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> FREQUENCY [t] t f c

The theoretical spectrum of magneto-aeoustx oscillations of the magnetosphere In 
calculations of the spectrum it was suggested that the plane magneto-acoustic waves fall on the 
magnetosphere at the height of 68000 km and propagate to the earth in the equatorial plane As a 
model of the earth's surface a plane sheet is taken, 50 km 2hick, lying on an ideal conducting b a a  and 

having the conductivity 100 O m
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A P P E  O I  X___I

Prom table Ho.VII,(Troitskaya and Gul’elml'1967)
Type of classification :
Period (second) :

Additional character!a- :
i tics and names
Amplitude average(gamma) :
Characteristic of the :
spectrum
Time of occurrence :
Character of planetary :
distribution

Connection with different : 
type of magnetic activity

-Prom table Ho. VIII
Type of micropulsation :
Interpretation:
Generation :

Propagation :

Diagnostics:
Parameters of :
magnetosphere

Methods'of diagnostics :

Pc 5,' Pc 4, Pc 3.
150 to 600, 45 to 150, ID to 45. 

Eg-

1-10
Relatively regular spectrum.

Morning and evening hours.

local in latitude and not 
greatly extended in longitude; 
strong correlation in 
conjugate points; dependence 
of the period from the latitude.
Most typical for moderate 
magnetic activity.

Pc 5.

Interaction of solar wind with 
magnetosphere on the morning 
end evening sides.

Toroidal oscillations.

Plasma density.

Using the dependence of the 
period of oscillations on the 
latitude.
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A f  P E O I X  II

Using the following simplified relation for 
estimating the. changes in the cut off rigidity

61I - 6Emin . W

where is the cosmic ray intensity change in %,

6Emin is the change in cut off rigidity, 
and W is the coupling coefficient in7eBeV,

for of .04% and taking a value of W equal to 1.57o/BeV 
(Dorman, Cosmic Ray variations, page 11?) one finds that 
a change of about.03% is required in the Thus .03%
change in the earth's magnetic moment should occur if we 
use the formula

Emin = G°s A 4

where I is the earth's magnetic moment 
r is the radius of the earth 

and A is the geomagnetic latitude.

The station is situated almost at the geomagnetic 
equator, so A = o.
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A P P E N D I X  III

1. Fortran programme : P.S.A. Part I (A),
Input 12 sec. data ; Output 1 minute deviations.

2. Fortran programme : P.S.A. Part I (B),
Input 5 minute data; Output 5 minute deviations.

3. Fortran programme : P.S.A. Part II,
Input P.S.A. Part I; Output raw and refined 
spectral density estimates.



c
c

POWER SPECTRUM ANALYSIS PART 1(A) 
DEVIATION FROM 1 MINUTE DATA 
DIMENSIONA(15)»X(2005)

C
C
C

READ CONTROL CARD » LAG INTERVAL,NO. OF LAGS,AND H

10 READ 11»DELT »M*H
11 FORMAT(F3.2»I2»F3.2)

C
C
C

READ DATA CARDS

1000 READ 12,A(1)»A(2)»A<3)»A<4),A:5)»A(6),A(7)>A<8)»A(9)»A(10) 
1A<11)»A(12> »A<13)>A<14)»A<15),IMS,IHS»IDS 

12 FORMAT(3F4.0»1X»3F4.0»1X,3F4.0*1X*3F4.0»1X»3F4.0»I3»I2»I3) 
sx=o.
N=0
IMN=IMS 
IHR=IHS 
IDY=IDS 
GO TO 30(

•20 READ 12»A<1)*A(2)»A<3)»A(4)>A(5>>A<6)»A(7)>A(8)»A(9)»A(10) 
1A(11)»A(12)»A(13)»A(14)»A(15)*IMNtIHR»1DY 
IF CIDY)30>8Q»30 

30 s=0.
DO 40 1=1,15 

40 S=S+A(I)
N = N+1 
X (N)=S 
SX=SX+S
IF(SENSE SWITCH 1)50,60

50 PUNCH 1,N,X(N)
51 FORMAT(I5,F10.0)
60 IME=IMN

IHE=I HR 
IDE=IDY
IF(N~2000)20,20,70

70 PRINT 71
71 FORMAT(32HNO.OF VALUES ARE MORE THAN 2000)- 

PAUSE
GO TO 10 

80 c = N
XM=SX/C 
IPP=N~1

PUNCH 90,IMS,IHS,IDS»IME,IHE»IDE»H«DELT»M»IPP»XM 
90 FORMAT(2I3,I4,1X,2HT0,2I3’I4,2F6»1,2I4,3F11«3)

C

DO 1101=1,N,5 
DO 100 J=l,5 
K=I+J-1IF(K—N)100,100,110 

100 X(J)=X(K)-XM
110 PUNCH 120,X(1),X(2),X(3),X(4),X(5),K 
120 FORMAT(5F7.2,I5S 

GO TO 1000 
END

C
C
C

HEADING CARD

C
C

CALCULATION OF DEVIATION
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POWER SPECTRUM ANALYSIS PARTI(B)
DEVIATION FROM 5 MINUTE DATA 
DIMENSIONA(3)»X(2005)

READ CONTROL CARD»LAG INTERVALjNO. OF LAGS >AND H

10 READ11»DELT>M>H,MNT
11 FORMAT(F3«2»I2*F3«2»I3)

READ DATA CARDS

12 READ 13 > A (1) »A ( 2 } »A ( 3 ) »A (4') » A ( 5 ) »A ( 6 ) »A < 7 ) » A ( 8 } » A ( 9 ) » IMS , I hS , IDS
13 FORMAT(3F6.0>6X»3F6«0>6X*3F6#0»6X»2I2»I3)

sx=o •
N=0
IMN=IMS 
IHR=IHS 
IDY=IDS 
G0T030

20 READ13 »A (1)*A (23 »A (3)>A (4 ) »A (5 ) *A (6)»A (7)»A (8)>A (9)»IMN»IHR ♦ IDY 
IF(IDY)30»80»30 

30 DOAOI = 1» 9 » 3 
N = N+1 
S=A(I)
S=S+A(1+1)
S=S+A(1+2)
X (N)=S 

40 SX=SX+S
IF(SENSE SWITCH 1)50»60

50 PUNCH51,N*X(N-2),X(N“1)»X(N)
51 FORMAT{15 »5F10«0)
60 IME=IMN

IHE=IHR 
IDE=IDY
IF(N-2000)20»20,70

70 PRINT71
71 FORMAT(32HNO. OF VALUES ARE MORE THAN 2000)

PAUSE
GOT012 

80 C = N
XM=SX/C 
IPP=N~1

HEADING CARD

PUNCH90,iMS»IHS»IDS*IME>I HEjIDE»H>DELT»M»IPP»XM 
90 FORMAT(2I3»I4»1X»2HT0>2I3 »I4s2F6«l»2I4»3F11*3)

CALCULATION OF DEVIATION

D0110I=1,N*5
D0100J=l,5
K=I+J-1
IF CK—N)100,100,130 

100 X(J)=X(K)-XM
110 PUNCH120,X(1) ,X(2) »X(3) »XU) »X(5) »K 
120 FORMAT(5F7»2>I5)

GOT012
130 DO 140 J=J,5 
140 X(J)=0•

K=K—1 
GO TO 110 
END



C POWER SPECTRUM ANALYSIS PART II WITH FILTER AND PREWHITENING 
DIMENSIONX(2000),C(200),V(200)»U(200)»Z(2000)

C
C READ HEADING CARD
C
100 READA23>lT,lZ,IDAYtlMl»IHl>IDAYl5H»DELT,M,IPP 

IH=H
IF((IPP-1)/ IH—M)1»2 »2

1 PRINT3 
PAUSE 
GOTOlOO

2 D0543l=l»IPP»5
C
C READ VALUES OF DEVIATION FROM P.S.A 1
C

543 READ123»X(I)»X{1+1)>X(I+2)>X(I+3)*X!1+4)
mr=m+i
M M = M -1
NA1=IPP+1—MM 
PM=M*M 
NN=NA1-MM 
HDELT=H*DELT 
NA2=NA1-1 

C
C APPLICATION OF HIGH PASS DIGITAL FILTER
C

D02001=M *NA1 
FEX1 = 0 «
IM=I—M
D035J=1*MM
A Jl = J
IMJ=IM+J
AJ2=M-J
IJ=I+J

35 FEX1=FEX1+AJ1*X<IMJ)+AJ2*X(IJ)
FEX1=FEX1+(AJ1 + 1. )*.X( IMJ + 1)
DFEX=FEX1/PM 
Z(I)=X<I)-DFEX 

200 CONTINUE 
C
C APPLICATION OF PRE-WHITENING
C

DO 10 I=M»NA2
J=I—MM y
X(J)=Z(I+1)-0.6*Z(I)

10 CONTINUE 
C
C CALCULATION FOR MEAN LAGGED PRODUCT C(R)
C

DO5OOIR=1»MR 
SX=0 •
IRR=IR-1 * •
IHR=IH*IRR 

. MQ=IPP~IHR 
D0400IQ=1»MQ 
IQHR = IQ+IHR'

400 SX=SX+X(IQ)*X<IQHR)
AMQ=MQ
C(IR)=SX/AMQ 

500 CONTINUE
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CALCULATION FOR RAW SPECTRAL DENSITY V(R)

AM=M
D03001=1jMR 
R= I —1
RP1=3•14159*R/AM
•sc=o.
D0301J=2 »M 
A J = J — l

301 SC=SC+C(J)*COS(RPI*AJ)
300 V(I)=DELT*(C(l)+2.*SC+C(MR)*C0S(R*3.14159!) 

U(1)=Q.5*{VS1>+V(2})
U (MR J =0.5*(V (M ) +V ( MR ) )
PDM=3»14159/AM
CALCULATION FOR REFINED SPECTRAL DENSITY U(R)

D0302J = 2 »M 
AJ=J
U(J)=0.25*(V(J-l)+V(J+l))+0.5*V(J) 
COMPENSATION FOR PRE~WHI TEN ING

DIV»1.36-1.2*C0S(AJ*PDM)
302 U(J3=U{J)/DIV 

DEN=2.*AM*DELT 
D0900J=1,MR 
R = J—1 
FR=R/DEN 
I =R
OUT PUT GIVING C (R)»V(R),U(R) AND FREQUENCY

900

3
5

123
423

PUNCH5>IT»IZ>IDAY»IM1»IH1»IDAY1»H>DELT>M»I9C(U)»V(J)»U(J),FR
CONTINUE
PAUSE
GOTOIOO
FORMAT{19HM IS GREATER THAN N)
F0RMAT(2I3»I4»1X»2HT0»2I3 »I^»2F3.0,1 4,14»3F11.2»F6.3)
FORMAT(10F7.2)
FORMAT {2I3*I4*1X»2HT0»2I3»I£-»2F6«1»2I4»3F11«'3 )
END
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spectral frequency range of 1 to 6 cycle/h 
get smeared out by superposition. However, 
persistent peaks at 18 and 25 cycle/h are 
observed. These appear at 99% confidence 
limits for the superposition of 487 three-hour­
ly sets during November 1965 to March 1966, 
as shown in Fig. 1. Records4 of the magnetic 
field taken by Mariner IV in the magnetosheath 
region a year earlier indicate that at 200-sec 
period (18 cycle/h), there was large spectral 
activity. Ness, Scearce, and Cantarano5 have 
found spectral peaks of 600-, 300-, 180-, and 
120-sec periods in the interplanetary magne­
tic field recorded by Pioneer VI on 16 Decem­
ber 1965 from 1715 to 2015 h. Cosmic-ray 
data for the same interval show sim ilar peri­
odic fluctuations which are  shown in Fig. 2.

roo

O 5 10 15 20 25 30

C  P H  ( C Y C L E S  P E R  H O U R }

FIG. 1. The superposed spectral density for 487 
three-hourly sets (November 1965 to March 1966) indi­
cating peaks at 18 and 25 eycle/h.

Hitherto it has not been possible to establish 
the occurrence of time variations of galactic 
cosmic rays with very short periods, of the 
order of a  few minutes, because large detec­
to rs that give a really high counting rate were 
not available. An attempt by Torizuka and 
Wada,1 with a counting rate of around 10B counts/ 
min, has not yielded conclusive results. How­
ever, a large-area scintillation muon detec­
tor has been operated for several years by 
the Bolivian Air Shower Joint Experiment 
(BASJE) at Chacaltaya at an altitude of 17 200 
ft, longitude 68° 10' W and geomagnetic lati­
tude -5.0°. The authors have been fortunate 
to have had the opportunity of using the output 
of the BASJE detector with a counting ra te of 
a million counts/min for conducting an inves­
tigation from April 1964 to June 1966. 15 scin­
tillation detectors each of 4 ma were used (Su- 
ga et al.2). The total array of 60 m2, housed 
in a cave, was shielded by 3 m water equiva­
lent of galena so that the electron component 
was absorbed. The outputs of sets of five de­
tectors were combined to provide three inde­
pendent channels for intercomparison. Accu­
rate time was maintained by using a crystal 
controlled electronic clock. Cosmic-ray data 
were recorded every 12 sec while one-minute 
recordings of barometric pressure were also 
made using a digital servobarometer. The 
12-sec data from the three channels were in­
te r compared and unless one or more channels 
exhibited erratic behavior, data from the three 
independent channels were combined for suc­
cessive one-minute intervals. The constants 
used for power spectrum analysis were n = 180, 
m =30, and t = 1 min, where n is  the number 
of data points in each set, m is the total lag, 
and t is the averaging interval for each point.
This gave us spectral estimates at 31 points 
equally spaced in frequency from 0 to 30 cy­
cle/h. The significance of spectral-density 
estimates was evaluated using the method sug­
gested by Blackman and Tucky.3 For the chi- 
squared distribution, we have 2 ^ i/m -f)~ ll  
degrees of freedom.

Spectral estimates show variability in indi­
vidual samples of three-hourly intervals. As 
more samples are superposed, peaks in the
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FIG. 3. The percentage change from the average of 
spectral density in the solar and antis dlar directions 
for 18 cycle/h.

esting points require to be understood: First, 
the manner in which periodic fluctuations of 
the interplanetary magnetic field are trans­
lated to periodic changes of geomagnetic field 

-relevant to changes in the cutoff rigidity of 
primary cosmic rays. Interplanetary period­
icities measured by magnetometers on space 
probes are most likely the result of the spa­
tial structure in the plasma wind. For a wind 
with a radial velocity of 400 km/sec the ob­
served 18-cycle/h fluctuations correspond 
to a scale length of 0.5x io -3 A. 13. of the ir ­
regularities in the plasma wind. The fluctu­
ations of the energy density impinging on the 
magnetosphere resulting from these irregu­
larities could be the means through which the 
periodicities are generated in the geomagnet­
ic field. Second, there is perhaps a difference 
in the sharpness of the spectral peaks observed 
in cosmic rays at 18 cycle/h compared to the 
other peaks. One would like to knew whether 
this is genuine and caused by the inherent res­
onant and dissipative characteristics of the 
magnetosheath for energy transmitted through 
it. Third, the larger amplitude of 18-cycle/h 
spectral density in the antisolar direction (3%) 
compared to the solar direction (-5.5%) could 
probably indicate the variation in the ampli­
tude of the oscillations of the distant geomag­
netic field in the tail of the cavity and in the 
direction of the bow shock. More quantitative 
analysis with additional data from space craft

FIG. 2. The spectral density estimates for cosmic 
rays corresponding to the three-hourly interval when 
Pioneer VI was simultaneously recording interplane­
tary magnetic field.

Local time dependence of the spectral densi­
ty has been studied for 18 cycle/h. Figure 3 
corresponding to 487 intervals indicates that 
the variation has large amplitude when the 
detector is in the antisolar direction.

The barometric pressure at one-minute in­
tervals has been subjected to power-spectrum 
analysis. The absence of any peaks of pres­
sure in the region of interest corresponding 
to cosmic-ray peaks indicates that the cos­
mic-ray peaks are not due to barometric pres­
sure changes. An attractive possibility of 
explaining the short-period fluctuation of cos­
mic rays appears through the periodic change 
of geomagnetic cutoff rigidities. For 487 three- 
hourly intervals the average amplitude of the 
18-cycle/h periodicity is about (0.04±0.01)%. 
To account for these periodic changes, which 
have been observed for the first time in the 
present investigation at the geomagnetic equa­
tor, we estimate by using the coupling coef­
ficient given by Dorman6 for the meson com­
ponent that there need to be periodic changes 
of about 20y in the dipole field. Fluctuations 
of this order of magnitude in the magneto­
sheath have been observed4 for 18-cycle/h 
periodicity.

Related to this interpretation, three inter­

CH
AN

GE
P

E
R

C
E

N
T

FZ516 2-3


