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Preface

The urban areas consist of more than half of the world’s population and con-

tribute about 70% of the fossil fuel CO2 emissions (in 2010) as well as significant

amount of anthropogenic emissions of CH4 into the atmosphere. India is a fast

developing country, where fossil fuel emissions have increased dramatically in

last three decade and further predicted to continue to grow at least 6% per year

through to 2025. In order to provide independent verification of future mitigation

activities and predicting future climate, there is an urgent need of the measure-

ments of greenhouse gases over representative urban regions.

Realising the importance of the study of greenhouse gases over urban loca-

tions, measurements of CO2 and CH4 along with an anthropogenic emission tracer

CO have been initiated at a major urban site Ahmedabad in India, using a state

of the art laser based cavity ring down spectrometer. The observed year-long

data are analysed using suitable global chemistry transport models (JAMSTECs

ACTM for CO2 and CH4, LMDz−OR−INCA for CH4), and correlations among

them. The effects of land ecosystem on CO2 variation as well as anthropogenic

emissions and atmospheric transport on CO2 and CH4 variations have been iden-

tified. The inventory (EDGAR) emissions of CH4 and CO are tested using the

observed data for the study location and found that the inventory emissions are

underestimated. The CO2 observations and model comparison brings out the

need for improvement in the terrestrial flux simulated by the Carnegie-Anes-

Stanford Approach (CASA) ecosystem model. Furthermore, comparison of the

seasonal cycle of CH4 with both models revel that the afternoon mixing ratios

have the potential to represent the footprint of its emission of larger area and

hence this data can be used in regional and global CH4 inversion study with

some caution.

Analyses of vertical profiles of CO2 and CO in the troposphere using aircraft

measurements of CO2 over Delhi and satellite data of CO over five selected re-

gions in India are also conducted. The amplitude of seasonal variability in CO2
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shows direct, but a delayed link with the strength of the Indian summer mon-

soon rainfall in Delhi. The model simulations are more close to the observations

in the upper troposphere (3-8 km) as compared to lower troposphere (below 3

km). Average seasonal distributions of CO in the troposphere over all the study

regions show very large spatial and vertical variability. Significant contribution

at 300 − 200 hPa, due to strong convection during the monsoon season as well

as long range transport from the biomass burning regions of Central Africa and

East Asia during other seasons particularly over south of Ahmedabad, have been

observed. The annual variations in the CO concentrations at 900 and 300 hPa are

found to be in opposite phase with lower values during monsoon at 900 hPa and

higher values at 300 hPa. Simulations from two photochemical-transport models

(MOZART and EMAC) are able to capture these variations broadly.

Measurements of CO2 and CH4 coupled with the atmospheric transport mod-

els could be used to assess the sources and sinks of CO2 and CH4 at regional level

by inverse modeling studies. This is, however an objective for the future, since it

can only be achieved using data records covering multiple years and at a network

of stations. In summary, this thesis contributes in providing precise atmospheric

measurements of important GHGs - CO2 and CH4 along with the anthropogenic

tracer CO over an urban location in India which is not done so far to the best

of our knowledge. This dataset is very helpful for understanding processes and

phenomena related to the land-atmosphere exchange of CO2, constraining the

CH4 and CO emission inventories as well as understanding the contributions of

anthropogenic sources in a mega-city to observed variations.

Keywords: Greenhouse gases, CRDS technique, India, Urban region, An-

thropogenic emissions, Biospheric emissions, Long range transport, Photochemical-

transport models.
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Chapter 1

Introduction

1.1 Background

The Earth’s atmosphere is being perturbed since the time humans started using

agriculture for food, and energy for transport and industry. The demand for these

has been growing at an exponential rate, which has led to a substantial increase in

the levels of greenhouse gases (GHGs) and several pollutants in the atmosphere.

The GHGs are important constituents of the Earth’s climate, since they control

the global surface temperature by trapping the heat radiation, emitted from the

Earth’s surface. GHGs include carbon dioxide (CO2), methane (CH4), nitrous

oxide (N2O), water vapour (H2O), ozone (O3) and chlorofluorocarbons (CFCs) [1].

Out of these gases, CO2 and CH4 are most important GHGs due to their higher

atmospheric mixing ratios as compared to other gases and longer lifetimes in

the atmosphere. The Intergovernmental Panel on Climate Change (IPCC) in

its latest Assessment Report-5 stated that the increasing levels of GHGs have

increased the global surface temperature by 0.85◦C from 1880 to 2012 [1]. The

temperature increased in the past also, but the time frame for the increase was

very high as compared to the present increase. The Vostock ice core records

show the close correlations between CO2, CH4, and temperature during the past

420,000 years, which infer that the past climate change was in a part forced by

changes in atmospheric mixing ratios of these gases (Figure 1.1; [2]). During this

period, the time frame of the oscillations of atmospheric CO2 and CH4 is observed

1
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roughly 100,000 year cycle between 180 and 280 ppm, and between 0.2 and 0.7

ppm, respectively, as the climate system pulsed between glacial and interglacial

states (Figure 1.1). However, the Earth’s system has dramatically left this glacial-

interglacial regular cycle in the short time interval of last 250 years, as mixing

ratios of atmospheric CO2 have increased by 100 ppm than that of the interglacial

maximum and also the rate of increase has been at least 10 times faster than at

any other time in the past 420,000 years. Concentrations of other GHGs such as

CH4 and nitrous oxide (N2O) have been increased significantly also in same time

interval [1].
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Figure 1.1: Variations in atmospheric temperature, CO2 and CH4 mixing ratios

in past 420,000 years, recorded by the air trapped in the Vostok ice core from the

Antarctica [2]. The temperature is calculated by using the ratio of deuterium to

hydrogen in the trapped air and the time series shows the difference with respect to

the mean of recent time temperature value (∼15◦C).

The increasing level of GHGs is one of the major cause for the recent global

warming induced climate change. Global scale warming, aggravation of sea-ice

and glacier melting, rise in global mean sea level and increase in the frequency

and intensity of extreme weather events such as the floods, droughts, wildfires
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and cyclonic storms are the fingerprints of climate change. These changes in the

levels of GHGs are unquestionably due to human activities which are known to

produce CO2 from fossil fuel combustion, deforestation, and CH4 from agricul-

ture, livestock, energy production and waste management. It indicates that the

anthropogenic activities have drove the Earth’s system well outside the range in

which the carbon cycle operated over the past half million years [1].

Figure 1.2: Variations in CO2 (red triangles) and CH4 (blue circles) mixing ratios

from 1750 to 2014, based on ice core data before 1958 for CO2 as well as before 1981

for CH4, and yearly averages of direct observations from Mauna Loa and South Pole

(Source: “http://scrippsco2.ucsd.edu”).

CO2 and CH4 are the two most radiatively important GHGs attributable to

human activity. The atmospheric measurements indicate that the total burdens

of atmospheric CO2 and CH4 have increased by about 40% (Figure 1.2; based

on merged ice-core and atmospheric CO2 data; http://scrippsco2.ucsd.edu) and

150% (Figure 1.2; [3]; NOAA/AGAGE websites for recent data), respectively

within very short time period (from 1750 to 2014) and hence it drew the atten-

tion of climate scientists [1]. Together, they contribute about 80% of the global

warming and hence lead to significant impact on the climate system [4]. CH4

has 75 times more potential to trap heat than CO2 on per molecule basis over a
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20-year timescale [5]. Also, it has a shorter lifetime (about 9 years) than CO2,

and many other GHGs, thus a reduction in its anthropogenic emission would be

an effective way of abating global warming in the near future. Although most

of the emission processes of CO2 and CH4 have been identified, but significant

uncertainties exist in their magnitude and variability. Both the CO2 and CH4

cycles have significant natural components, which complicate the quantification

of their total budgets due to limited understanding. Better understanding of

their budgets are important for predicting their future levels and subsequently

the future climate. Mitigation strategies that seek to reduce atmospheric mixing

ratios of CO2 and CH4 also require better estimates of their sources and sinks.

Therefore, atmospheric measurements of GHGs combined with model simula-

tions are necessary to understand the present state and predict future behavior

of GHGs emissions. Rapidly expanding economie of East Asia are showing a swift

increase in GHGs emission. From 1993 to 2002, CO2 emissions from India have

increased by 57%, and such trend will likely continue since per capita emissions

are still far behind those of Europe and the United States. The development

of the Indian sub-continent with a population about ∼1.4 billion, may lead to

significant changes in the regional distribution of GHGs in the atmosphere. Such

developments emphasize the need for the atmospheric measurement of the levels

of GHGs, to understand the present state of their levels and for the purpose of

mitigation policies over the Indian subcontinent and also for prediction of future

levels of GHGs emissions.

1.2 Greenhouse gases and their role in Earth’s

atmosphere

GHGs are those gaseous compounds in the atmosphere, which are generally trans-

parent to incoming solar radiation and opaque to Earth’s radiation (they absorb

and transfer the Earth’s infrared radiation (IR) by a variety of means). GHGs

do not really “trap Earth’s heat” permanently, but could be fairly described as

delaying the energy transfer from Earth to space. This process is the fundamental
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cause for Greenhouse Effect. The primary GHGs in the Earth’s atmosphere are

water vapor, CO2, CH4, N2O, and O3. The prime requirement for considering

molecules as GHGs (or being IR active) is that the molecule must change its

dipole moment (µ) after absorbing the IR radiation. The electric dipole formed

when the adjacent atoms inside the molecules have different charges, separated

by a distance “r” and dipole moment (µ) is defined by the product of charge and

the separation vector. The change in dipole moment occurs when the distance

between two atoms forming the dipole gets disturbed by the vibration and rota-

tion in the molecule. If the frequency of electromagnetic radiation matches with

the vibrational frequency of the molecule, then the radiation will be absorbed.

It results in the change in the energy level and increases the vibrational or ro-

tational quantum number. The molecular vibrations give rise to the absorption

bands mostly in the near IR (wavelength (λ) in the region of 0.75 - 2.5 µm) and

mid IR (λ in the region of 2.5 - 10 µm) region of electromagnetic radiation. The

far IR (λ from 10 µm to 1 mm), lying adjacent to the microwave region has low

energy and responsible for the molecular rotation only. The molecular vibrations

consist of two modes, i.e., stretching (also two type symmetric and asymmetric

stretching) and bending.

CO2 is a triatomic linear molecule, which has 4 fundamental vibrations mode

(according to 3N-5 rule; N: numbers of atom); one symmetric stretch, two anti-

symmetric stretch and one bending mode. It does not have a permanent dipole

moment, since the change in electric dipole of the C=O bond is the same but in

the opposite direction. So symmetric stretching does not allow for the absorption

of IR radiation and termed as IR inactive. Asymmetric bond stretching and bond

bending result fluctuating dipole moments in CO2 molecule and hence produces

absorption bands at 4 µm and 15 µm, respectively. Bending mode is the most

likely to absorb infrared radiation strongly at 15 µm from the Earth before it can

escape to space. There are many more combinations and overtone of vibrations

producing 11 additional bands from 0.87 to 15 µm [6–8], but they are weakly ab-

sorbing by CO2 molecule. For example, the 10 µm absorption band is 106 times
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weaker than the peak of 15 µm band [6]. CH4 is a tetrahedral molecule, which is

highly symmetric in shape and has four vibrational modes. But only two of the

vibrational modes depict direct interaction with infrared light (At 3.2 µm and

7.3 µm: the ones where the carbon and hydrogen both move), and these modes

are the most likely to absorb or scatter infrared heat radiation emitted from the

Earth’s surface.

1.2.1 Radiation budget

Solar radiation is the major source of energy in the atmosphere and Earth’s sur-

face. Its spectrum is roughly represented by a black body radiation characteristic

of about 6000 K [6–8]. A black body is a conceptual mass of matter that vibrate

at all possible frequencies and would be able to absorb or emit all the different

frequencies of light. According to Wien’s displacement law, at 6000 K solar ra-

diation peaks in the visible range of wavelengths (λ = 0.4 − 0.7 µm) and is

maximum in the green (λ = 0.5 µm). The sunlight at Earth’s surface consists

about 52 -55% of infrared radiations (IR; λ > 0.7 µm), about 42-43% of visible

radiations (λ < 0.7 µm) and small fraction about 3-5% of ultraviolet radiation

(UV; λ < 0.4 µm) [9].

The total power (Es) emitted by the Sun is [6–8]

Es = surface area of Sun× radiation flux of Sun per unit area, (1.1)

= 4πR2
s × σT 4

S , (1.2)

where Rs = 7 × 105 km is the Sun’s radius. The distance between Earth and

Sun is about d = 1.5×108 km. Assuming a hypothetical sphere, which contains

Sun and Earth at the center and the circumference of the sphere, respectively.

The solar flux at the circumference of that hypothetical sphere is

Fs =
Es

4πd2
, (1.3)

Solving above equation, we obtain Fs = 1370 Wm−2. It is the amount of energy

that normally falls on a unit area of the Earth’s orbit per second when the earth is
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at its mean distance from the Sun, known as the solar constant. This radiation

is received by the 4πR2
E surface area of the Earth. Thus the fraction of solar

constant that is received by the per unit area of the Earth surface is

Fs × πR2
E

4πR2
E

=
1370

4
∼ 342 Wm−2. (1.4)
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Figure 1.3: Schematic diagram of the energy budget of the Earth’s atmosphere.

Left part of figure shows the incoming energy flux from the Sun at Earth’s surface,

while the outgoing energy flux emitted from Earth’s surface is shown on the right of

figure. These energy fluxes are given in Wm−2 and the numbers are taken from [6].

So the average energy from sunlight coming to the top of Earth’s atmosphere

is around 343 Wm−2 [6–8]. Figure 1.3 shows the complex exchange and the flow

of global mean energy in the atmosphere. Out of the 343 Wm−2, about 30%

(∼ 107 Wm−2 [10]) is reflected back to space due to the reflection by clouds,

scattering by air molecules, scattering by atmospheric aerosol particles and re-

flection from surface. Remaining 235 Wm−2 is absorbed by the Earth’s surface

(∼ 168 Wm−2) and the atmosphere (∼ 67 Wm−2). Further, the Earth’s surface

returned energy to atmosphere in form of sensible heat, latent heat via water

vapour, and thermal infrared radiation for maintaining the energy balance. The

global mean Earth’s surface temperature is about 288 K and according to the Ste-
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fan Boltzmann law, the infrared radiative flux emitted at the surface is 390 Wm2.

This flux is substantially exceeds from the outgoing infrared flux of 235 Wm−2

at the top of the atmosphere [6–8]. The GHGs present between top of the atmo-

sphere and Earth’s surface are most responsible agents for this energy imbalance.

They absorbs as well as emit IR radiation, but the net effect is the absorption

of energy. This is because the GHGs are at lower temperatures than the Earth’s

surface and hence they emit IR radiation at a lower intensity than if they were

at the temperature of the Earth’s surface. This imbalance in the incoming and

outgoing energy flux is mostly caused for keeping the surface temperature warm.

1.2.2 Greenhouse effect

A glasshouse stays warm because its walls are transparent for the visible solar

radiation but opaque for the long wave radiation. Hence, glasshouses provide

an effective surrounding for growing vegetables in a cooler place. The Earth’s

greenhouse effect work similarly. GHGs present in the atmosphere work as a

glass wall. They allow the visible solar radiation and prevent some of the outgo-

ing thermal radiation from existing by absorbing it and hence warm the Earth’s

temperature. Without the GHGs in the atmosphere, the thermal radiation will

escape to the space and mean surface temperature of the Earth would have been

about −18◦C. “Greenhouse Effect” is the consequence of absorbing the thermal

radiation emitted by the surface. H2O and CO2 are the most important natural

greenhouse gases, without either one of them the Earth would have been frozen

planet. The burdens of GHGs are increasing in the atmosphere due to human

activities which lead to further increase in temperature [1].

The climate is influenced by GHGs on the basis of their three properties [11].

First, superposition of the thermal IR spectrum of GHGs molecules in the atmo-

sphere with the emission spectrum of the Earth’s surface. Second, an absorption

cross section and ambient concentrations of molecules, which decide the amount

of radiation that could be absorbed. Third, the atmospheric lifetime of GHG

molecules, which will decide the duration of their effects on climate. If the atmo-
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spheric lifetime of GHGs is significantly high, even if their emissions are stopped

today, they will affect climate up to several years. These three properties deter-

mine which gas is the most important GHG.

The atmospheric layer above the Earth’s surface allows to pass the solar ra-

diation and absorbs a fraction f of radiation emitted by the Earth’s surface due

to the presence of GHGs. Suppose the temperature of Earth’s surface is T0 and

atmospheric layer is T1. By Stefan-Boltzmann law, the radiation flux emitted

by the Earth’s surface will be σT 4
0 and the radiation flux absorbed by the atmo-

spheric layer will be fσT 4
0 . Rest of radiation (1−f)σT 4

0 will lose in the space. By

Kirchhoff’s law, atmospheric layer will also emit fσT 4
1 radiation in both upward

and downward direction in order to maintain its thermal equilibrium. Using the

energy balance equation (Incoming solar radiation = Outgoing Earth’s surface

emitted radiation), the global mean surface is obtained by solving the following

equations [7],

FS(1− A)

4
= (1− f)σT 4

0 + fσT 4
1 , (1.5)

where A = 0.28, is called the planetary albedo. We know from energy bal-

ance equation fσT 4
0 = 2fσT 4

1 . Putting this value in the above equation and

rearranging the equation, we get

T0 =

[
FS(1− A)

4σ
(
1− f

2

)] 1
4

. (1.6)

After solving above equation, the global mean surface temperature is obtained

as 288 K, corresponding to f = 0.77.

The spectrum measured at the top of the atmosphere (the radiation emitted

by lower atmosphere and the Earth’s surface) can be characterized by a superim-

position of black-body spectra for different temperatures ranging from 200 to 320

K, depending on the wavelength region. Figure 1.4 shows the energy spectrum

(dotted line) of a black body at these temperatures as well as the wavelength

distribution of radiation (solid line) at the top of the atmosphere as measured



10 Chapter 1. Introduction

20

400 600 800 1000 1200 1400 1500
Wavenumber (cm-1)

atm

Window

0

50

100

150

CO2

H2O

O3

CH4

H2O

R
ad

ia
n

ce
 (

m
W

m
-2

sr
-1

cm
)

15 12 11 10 9 8 7

Wavelength (µm)

Figure 1.4: Solid line shows the distribution of IR spectrum, measured from the

space using NASA IRIS D spectrometer over the hot Sahara desert. The superimposed

dotted lines show the black body curves at different temperatures. Adapted from [12].

by the satellite instrument (NASA IRIS D spectrometer). The dips in the IR

radiation show the attenuation due to the GHGs such as CO2, H2O and O3. The

Earth’s emission spectra peaks at a wavelength of about 10 µm, tails extend down

to a wavelength of about 5 µm and out of the microwave region (λ > 100 µm).

The key point to note is that the region where most of terrestrial emission occurs

(7 − 13 µm) is weakly absorbed by most important GHG CO2 in the atmo-

sphere but strongly absorbed by non-CO2 GHGs such as O3, CH4, N2O and the

chloroflurocarbons. Since the concentration of non-CO2 GHGs are very low as

compared to CO2, 80% of this radiation lost into the space. This is known as

“atmospheric window” region. CO2 strongly absorb the 15 µm emitted from the

Earth’s surface, but this band is close to the saturations due to its high concen-

tration [6]. Hence, future warming will not linearly depends on further increase in

atmospheric CO2 concentrations, but will significantly affected by levels of GHGs,
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which strongly absorbed the atmospheric window region of emitted radiation by

Earth’s surface.

1.3 Budget of direct and indirect Greenhouse

Gases

The global flux of CO2, CH4 and CO are calculated by two approaches, namely

“top-down” and “bottom-up”. Top-down approach is based on the atmospheric

inversion models including atmospheric transport models (which are constrained

by their atmospheric observations), prior estimates of fluxes, and their uncer-

tainties. This approach has limited insight into the underlying processes when

different sources overlap in the same region. The bottom-up approach estimates

the flux from the process based models, inventories and chemistry climate models

(CCMs) estimating the levels of hydroxyl radicals (OH) and its chemistry in the

atmosphere. The bottom-up models and inventories are not independent from

inversions, because they are used as a prior spatial and temporal distribution of

the CO2, CH4 and CO emissions in inversion study. The inversion study uses the

atmospheric observations to partially correct the prior emissions.

1.3.1 CO2 budget

Human activities have influenced CO2 cycle for hundreds of years through agricul-

ture, forestry, trade and energy use in industry and transport. However, only over

the past two or three centuries these activities have become sufficiently widespread

and far reaching to match the great forces of the natural world. The CO2 cycle

is a biogeochemical process through which CO2 exchange occurs between ma-

jor pools, including CO2 in the atmosphere; oceans (surface, deep waters and

marine sediments), in terrestrial ecosystems, rivers and estuaries, and in fossil

carbon [4]. The exchange of CO2 contents between different reservoirs depends

on diverse response and feedback mechanism which reflect natural dynamics and

human activity. Figure 1.5 shows the global carbon budget averaged for the
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period of the last decade (2005− 2014).

Global CO2 budget (GtCO2 / yr)

(2005-2014)

Fossil fuels

33.0+1.8

Atmospheric growth

16.1+0.4
Land-use change

3.3+1.8

Land sink

11.0+2.9

Ocean sink

9.5+1.8

Figure 1.5: A schematic diagram of the overall perturbation of global CO2 cycle

caused by anthropogenic activities, averaged globally for the decade 2005-2015. All

fluxes are in unit of Gigatonne CO2 yr−1 (GtCO2 yr−1) with ± 1σ uncertainties. The

uncertainties reflect the current capacity to characterise the annual estimates of each

component of the global carbon budget. 1 Gigatonne = 1×1015 g. This figure is

adapted from [13].

Anthropogenic flux

The anthropogenic sources of CO2 consist mainly of the fossil fuel emissions and

land use change. Any fossil fuel burned in the presence of O2 will emit CO2

significantly according to the following equations.

CHn + (1 + n/4)O2 −→ CO2 + (n/2)H2O (1.7)
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The global CO2 emissions from fossil fuel is calculated from the energy con-

sumption data, collected and archived by several organizations. Details of the

calculation are discussed by [14]. The land-use changes include the CO2 fluxes

from deforestation, afforestation, logging (forest degradation and harvest activ-

ity), shifting cultivation (cycle of cutting forest agriculture and then abandoning),

and regrowth of forest. Some of these activities consist emissions of CO2 and some

consists uptake of CO2. The CO2 flux consists the net sum of all anthropogenic

activities. The emissions of CO2 from land-use change (mainly deforestation),

are based on the combined evidence from land-cover-change data, fire activity

associated with deforestation, and dynamic global vegetation models. The cu-

mulative anthropogenic CO2 emissions from 1870 to 2015, are estimated to be

555 ± 55 PgC (2035 ± 205 PgCO2), out of which fossil fuel combustion and ce-

ment production contributed about 75% (365 ± 30 PgC) and land use change

(including deforestation, afforestation and reforestation) contributed about 25%

(180± 80 PgC) [4]. During the last decade (2005− 2014; Figure 1.5), about 91%

of total CO2 emissions were caused by fossil fuel and industry (33.0± 1.8 GtCO2

yr−1), and 9% of land-use change (3.3± 1.8 GtCO2 yr−1).

Oceanic flux

The oceans act as a large sink of atmospheric CO2 [4]. The sink of CO2 in

ocean is driven by two processes [15,16]: (1) Solubility pump, and (2) Biological

pump. The exchange of CO2 between the atmosphere and oceanic surface due to

solubility pump, is driven by the CO2 partial pressure difference across the air

and sea interface. For example, the net flow of atmospheric CO2 in the ocean

will take place if the partial pressure of CO2 in the atmosphere is greater than

that of ocean surface. After entering CO2 into sea water, the following chemical

reactions take place.

CO2 + H2O −→ HCO−3 + H+, (1.8)

HCO−3 −→ H+ + CO2−
3 . (1.9)

The dissolved CO2 in the oceans occurs in three main forms: bicarbonate (HCO−3 )

ions, carbonate ions (CO2−
3 ) and same as in CO2 form. About 90% inorganic
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carbon in the oceans is in the form of HCO−3 , about 10% is in the form of CO2−
3 ,

and less than 1% are in the form of CO2 [4]. The low partial pressure of CO2 in

the oceanic surface water allows to diffuse large amount of CO2 into the sea. The

amount of CO2 that diffuses and dissolves in the sea surface water also depends

on wind, sea surface mixing, and the temperature of the water. The sink of

CO2 through the biological pump is driven by oceanic biology which sequestrates

CO2 from the atmosphere to the deep sea. The phytoplankton in the uppermost

sunlit layer of the ocean form their food by consuming atmospheric CO2 using

photosynthesis processes. This processes is responsible for about 80% of total

oceanic sink of CO2. Further, CO2 is also biologically fixed in the form of calcium

carbonate (CaCO3) by construction of calcareous skeletons, through the following

net reaction.

Ca2+ + 2HCO−3 −→ CaCO3 + H2O + CO2. (1.10)

Some of the skeletons end up in the deep ocean through sinking dead micro-

organisms. The formation and sinking of CaCO3 create an alkalinity gradient

from surface to deep, which serves to raise the partial pressure of dissolved CO2

in surface water and actually raise atmospheric levels. The mean ocean CO2 sink

(SOCEAN)) estimates are based on observations from the 1990s, while the oceanic

models are used for calculating the annual anomalies and trends [4]. For the

period of last decade (2005 − 2014), it is observed that the ocean is absorbing

atmospheric CO2 at a rate of 9.5 ± 1.8 GtCO2 per year, thus removes about 26%

of total CO2 emitted to the atmosphere each year (Figure 1.5, [13]) and hence,

mitigates the harmful impact of CO2 on climate.

Biospheric flux

The terrestrial biosphere is the main natural CO2 reservoir. It contains carbon

in organic compounds in vegetation living biomass (450 to 650 PgC, [4]) and in

dead organic matter in litter and soils by acquiring CO2 at the time of photo-

synthesis. CO2 uptake from the atmosphere from plant photosynthesis (Gross

Primary production (GPP), 123 ± 8 GtC yr−1, [17]) is the main natural process
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that removes a significant amount of atmospheric CO2 by the following reaction.

6CO2 + 6H2O + photons←→ C6H12O6 + 6O2, (1.11)

The reverse of above equation also occurs, which is known as respiration. In this

process CO2 is released back to the atmosphere (118.7 GtC yr−1, [4]) as per the

following reaction.

C6H12O6 + 6O2 ←→ 6CO2 + 6H2O + heat (1.12)

The time scale of CO2 fixed into plants and then release back into the atmosphere

by autotrophic (plant) and heterotrophic (soil microbial and animal) respiration

varies from 1 year to 100 years. The large photosynthesis reaction occurs mostly

during the growing season, whereas respiration occurs nearly year-round. The

greater land ecosystems in the Northern Hemisphere (NH) impart a characteristic

“sawtooth“ seasonal cycle in atmospheric CO2 [18]. Recent measurements show

that the seasonal amplitude of atmospheric CO2 in the northern hemisphere has

increased since 1960 due to the additional increases in the summertime uptake

of CO2 derived from the ecological changes in boreal and temperate forests [19].

The net sink of CO2 in terrestrial vegetation and soils (SLAND) is estimated by

the difference (Fossil fuel emissions + Land-use emissions − (Atmospheric growth

rate + Oceanic sink)) of the other terms of the global carbon budget. During the

last decade (2005−2014), the average SLAND is estimated to be 11 ± 2.9 GtCO2

yr−1 1.5).

Growth rate of atmospheric CO2

The atmospheric global growth rate of CO2 is calculated based on the average of

multiple stations selected from the remote sites mostly from the marine boundary

layer with well-mixed layer [20]. The mean atmospheric growth rate of CO2 is

observed 16.1 ± 0.4 GtCO2 yr−1 (or 4.4 ± 0.1 GtC yr−1 using using 1 ppm CO2

= 2.12 GtC) in last decade (2005− 2014) [13].
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1.3.2 CH4 budget

The major CH4 sources include natural biogenic sources (such as wetlands, ter-

mites, and very small from the oceans), anthropogenic sources (such as rice paddy,

ruminant livestock (such as cows), landfills and waste) and other sources (such

as extraction and use of fossil fuel, biomass burning) [21] and [22]. The biogenic

CH4 is produced from organic matter under low oxygen conditions by the fer-

mentation processes of microbes.

Table 1.1: The annual global fluxes of CH4 from different reservoirs (atmosphere,

hydrates on land, hydrates in the ocean floor and gas reserves) estimated for the period

of 2000-2009. The values inside the bracket represent the minimum and maximum

range of fluxes. All fluxes are in the unit of Teragrams CH4 yr−1 (Tg CH4 yr−1). 1

Teragrams = 1 × 1012 g. The numbers are adapted from [22].

Sources

CH4 fluxes in Tg CH4 yr−1

for the period of 2000-2009

Top-down Bottom-up

Natural wetlands 175 [142-208] 217 [177-284]

Other natural sources (Fresh water,

wild animals, wild fires, termites,

geological, hydrates, permafrost)

43 [37-65] 131[61-200]

Sum of the natural sources 218 [179-273] 347 [238-484]

Agriculture and waste 209 [180-241] 200 [187-224]

Biomass Burning (incl. biofuels) 30 [24-45] 35 [32-39]

Fossil fuels 96 [77-123] 96 [85-105]

Sum of the anthropogenic sources 335 [273-409] 331 [304-368]

Sum of all sources 548 [526-569] 678 [542-852]

Chemical loss 518 [510-538] 604 [483-738]

Soil loss 32 [26-42] 28 [9-47]

Sum of all sinks 540 [514-560] 632 [592-785]

Table 1.1 shows estimates of CH4 budget based on the “top-down” and “bottom-
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up” approaches [22]. The top-down or inversion base estimate shows the CH4

fluxes in the range of 142-208 Tg CH4 yr−1 from natural wetlands, 180-241 Tg

CH4 yr−1 from agriculture and waste emissions, 77-123 Tg CH4 yr−1 from fossil

fuel related emissions. The bottom up approach shows about 20% higher estima-

tion of total fluxes than the inversion based estimate. The bottom-up approach

shows the CH4 fluxes in the range of 177-284 Tg CH4 yr−1 from natural wetland

emissions, 187-224 Tg CH4 yr−1 from agriculture and waste (rice, animals and

waste), 85-105 Tg CH4 yr−1 from fossil fuel related emissions, 61-200 Tg CH4

yr−1 from other natural emissions including geological, termites and fresh wa-

ter emissions, and 32-39 Tg CH4 yr−1 comes from biomass and biofuel burning.

This approach shows overall about 50 to 65% of CH4 emissions are contributed

by human activities and the remaining are contributed by natural sources. In

India, the agriculture and waste emissions are largest regional emission sources

of CH4 and contribute about 27 and 22 Tg CH4 per year from top-down and

bottom-up approaches, respectively due to extensive rice agricultural and live-

stock industries [22]. However, per capita CH4 emission in India is about 35% of

those in developed countries. Emissions from the rice cultivation has a seasonal

dependence which peak during monsoon (June-July-August) when a majority of

rice is grown and rainfall occurs [23]. Indo Gangetic Plain (IGP) and Southern

peninsular India are associated with the region of highest rice yield. The OH

radicals, mostly in the troposphere, account for about 90% of the global CH4

sink. There are small sinks of CH4 such as soils, reaction with Cl radicals and

atomic oxygen (O1[D]) in the stratosphere and reaction with Cl radicals from

sea salt in the marine boundary layer [24]. The following chemical reactions are

mostly responsible for the removal of CH4 in the atmosphere.

CH4 + OH→ CH3 + H2O (kOH = 2.5× 10−12exp(−1775/T), (1.13)

CH4 + O1D→ Products (kOH = 1.5× 10−10), (1.14)

CH4 + Cl→ CH3 + HCl (kOH = 7.3× 10−12exp(−1280/T). (1.15)

where kOH temperature dependent reaction rate constant (in cm3 molecule−1 s−1)

and taken from Sander et al., [25].



18 Chapter 1. Introduction

1.55

1.60

1.65

1.70

1.75

1.80

A
tm

o
sp

h
eric C

H
4

m
o

le fractio
n

s (p
p

m
)

-15

-10

-5

0

5

10

15

20

A
tm

o
sp

h
er

ic
 C

H
4

g
ro

w
th

 r
at

e 
(p

p
b

/y
r)

1980 1985 1990 1995 2000 2005 2010
Year

Mole fractions

Growth rate

Figure 1.6: Variations in the atmospheric mixing ratios (dashed lines) and growth

rate (solid lines) of CH4, using the collected data from different NOAA, AGAGE, UCI

and CSIRO networks. The bar chart denotes the budget of CH4 from top-down (T-D,

light-coloured bars) and bottom up (B-U, dark-coloured bars) approaches. The error

bars represent the spread between minimum and maximum. This diagram is adapted

from [22].

The accumulation of CH4 in the atmosphere derived from the balance between

sources and sinks of CH4 in the atmosphere. Substituting the total emissions and

total sinks numbers in a global mass balance equation for atmospheric CH4, we

get the average accumulation or growth rate in the atmosphere. The inversion

and bottom-up approaches show the imbalance of about 6 and 50 Tg CH4 yr−1,

respectively average for the period of 2000-2009. Atmospheric observation of

CH4 mixing ratios show the average increase about 2.2 ppb each year during

the time period 2000-2009 [26]. The growth rate of CH4 is not consistent. The

past three decades have witnessed a large year-to-year fluctuations in the growth

rate of atmospheric CH4. The surface measurements from four networks: Na-

tional Oceanic and Atmospheric Administration (NOAA) [26], Advanced Global

Atmospheric Gases Experiment (AGAGE) [27], Commonwealth Scientific and In-
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dustrial Research Organization (CSIRO) [28] and University of California, Irvine

(UCI) [29] show consistent change in the global growth rate of annual CH4 mix-

ing ratios (Figure 1.6). These observation data sustained increase in atmospheric

CH4 levels in the 1980s (by an average of 12± 6 ppb yr−1) but the growth rate

slowed at the beginning of 1990s (by an average 6 ± 8 ppb yr−1), plateaued from

1999 to 2006 (CH4 levels reached 1.77 ± 2 ppm). Various studies have suggested

that a reduction of anthropogenic emitting activities (such as coal mining, gas in-

dustry..etc) [29,30], significant and small change in OH mixing ratio [27], reduced

emission from rice paddies [31] and stable microbial and fossil fuel emission from

1990 to 2005 could be the possible factors for the fluctuating trend of atmospheric

CH4 [32]. After 7 years (1999− 2006) of a steady-state mixing ratios of CH4, the

CH4 increase has resumed [27] with an increased emission of 21 Tg CH4 yr−1

and 18 Tg CH4 yr−1, estimated by the inversions study during 2007 and 2008,

respectively as compared to the period of 1999−2006 [33]. The observed positive

anomaly of CH4 is contributed by the tropical wetland emissions (share about

∼2/3) and from high latitude wetlands (∼25%) [33,34].

There are still large uncertainties associated with the estimated regional fluxes

of CH4. These could be due to several factors, as discussed by Kirschke et.al [22].

First, mapping of natural wetlands is poor which should be improved, since the

inter-annual changes in CH4 emissions are mostly dominated by wetland emissions

which are too uncertain. Second, the regional emissions and processes of CH4

are poorly constrained by atmospheric observations in top-down models. Third,

the trend of emission from specific sources are still uncertain, which demands

for the improvement in land-surface models and improvement in anthropogenic

inventories. Fourth, there are large uncertainties in quantification of transport

and chemistry errors in the atmospheric chemistry transport models used in the

inversion studies. These errors can be minimized by the comparisons of model

simulations with the observations representing from different areas of the world.
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1.3.3 CO budget

Carbon monoxide (CO) is an important pollutant in the troposphere, which af-

fects atmospheric chemistry through it influence on O3 [35–37]. CO does not

absorb the IR radiation emitted by Earth’s surface to be counted as a direct

GHG, but it affects the atmospheric burden of GHGs such as O3 and CH4 [35,36]

and hence, contribute in the positive radiative forcing (∼ 0.23 ± 0.7 Wm−2 [1]).

Overall, the tropospheric burden of CO is governed roughly half by the oxidation

of hydrocarbons mainly due to the CH4 oxidation and half by the direct surface

emissions from incomplete combusted fuels [38]. The surface emission sources

include fossil fuel, biofuel, wildfire and agricultural biomass burning [39].

Table 1.2: Global and South Asian emissions of CO from different sources. This

data is taken from Emission Database for Global Atmospheric Research (EDGAR)

version 3.2FT2000 [40].

Sources CO fluxes in TgCO/yr

Global South Asia

Fossil Fuel burning 243.2 19.1

Industrial processes 34.5 1.4

Biofuel Burning 250.3 103.9

Biomass Burning 435.8 32.6

Agricultural processes

and waste handling
20.2 3.2

Total 983.89 160.13

The Emission database for Global Atmospheric Research (EDGAR) version

3.2FT2000 estimated that the global anthropogenic emission of CO is about 984

Tg yr−1 for the year 2000 with biomass, biofuel and fossil fuel burnings accounting

for 44%, 25% and 25%, respectively [40]. The South Asian region is highly influ-

enced by the incomplete combustion processes, especially by biofuel burning in

cook stoves and contributes about 16% to global CO emissions (Table 1.2). Out

of this 16%, biofuel burning, biomass burning, and fossil fuel burning contributes
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around 65%, 20% and 12%, respectively (Table 1.2). India is the largest contrib-

utors of CO emission in South Asia and second largest in Asia due to its large

population, accompanied by rapid industrialization, urbanization, infrastructure

development and agricultural development [41]. Bottom-up inventories of CO

indicate an increase of about 33% in India during 2000-2008 due to the rapid

growth in these sectors in the past decade. Total CO emission in 2008 for India

was 61.8 Tg, the majority of which is governed by the domestic sector (59%) and

road transport sector (20%) [42]. The major sink of CO is the reaction with OH

radicals and surface deposition by soil uptake [6].

1.4 Tools for studying the effects of GHGs on

Earth’s climate

Climate metrics are the important tools for quantifying and comparing the im-

pacts of various anthropogenic emissions on Earth’s climate. They are also useful

in comparing different emissions for their impacts. Radiative forcing (RF) and

Global warming potentials (GWP) are two important climate metrics, being used

in climate policy and management related activity. The brief descriptions about

these metrics are given in the following sections.

1.4.1 Radiative Forcing (RF)

Radiative forcing generally refers to the radiative perturbation due to change in

the levels of GHGs, aerosol, change in cloud cover and several other perturbing

agents which directly or indirectly influence the Earth’s radiation budget. Ra-

diative forcing represents the net change in energy flux escaping to the space

due to a change in the atmospheric mixing ratios of radiatively active species

(GHGs, aerosol, etc.) relative to 1750. Suppose the increase in abundance of

GHG enhance the absorption efficiency from f to ∆f . As discussed in Section

1.2.2, the outgoing flux emitted from the Earth’s surface in radiative equilibrium

is
[
1− f

2

]
σT 4

o . Due to change in the radiative efficiency of the atmosphere after

increasing the levels of GHGs, the outgoing flux of Earth’s emitted radiation will



22 Chapter 1. Introduction

be
[
1− f+∆f

2

]
σT 4

o . Suppose radiative perturbation is ∆F and by definition, it

can be defined as [7]

[
1− f

2

]
σT 4

o −
[
1− f + ∆f

2

]
σT 4

o =
∆f

2
σT 4

o . (1.16)

This perturbation will allow to reach a new equilibrium, where the surface

temperature changes by T + ∆T0. Hence the new radiative equilibrium will be

FS(1− A)

4
F =

[
1− f + ∆f

2

]
σ(T0 + ∆T0)4, (1.17)

After solving the above equation and using the approximation (T0 + ∆T0)4 =

T 4
o + 4T 3

o ∆T0), we obtained the linear relationship between the change in tem-

perature due to the increasing amount of GHGs and RF.

∆T0 = λ∆F (1.18)

where λ = 1

4(1− f
2 )σT 3

o

is known as the climate sensitivity parameter. Substi-

tuting the numerical values of σ, T0 and f , we get λ = 0.3 Km2W−1. Figure

1.7 shows the RF of different radiatively active species as given in IPCC, 2013

report [1] over the period of 1750 − 2011. A positive value means net warming

while negative value means cooling of the Earth’s surface temperature. It clearly

shows that the CO2 and CH4 are the two most potent radiative forcing agents

which together contribute about 80% to recent warming of the globe.

Figure 1.7 also shows the confidence levels for the change in RF of different

agents from the industrial era to the year of 2011. The confidence level depends

on the evidence (robust, medium and limited) and agreement (high, medium

and low). The evidence depends on our understanding of the processes causing

the forcing. It is determined based on the consistency of results for a particular

forcing agent provided by observations and modelling simulations. For robust

evidence, the observations and modelling results are consistent while medium

evidence can be assigned in cases where observations and modelling provided a

diversity of results and hence not a consistent picture for the RF agent. The

evidence to be limited only those cases where model study in some cases indicate
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Figure 1.7: The estimates of global mean radiative forcing (RF) from different

drivers of the climate change for the year of 2011, relative to 1750. The natural

and anthropogenic substances and processes that alter the Earth’s energy budget are

known as the drivers of climate change. The error bar represents ± 1σ uncertainties.

Source: [1].

changes, but direct observations are scared. The well mixed GHGs (such as CO2,

N2O, CH4 etc.) have robust evidence since they have well defined links between

their atmospheric levels from the preindustrial era based on their high precision

measurements and radiative effect. However, the existence of the influence of

aerosol on cloud cover has limited evidence. The agreement is a qualitative judg-

ment of the difference between the various estimates for a particular RF agent.

The well mixed GHGs have high agreement since the relative uncertainties in the

RF estimates are much smaller than for the other RF agents. The cause of low

agreement is either due to the large diversity in estimates of the magnitude of

the forcing or from the fact that the method to estimate the forcing has a large
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uncertainty.

1.4.2 Global Warming Potential (GWP)

The next important climate metrics is global warming potential (GWP), which

is an important index to compare the potential of trapping heat by certain mass

of different GHGs relative to that of similar mass of CO2 in the atmosphere

for a specified time period. It depends on the heat absorbing ability of each

gases as compared to CO2, as well as the amount removed of each gas from the

atmosphere over the given time periods. It is defined as the time-integrated RF

from the instantaneous release of unit mass of any GHGs relative to the RF of

the same mass of the reference gas. The GWP depends on the absorption of IR

by certain GHGs and their atmospheric lifetimes. The GWP is determined by

the following equation [1]:

GWPi =

∫ H
0
RFi(t)cidt∫ H

0
RFCO2(t)cCO2dt

(1.19)

where i denote the gas of interest, H is the time horizon for integration, RF

is the radiative forcing for i and CO2 and c is the remaining mass of i and CO2

over time after the initial pulse emission. Table 1.3 shows the GWP values for

different GHGs.

Table 1.3: GWPs and lifetimes of different GHGs from 2013 IPCC [1]. CO2 has

GWP value 1.

Gas Lifetime (years)
GWP time horizon

20 years 100 years

CH4 12.4 86 34

N2O 121.0 268 298

HFC-134a (Hydro-fluorocarbon) 13.4 3790 1550

CFC-11 (Chlorofluorocarbon) 45.0 7020 5350

CF4 50000.0 4950 7350
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1.5 Indian GHGs measurements and need for

further study

The prediction of future climate change and its feedback rely on our ability to

quantify fluxes of the two major GHGs, CO2 and CH4 at local, regional and

global scales. Though the scientific level of understanding of global warming due

to these GHGs is significantly high (as discussed in Section 1.4.1), the regional

scale (e.g. sub-continent and country level) fluxes of GHGs are uncertain, espe-

cially over the South Asian region; i.e., the estimated uncertainty is larger than

the value itself [21, 43]. One of the major sources of these large uncertainties is

the lack of spatial and temporal observations of these gases.

The first time series observations of CO2, CH4, CO and other greenhouse

gases over India started in 1993, at a cleaner coastal site Cape Rama near Goa

by Physical Research Laboratory (PRL), Ahmedabad in collaboration with Com-

monwealth Scientific and Industrial Research Organization (CSIRO) Australia

and National Institute of Oceanography (NIO), Goa [44]. After that, several

other groups have initiated similar measurements of surface level greenhouse

gases [45–48]. Most of these measurements are made at weekly or fortnightly

time intervals or at lower frequency. These data are very useful for several stud-

ies, like analyzing the seasonal cycle, growth rate, and estimating the regional

(subcontinental) carbon sources and sinks after combining their mixing ratios

with inverse modelling and atmospheric tracer transport models. However some

important studies, like their diurnal variations, temporal covariance etc, are not

possible from these measurements due to their limitations. Analysis of temporal

covariance of atmospheric mixing processes and variation of fluxes on shorter time

scales, e.g., sub-daily, is essential for understanding local to urban scale CO2 flux

variations [49–54]. The continuous measurements are useful since they consist

of information about mixing ratio variability, including the diurnal and synoptic

variations, containing signatures of local and regional CO2 fluxes. Two aircraft

based measurements programs, namely, Civil Aircraft for the Regular Investiga-
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tion of the atmosphere Based on an Instrument Container (CARIBIC) [55] and

the Comprehensive Observation Network for TRace gases by AIrLiner (CON-

TRAIL) [56] have provided important first look on the South Asian CO2 budget,

but these data have their own limitations [57–59].

Along with the need for atmospheric measurements for predicting the future

levels of major GHGs, quantifying the components of anthropogenic emissions

of CO2 is similarly important for providing independent verification of future

emission mitigation activities. The proposed strategy for quantification of the

anthropogenic component of CO2 emissions is to measure simultaneously the an-

thropogenic tracers [60,61]. Improved observational constraints on anthropogenic

emissions will derive meaningful information on the biospheric flux estimate of

CO2. CO can be used as a surrogate tracer for detecting and quantifying an-

thropogenic emissions from burning processes, since it is a major product of

incomplete combustion [60, 61]. The correlation slope between the atmospheric

variations of CO and CO2 can be used to quantify the fossil fuel contribution, dis-

tinguish between different burning processes or to determine the burning efficiency

and the overall trend of anthropogenic emissions of CO in that city [60, 62–64].

The CO:CO2 ratios are higher for low combustion sources (e.g. Forest fires) and

lower for good or efficient combustion sources [61,65]. Further, the CO:CO2 ratios

can be used for estimating the total emission of CO over an urban area provided

the total CO2 emission is known in that area [62, 66]. Hence, the information

about CO:CO2 ratio will be helpful to understand the effects on the CO emis-

sions after adopting the newer vehicular technologies and new cleaner emission

norms and finally will be beneficial for reducing the uncertainties in CO emission

inventories.

Apart from understanding of urban CO2 emissions, there is also a need for un-

derstanding the nature of regional biospheric flux of CO2, since its seasonal cycle

(growing phase to dying phase) regulate significantly the atmospheric mixing ra-

tios of CO2. Understanding the nature of regional biospheric flux is important to
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predict the future levels of CO2 and hence future climate also. Inverse modelling

is a well known approach for estimating the regional fluxes of CO2 from the in-situ

measurements together with an atmospheric chemistry-transport model (CTM).

Hence, high quality measurements of GHGs combined with CTM simulations will

provide a great opportunity to understand the characteristics of regional fluxes in

relation with human activities and natural climate. However, the global models

running at coarse horizontal resolution (grid size > 40000 km2) often suffer from

under-prediction of the diurnal and seasonal variations in CO2 at surface level in

a strong source region [67, 68]. The vertical distributions of CO2 contain the in-

formation about its regional signature, as against the surface level measurements,

which are affected by local emissions. Thus, the vertical profile measurements in

the free troposphere are extremely useful for learning about the regional emis-

sions, transport effects and to improve/verify the estimates of regional budgets

based on inverse modelling of measurements at surface stations [69].

India is the second largest populous country in the world and rapid socioeco-

nomic development and urbanization have made it the third largest world’s GHG

emitter next to China and USA (EDGAR v4.2; CDIAC - [70]). However, this

region is quite void in terms of continuous measurement of major GHGs such as

CO2, CH4 etc. As discussed above, though some measurements have been done,

but detailed measurements focusing on the urban variability and source studies

are still not on record. The region is also void in terms of the vertical measure-

ments of these gases.

1.6 Outline of the thesis

This thesis work is mostly focuses on the urban variability and emission char-

acteristics of two most important GHGs, CO2 and CH4. For accomplishing this

work, simultaneous measurements of CO2 and CH4 have been made along with

the anthropogenic tracer CO using laser based cavity ring down spectroscopy
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technique (CRDS) over Ahmedabad, a western urban region of India during

November, 2013-July, 2015. The collected measurements of CO2 and CH4 are

further compared with the available simulations of the chemical-transport mod-

els from different groups. The study of the tropospheric distributions of CO2

and CO is also done using aircraft measurements and satellite measurements, re-

spectively, as well as model simulations also. The following describes the chapter

organization of the thesis.

Chapter 2 describes the methodological part of this work. It starts from

the discussion of measurement principle of CO2, CH4 and CO instrument, based

on the cavity ring down spectroscopic (CRDS) technique as well as the calibra-

tion protocols for making measurements at Ahmedabad. It also discusses about

another measurement technique of CO2 i.e., non dispersive infra red (NDIR)

technique, used in the airborne measurements of CO2 made by Japanise team

under the CONTRAIL project. Remote sensing measurement technique of CO

by MOPITT satellite are also discussed in brief. Furthermore, the used model

simulations from JAMSTEC Japan, LSCE, France and Max Planck Germany,

are described at the end of this chapter along with different validation statistical

metrics.

Chapter 3 demonstrates the potential of simultaneous CO2 and CO mea-

surements for understanding the emission characteristics of CO2 on diurnal and

seasonal scales over an urban region Ahmedabad. Further, to understand the

dominating factors responsible for the CO2 variations on seasonal timescale,

CO2 measurements are compared with the atmospheric general circulation model

(AGCM)-based chemistry- transport model (ACTM) simulations. In addition,

the results suggest that the Carnegie-Ames-Stanford Approach (CASA) model

for biospheric flux, under-predicts the seasonal amplitude observed in the obser-

vations.

Chapter 4 is focused on the tropospheric distributions of CO2 over Delhi and
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CO over five selected urban regions (Delhi, Dibrugarh, Ahmedabad, Hyderabad

and Trivandrum) of India using Aircraft and satellite data, respectively. Fur-

ther CO2 and CO observations are also compared with the model simulations for

checking the ability of models in capturing the observations of these gases where

large scale transport and regional sources mostly control the levels of these gases.

Chapter 5 gives insight into the emission characteristics of second most im-

portant GHGs CH4 over Ahmedabad. Further, simulations from two chemistry-

transport models are also compared with the observed concentrations of CH4.

The comparisons suggest that the afternoon mixing ratios of CH4 have the po-

tential to represent foot print of emission of larger area and hence this data can

be used in regional and global CH4 inversion study with some caution.

Chapter 6 summarizes the main findings and contributions of this thesis

with the future prospectives.





Chapter 2

Methodology

The accurate knowledge about the changes in the levels of greenhouse gases

(GHGs) are important to mitigate their emissions as well as to predict and control

the future global climate change. Therefore, precise and accurate measurements

of these gases are important for understanding the phenomenon from emission

processes to climate change. The net change in atmospheric levels of CO2 and

CH4 are very small percentage (0.5% for CO2 and 0.2% of CH4) of their nominal

concentration levels [71]. The World Meteorological Organization (WMO) has

provided a framework for the measurements of atmospheric GHGs and suggested

that the measurement uncertainty be less than ± 0.1 ppm for CO2 and ± 2 ppb

for CH4. Infrared spectroscopy is a powerful tool for making the measurements of

GHGs at prescribed accuracy and high frequency. It is based on the wavelength-

dependent absorption of light and make use of the fact that each gas molecule

has unique inherent property which define their absorption characteristics at a

particular wavelength to a certain degree depending on its concentrations. These

absorption lines are known as “fingerprint spectra”. In present work, we have

used two IR absorptions based techniques for collecting the atmospheric mea-

surements of CO2, CH4, and CO. Further, we have also used the remote sensing

measurements for studying the tropospheric distributions of CO and atmospheric

chemistry transport models. The following sections give the highlights about the

methodology for making atmospheric measurements as well as the basic details

about the used photochemical models for accomplishing this thesis work.

31
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2.1 In-situ measurement techniques

In the present work, we have used two different analyzers, based on two dis-

tinct detection techniques namely, Non Dispersive Infrared (NDIR) technique

and Cavity Ring Down Spectroscopic (CRDS) technique. The NDIR technique

based analyzer is used for making the aircraft measurements of CO2 over Delhi

while the CRDS technique based analyzer is used for making the ground-based

measurements of CO2, CH4 and CO at Ahmedabad. Before going into the de-

tails of these techniques, we first will describe the “Beer Lambert Law”, which

enables to achieve the quantitative analysis for measuring the concentrations of

atmospheric trace constituents based on their fingerprint spectra [72].

The spectroscopic measurements of any trace gas are accomplished by mea-

suring the absorption of the light fraction at any wavelength passing through the

gas medium. Beer Lambert’s Law quantifies this phenomenon. It states that the

rate of decrease in the intensity of the incident radiation as it passes through an

absorbing medium is proportional to the initial intensity of the beam, concentra-

tion of the absorbing species, and path length traveled by the beam. Suppose

the light beam with intensity Io enters the absorbing medium and travels a path

length L. So, the final intensity of light leaving that medium will be

I(λ) = I0(λ)exp(−σ(λ)NL) (2.1)

Where N is the molecular density (molecules/cm3), L is beam path length

(in cm) and σ(λ) is absorption cross section of molecule (cm2/molecules). Beer-

Lambert law provides a linear relationship between the absorbance (A = log(
Io(λ)
I(λ)

)
) of a molecule to the concentration (C) and the path length (L) of the

sample. However, under certain circumstances this linear relationship breaks

down and gives non-linear relationship. Hence, the following conditions need to

be fulfilled in order for BeerâĂŹs law to be valid.

1. The incident radiation strictly should be monochromatic.

2. The interaction medium must be homogeneous.
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3. The interacting medium must not scatter the radiation.

4. The incident radiation must follow the linear path.

5. The incident light should not change the internal characteristics of the in-

teracting atoms, since such effects will deplete the lower level and possibly

give rise to stimulated emission.

2.1.1 NDIR technique

Non-dispersive infrared (NDIR) gas sensing is one of the most widely used stan-

dard techniques for measuring the concentrations of CO2 in the atmosphere. The

Licor spectrometer (LI-7000) based on this technique works by measuring the

intensity of light absorbed by the sample. Figure 2.1 shows the schematic of the

detection system of NDIR technique. The system consists of three basic com-

ponents, an IR source; two cells (one containing the gas of interest and other a

reference gas (non-absorbing gas)) and a detector. The IR source (a tungsten

filament) transmits energy in the sample cell and reference cell. A bandpass opti-

cal filter (4.255 µm band for CO2) is used in front of the detector (lead selenide)

to provide the rejection of IR radiation outside the desired band. After passing

from both the cells, the radiation at the detector is measured. The difference in

signals received from both the cells measured by the detector is used to compute

the absorption by Beer-Lambert law:

I1

I2

= exp(−σLN) (2.2)

where L is the optical path length (length of the cell is about 15.2 cm), I1 is

the intensity measured after the sample cell and I2 is the intensity measured after

the reference cell.

NDIR technique has extraordinary accuracy and precision for making high

frequency measurements of CO2 in the atmosphere. However, the real-time con-

tinuous detection and quantification of CO2 from this technique is little challeng-

ing. The analyzer based on this technique suffers from non-linear response to the
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Figure 2.1: Schematic of NDIR technique based CO2 analyzer. Adapted from

the Licor manual.

target gas, an undesirable cross-sensitivity to water vapour concentration and sus-

ceptible to drift over time and temperature. The zero drift is± 0.3 ppm per degree

centigrade change in temperature. Therefore, to ensure the desired precision and

accuracy of measurement, substantial sample conditioning and post-processing

of data are needed in addition to frequent (hourly) instrument calibration using

internationally recognized gas standard.

2.1.2 CRDS technique

This technique was developed by O’Keefe and Deacon in 1988 [73]. CRDS pro-

vides a promising approach with little efforts for making both high-precision and

high frequency observations, by creating long path length over which a laser pulse

can decay. The long path lengths are achieved by multiple reflections of a laser

pulse between highly reflective mirrors and are desirable because they increase

the sensitivity of the measurements making it possible to measure very low con-

centrations of gases. The following three main characteristics make this technique
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Figure 2.2: (a) Schematic of the measuring principle of CRDS based analyzer.

(b) The response of detector with and without sample inside the instrument. Adapted

from the Picarro official website.

unique and highly usable than other conventional techniques [74–76].

1. It provides a very long interaction path length (about 20 km) between the

sample and the incident wavelength, by utilizing a 3-mirror configuration,

which enhances its sensitivity over other conventional technique NDIR.

2. The ability to isolate a single spectral feature with a resolution of 0.0003

cm−1, due to its operating low pressure (∼ 140 Torr) which ensures that

the peak height or area is linearly proportional to the concentration.

3. The measurements of trace gases using this technique are achieved by mea-

suring the decay time of light intensity inside the cavity while the conven-

tional optical absorption spectroscopy technique is based on magnitude and

absorption of light intensity. Hence, the final concentrations will be insensi-

tive to the pulse to pulse variations in the laser intensity and thus increases

the accuracy of measurements. Furthermore, there is no need of frequent

zeroing and span calibration in this technique.

The schematic diagram of CRDS technique is shown in Figure 2.2a. The

main parts of the instrument based on this techniques are tunable diode laser,

an optical cavity [formed by three highly reflective mirrors (Reflectivity R >

99.97 %) separated by a distance d], wavelength monitor and a photo-detector.
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The laser is tuned by changing its input voltage and current at four wavelengths

i.e., 1.603, 1.659, 1.565 and 1.651 µm for measuring CO2, CH4, CO and H2O,

respectively. Light from a semiconductor diode laser is coupled into a stable high

finesse non confocal optical cavity, containing analyte gas. When the optical

frequency matches the resonant frequency of the cavity, energy builds up in the

cavity. Laser gets switched off as energy build-up complete inside the cavity. The

laser pulse is reflected many times back and forth between the mirrors inside the

optical cavity, which results in interaction path length with sample of about 20

Km. At each pass when the pulse is reflected back from mirror, a small fraction

of light exit from the third mirror due to finite mirror transmittance. A photo-

diode detector is positioned behind the mirror measuring this transmitted light,

the signal decay is then analyzed. The time at which the light intensity inside the

cavity decreases to 1/e of it’s initial value is called the ring down time (denoted

by τ). The ring down time will be high and dominated by mirror loss when the

wavelength of injected light does not match with the absorption feature of any

gas present inside the cavity. Figure 2.2b shows a profile of light intensity as a

function of time in a CRDS cavity. The decay of intensity of light pulse can be

denoted from Beer’s law

I(t) = I0exp

(
−t
τ

)
. (2.3)

Where t is the time and τ is characteristic decay time constant in µs, known

as ring down. Differences in light intensity that might be present between laser

pulses do not affect analysis because only the decay is analyzed, not the magnitude

of intensity. The ring-down for the cavity without the sample is given by

τ0 =
L

cn lnR
. (2.4)

where R is mirror reflectivity, n is number of mirrors, c is speed of light and L

is round trip cavity length in cm. This measurement provides the zero absorption

baseline. Since R is close to unity ≈ 0.99, so we can approximate lnR = 1-R and

the above equation can be written as
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τ0 =
L

cn(1−R)
. (2.5)

In the presence of absorbing gas species the ring down time will be

τ =
L

c [n(1−R) + Lα(ν)]
. (2.6)

Where α(ν) is the molecular absorption coefficient of the absorber present

over a path length inside the cavity and can be determined by the product of

frequency dependent absorption cross section (σ) in cm2 molecule−1 with number

density (N).

α(ν) = N × σ. (2.7)

The absorbance spectrum is calculated from the following standard equation

α(νj) =
1

c

[
1

τ(νj)
− 1

τ0(νj)

]
. (2.8)

where j is corresponds to different wavelengths. The absorption cross section

of a molecular species is known for a particular wavelength. Hence, the con-

centrations of GHGs are calculated by measuring the changes in the ring-down

time.

2.2 Effect of water vapor on CO2 measurements

Water vapor affects the measurements of CO2 by diluting its mole fractions in

the air and by broadening the spectroscopic absorption lines of other gases. For

the use of atmospheric models and comparison between stations, the dry concen-

tration is important since at constant pressure dilution decreases the trace gas

concentration with increasing the levels of water vapor concentration. Figure 2.3

shows that the dilution range of CO2 varies from 6 to 11 ppm when the water

vapor varies from 8000 ppm to 13,000 ppm. The water vapor range under 100

ppm will restrict dilution at 0.04 ppm. Dilution errors are the largest source of

error in the CO2 measurements.
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(a) (b)

(c) (d)

Figure 2.3: Effect of water vapor on the CO2 measurements. The red line in left

figures shows the wet CO2 mixing ratio while blue line shows the mixing ratio of CO2

after removing the effect of water vapor. Green line shows the corresponding levels of

water vapour. Figures on right show the difference between dry and wet CO2 mixing

ratios for different ranges of water vapour mixing ratios.

2.3 Experimental setup

Brief descriptions of the experimental setups for ground based measurements and

airborne measurements will be discussed in following sections.

2.3.1 Ground based measurements of CO2, CH4 and CO

The CRDS analyzer (Picarro G2401) for the simultaneous measurements of CO2,

CH4, CO and H2O was installed at PRL, Ahmedabad in November, 2013. Figure

2.4 shows the schematic diagram of the measurement system consisting of the

analyzer, moisture removal system and the calibration set up. Atmospheric air is

sampled continuously from the terrace of the building (50 meter above the ground

level) through a teflon tube (1/4-inch outside diameter) using a pump located

after the optical cavity of instrument. The air intake is capped with an inverted

teflon funnel conical beaker to prevent liquid water from entering the sample

line. The air passes through a glass manifold (where excess moisture is removed
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during high humidity condition), a 5 µm PTFE (polytetrafluoroethylene) filter

(for removal of dust particles) and another moisture removal system consisting

of a 50-strand Nafion dryer (for removing the moisture to the level of 0.04% (400

ppm) mole fraction of H2O) [77].
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Figure 2.4: Schematic of the measurement system in PRL. A Nafion dryer has

been introduced in the inlet of instrument for removing water vapour from the ambient

air. The calibration mixtures (three) from NOAA, USA are used to calibrate CO2

measurements and two calibration mixtures each from Linde, UK are used to calibrate

CH4 and CO measurements.

Although, the instrument has ability to correct for the water vapour inter-

feres by using experimentally derived water vapor correction algorithms [78], but

it has an absolute H2O uncertainty of ∼ 1% [75] and can introduce a source

of error using a single water vapor correction algorithm [79]. This error can be

minimized by either generating the correction coefficients periodically in the lab-

oratory or by removing the water vapour from the sample air. Conducting the

water vapor correction experiment is a bit tricky and needs extra care as dis-

cussed by [79]. Hence, we prefer to remove water vapour from the sample air.

Nafion dryer contains a bunch of semi-permeable membrane tubing separating an

internal sample gas stream from a counter sheath flow of dry gas in stainless steel
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outer shell. The partial pressure of water vapour in the sheath air should be lower

than the sample air for effectively removing the water vapour from the sample

air. A heatless dryer generates dry air using a 4 bar compressor (KNF, MODEL:

NO35ATE) which is used as a sheath flow in Nafion dryer. This setup dries the

ambient air near to 0.03% (300 ppm) concentration of H2O. The instrument is

connected with the calibration mixtures and sample inlet via a multi port valve

system. The measurements stopped from March, 2014 to June,2014 due to some

technical problem in instrument.

Instrument Tests

The instrument is calibrated for CO2 by three calibration mixtures (350.67 ± 0.02

(ND50573), 399.68 ± 0.01 (ND50582) and 426.20 ± 0.01 (ND50090) ppm) from

NOAA, USA and for CH4 (2.04 ppm (LL-50186)) and CO (970 ppb (LL-74774))

by two separate calibration mixtures from Linde, UK. An additional secondary

standard tank (CO2: 338 ppm, CO: 700 ppm) is used to determine the preci-

sion of the instrument. The secondary standard values are calibrated using the

primary standards and CO2, CH4 and CO mole fraction values are assigned to

the cylinder. To determine the precision and drift, a target gas is measured by

instrument for 24 hours. To insure the stabilization, we exclude the first hour

data.

For calculating the precision, we take the average and standard deviations of

5 min data for respective gases which is shown in Figure 2.5. For CO2, CO and

CH4 , for 5 minute data, precision were found as 0.015, 0.005 and 0.0006 ppm

respectively within ± 1σ. Maximum drift for 24 hours has been calculated by

subtracting the maximum and minimum value of 5 minute average which were

found to be 0.2, 0.015 and 0.005 ppm respectively for CO2, CO and CH4. The lin-

earity of the instrument for CO2 measurements has been checked by using three

calibration standards (350.67 ppm, 399.68 ppm and 426.20 ppm) of CO2. All

gases were passes for one hour. First 10 min and last 5 min data were removed

for avoiding the stabilization problems.
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Figure 2.5: The precision and drift tests for CRDS based instrument for the 24

hour period. Left figures show the 5 min averaged values while right figures show the

5 min standard deviations corresponding to different gases.

Figure 2.6: Calibration curve for the Picarro analyzer for CO2 measurements,

using three known standards of CO2 from NOAA, USA.

Figure 2.6 shows the result of the linearity assessments. The linearity tests
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were conducted very frequently and the slope is found in the range of 0.99 - 1.007

ppm with correlation coefficient (r2) of about 0.999.

2.3.2 Airborne measurements of CO2

This study also analyses the vertical distributions of CO2 from the Campaign

based vertical profiles measured over Delhi in 2010, 2011 and 2012 using the

Continuous CO2 Measuring Equipment (CME) on-board a Japan Airline (JAL)

passenger aircraft by the CONTRAIL project [56]. CME contains non-dispersive

infrared (NDIR) based analyzer (LI-840, LI-COR Inc.) and assembly of com-

ponents to maintain the precision and calibration of the instrument. CME was

installed on several aircrafts operated by JAL as part of the second phase of this

program in 2005. The air is drawn by a pump from the intake port and analysed

for CO2 using the analyzer. The analyzer is calibrated frequently during the flight

using two calibration gases. The measurement precision is estimated to be 0.1

ppm. All these actions are performed automatically using an on-board controller.

2.4 Remote sensing measurements of CO

In order to study the tropspheric distributions of CO, this study uses Level 3

V6 monthly mean gridded (1o ± 1o resolution) CO products from Measurements

of Pollution in the Troposphere (MOPITT) for a period of 14 years (January,

2001 - December, 2014) at 9 pressure levels between 900 hPa and 100 hPa [80].

MOPITT is an eight channel nadir looking gas correlation radiometer, on-board

the NASA EOS Terra satellite, which was placed in a near polar sun-synchronous

orbit at an altitude of 705 km in December 1999. The MOPITT algorithms es-

timate three products Thermal IR (V6-TIR), Near IR (V6-NIR) and Thermal

and Near IR Joint (V6-TIR/NIR). They have their own advantages and disad-

vantages as discussed by [81, 82]. The bias in TIR products varies from 9% at

900 hPa to 3.4% at 200 hPa [82]. Low radiance bias correction factors exhibit

minimal influence of a variety of potential bias sources including errors in instru-

mental specifications, forward model errors, spectroscopy errors, and geophysical
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Figure 2.7: Climatological seasonal mean (period January, 2001 - December,

2014) of MOPITT averaging kernels at different pressure levels over all the regions in

India. Different colours show distinct pressure levels in hPa.

errors on the retrieved CO data. Therefore, we used the V6-TIR products for

this study which is mostly focused on the transport effects on CO mixing ratio

at upper tropospheric level. For avoiding the dominance of a priori profiles, we

use only those profiles, which have Degrees of Freedom (DOF) for signal greater

than 1.2. As a result of applying this filter, we did not get monthly profiles for

one or two months over some of the regions of study.

Before making the use of retrieved data for the study, it is very necessary to

check the data consistency with the sensitivity of MOPITT retrievals. Hence, for

checking the sensitivity of CO profiles over study regions, we took the climato-

logical mean of averaging kernel profiles at different pressure levels for the four

different seasons from January, 2001 to December, 2014 (Figure 2.7). In general,



44 Chapter 2. Methodology

P
re

ss
u

re
 (

h
P

a)
P

re
ss

u
re

 (
h

P
a)

Winter (DJF)
Spring (MAM)

Summer (JJA) Autumn (SON)

A
ve

ra
g

in
g

 K
er

n
el

0.0

0.1

0.2

0.3

Latitude Longitude Latitude Longitude

Figure 2.8: Climatological seasonal mean (during January, 2001 - December,

2014) of MOPITT averaging kernels at 300 hPa level over different latitudes (30oS -

50oN) and longitudes (100oW - 140oE) during winter (DJF), spring (MAM), summer

(JJA) and autumn (SON). The color bar shows the magnitude of averaging kernels

at this pressure level.

over all study regions, the averaging kernels show the significant retrieval sensitiv-

ity at each height in all seasons except summer. The retrieval sensitivity has been

observed very good during all the four seasons in the upper tropospheric (300-

200 hPa) levels. We have discussed also about the effects of long-range transport

at 300 hPa, over all the study regions in Section 4.2.4. So for dealing with the

long-range transport, the retrieval sensitivity of CO over the transport pathways

at 300 hPa is also studied. We took the latitude-longitude slab (30oS - 50oN,

100oW - 140oE) mostly covering the transport pathways of CO and plotted the

climatology of averaging kernels over this selected region as shown in Figure 2.8.

It illustrates the significant information content in the MOPITT V6 retrievals

over selected regions in all the four seasons at 300 hPa. Although, the magni-
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tude of averaging kernels matrix is slightly lower over oceanic and some other

regions, it has nicely captured the broad features at these levels. As suggested by

Rodgers [83], the “area” of the averaging kernel rows (i.e., the sum of all elements

of a particular row in the averaging kernel (AK) matrix) can be thought of as a

rough measure of the fraction of the retrieval which comes from the data, rather

than the a priori. In other words, if the AK row sum for a particular retrieval level

is much less than 1, the retrieval is dominated by the a priori. As the AK row

sum approaches 1, the a priori contribution becomes smaller and smaller. Our

main focus of this study is on the seasonal cycle of CO at 900 hPa and 300 hPa.

Hence, we calculate the fraction of the retrieval using this method at 900 hPa

and 300 hPa during different seasons and observed that the smaller contributions

from a-priori at these levels over all the study regions.

2.5 Description of the photochemical-transport

models

Generally two types of 3-D numerical models are used to understand the atmo-

spheric processes and the temporal variations of atmospheric constituents. One

is the general circulation models (GCM) and another type is chemistry transport

model (CTM). GCM simulates the climate in a statistical sense but not in weather

sense for a particular year. These models solve the equations for conservation of

momentum, energy and water. The concentrations of atmospheric species mainly

affected by their emissions sources, chemical and natural sinks, transport and

deposition. The numerical models which simulate the variability in space and

time of these species using meteorological information and emission information

from different inventories, are known as the chemical transport models (CTMs).

These models are widely used for interpreting atmospheric observations and un-

derstanding different processes. The meteorological data simulated by the GCMs

can be used as an meteorological input in CTMs to simulate the atmospheric

composition for past and future climate. We have used the coupled GCM and

CTM model simulations in this study whose basic descriptions are given below.
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2.5.1 ACTM model for CO2

This study uses the Center for Climate System Research/National Institute for

Environmental Studies/Frontier Research Center for Global Change (CCSR/NIES/

FRCGC) atmospheric general circulation model (AGCM)-based chemistry- trans-

port model (ACTM). The model is nudged with reanalysis meteorology using

Newtonian relaxation method. The U and V components of horizontal winds

are used from the Japan Meteorological Agency Reanalysis (JRA-25) [84]. The

model has 1.125o × 1.125o horizontal resolution (T106 spectral truncation) and

32 vertical sigma-pressure layers up to about 50 km. Three components namely

anthropogenic emissions, monthly varying ocean exchange with net uptake and

terrestrial biospheric exchange of surface CO2 fluxes are used in the model.

The fossil fuel emissions for the model simulations are taken from Emission

Database for Global Atmospheric Research (EDGAR) v4.2 FT2010 inventory

(http://edgar.jrc.ec.europa.eu) for the year of 2010. Air-sea fluxes from [85] have

been used for the oceanic CO2 tracer. The oceanic fluxes are monthly and are

linearly interpolated between mid-months. The terrestrial biospheric CO2 trac-

ers are provided from the Carnegie-Ames-Stanford-Approach (CASA) process

model [86], after introducing a diurnal variability using 2 m air temperature and

surface short wave radiation from the JRA-25 as per [87]. The ACTM sim-

ulations has been extensively used in TransCom CO2 model inter-comparison

studies [67, 68].

2.5.2 ACTM model for CH4

This study uses CH4 simulations from an atmospheric general circulation model

(AGCM) -based CTM (ACTM) of Center for Climate System Research/National

Institute of Environmental Studies/Frontier Research Center for Global Change

(CCSR/NIES/FRCGC) [88] for the year of 2014. It simulates atmospheric CH4

concentrations at hourly time interval with a spatial resolution of 2.8o × 2.8o

(T42 spectral truncations). It consists of 67 vertical sigma-pressure levels from

surface to about 90 km. The model transport is nudged with horizontal winds

(U and V) and temperature at 6-hourly interval from the Japan Meteorological
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Agency reanalysis fields, version JRA-25 [84]. The model transport and chem-

istry are validated and used in several studies [89,90]. The a-priori anthropogenic

emissions namely, agricultural soils, agricultural waste burning, energy manufac-

turing transformation, enteric fermentation, fossil fuel fires, fugitive from solid,

oil production and refineries, gas production and distribution, industrial process

and production use, road transportation, solid waste disposal and waste water

are from Emission Database for Global Atmospheric Research (EDGAR) v4.2

FT2010 (http://edgar.jrc.ec.europa.eu) database. Anthropogenic emissions for

2010-2014 are kept constant at the level of 2010 due to unavailability of data.

The a-priori wetlands and rice paddies emissions are based on the VISIT terres-

trial ecosystem model simulations for 2000-2013 [91], biomass burning emissions

are from GFED version 3.2 [92], termites emissions from [93] and marine emission

are based on [94].

2.5.3 LMDz-OR-INCA model for CH4

This study also uses simulations of CH4 from the chemical transport model

LMDz-OR-INCA, run by LSCE, France group [95]. This model couples a gen-

eral circulation model developed at the Laboratorie de Météorologie Dynamique

(LMD) [96]), a global chemistry and aerosol model INCA (Interactions between

Chemistry and Aerosols [97,98]) and a global land surface model ORCHIDEE (Or-

ganizing Carbon and Hydrology in Dynamic Ecosystems [99]). LMDz uses the

finite volume transport scheme for calculating turbulent mixing in the planetary

boundary layer (PBL), deep convection and large-scale advection of tracers. The

INCA model is used to simulate the distribution of aerosols and gaseous reactive

species in the troposphere. INCA prepares the surface and in situ emissions, cal-

culates dry deposition and wet scavenging rates, and integrates in time the mole

fractions of atmospheric species with a time step of 30 min. INCA is coupled on-

line to the LMDz General Circulation Model (GCM) to account, with different

degrees of complexity, for climate chemistry interactions. LMDz is coupled with

the ORCHIDEE dynamic global vegetation model or soil/atmosphere exchanges

of water and energy but not for biogenic CO2 or VOC fluxes. Together, these
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three models form the LMDz-OR-INCA model. The model has fixed horizontal

resolution of 2.5o in longitude and 1.27o in latitude (144 × 142) and the zoom

version has the same number of grid boxes, but a resolution of 0.66o × 0.51o for

the region of 50oE - 130oE and 0oN - 55oN covering India and China. The verti-

cal resolutions of both the versions consists of 19 sigma-pressure layers extending

from the surface up to about 3.8 hPa. The spacings between two successive layers

are not symmetrical and, correspond to a vertical resolution of about 300 - 500

m in the planetary boundary layer (with the first level at about 70 m height) and

to a resolution of about 2 km at the tropopause (with 7 - 9 levels located in the

stratosphere) [97]. The meteorological data for this model are the 6 hourly reanal-

ysis data taken from the European Centre for Medium-range Weather Forecasting

(ECMWF) operational forecast model. The time step of model output is hourly.

The anthropogenic emissions (industry, fossil fuel, and industrial biofuel) are

based on the inter-annually varying anthropogenic emissions obtained from the

EDGAR v4.2 FT2010 database. The climatologically varying CH4 emissions from

wetlands are based on the scheme developed by [100], biomass burning emissions

are based on the GFED v3.0 product (http://www.globalfiredata.org/data.html)

developed by [101], termite emissions are based on [102], ocean emissions are

based on [103] and soil sinks are based on [104]. Note that the seasonal variation

of rice emissions is imposed by distributing the yearly values as given in [105].

Due to unavailability of anthropogenic emissions for the period of 2011-2014 and

biomass burning emission for the period of 2012-2014, data for the years of 2010

and 2011 have been used to represent these emissions respectively. The mole

fractions of CH4 are simulated over the period 2000 - 2014 with zoom grids and

extracted. The study uses the zoomed simulations of CH4 over study location for

the year of 2014.

2.5.4 MOZART model for CO

The MOZART-4 (Model for Ozone And Related Tracers, version 4) is an off-line

three dimensional global chemical transport model which includes comprehensive

tropospheric chemistry, simulating 85 gas phase species, 12 bulk aerosol species,
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157 gas-phase and 39 photolysis reactions [106]. The model has been simulated

at a horizontal resolution of 2.8o latitude by 2.8o longitude with 28 sigma pressure

levels extending from surface up to 2 hPa. The input data for meteorological fields

have been taken from National Center for Environmental Prediction (NCEP)

reanalysis dataset. Anthropogenic emissions (dominated by fossil fuel combustion

and biofuel burning) are taken from the Precursors of Ozone and their Effects in

the Troposphere (POET) inventory for the year 2000 gridded at 1o × 1o resolution

[107]. Further, Regional Emission inventory in Asia (REAS) [108] has been used

to update the anthropogenic emissions of CO and NOx over Asia for the year

2006. The GFEDv2.0 product is used for biomass burning emissions [101]. More

details about the MOZART can be found in [109]. In this study we have used the

average monthly climatology for the period of January, 2002 - December, 2007.

2.5.5 EMAC model for CO

The ECHAM5/MESSy2 Atmospheric Chemistry (EMAC) model is a numerical

chemistry and climate simulation system that includes sub-models describing

tropospheric and middle atmospheric processes and their interaction with oceans,

land and human influences [110]). It uses the second version of the Modular Earth

Submodel System (MESSy2) to link multi-institutional computer codes. The

core atmospheric model is the 5th generation European Centre Hamburg general

circulation model (ECHAM5, [111]. For the present study, we applied EMAC

(ECHAM5 version 5.3.02, MESSy version 2.24) in the T42L90MA-resolution, i.e.

with a spherical truncation of T42 (corresponding to a quadratic Gaussian grid

of approximately 2.8o by 2.8o in latitude and longitude) with 90 vertical hybrid

pressure levels up to 0.01 hPa (∼ 80 km altitude). The model simulation is

described in [112] with the only difference of the usage of the ACCMIP emissions

data for anthropogenic emissions for the year 2000 [113] and the GFEDv3.1 for

biomass burning emissions [101], the last dataset with inter-annual variability.

The meteorological data has been taken from the ECMWF operational forecast

model [114]. The model has been extensively evaluated for CO [115–117]. In this

study, we have used the average monthly climatology for the period of January,
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2001 - December, 2008.

2.6 Statistical metrics for checking model per-

formances

This section consider the appropriate parameters for determining the model bias

and error. For assessing the model performance we use five statistical metrics,

namely coefficient of determination (r2), mean bias (MB), modified and normal-

ized mean bias (MNMB), absolute and percentage value of root mean square error

(RMSE). These metrics are used in several studies for evaluating the performance

of atmospheric models [118–121]. The coefficient of determination provides the

information about strength of linear association between model and observations

and simply calculated as:

r2 =

 ΣN
i=1(Xobs,i −Xobs)(Xmodel,i −Xmodel)√

ΣN
i=1(Xobs,i −Xobs)2

√
ΣN
i=1(Xmodel,i −Xmodel)2

 (2.9)

where Xobs,i and Xmodel,i represent the ith observed and model values while

Xobs and Xmodel indicate the average values in the observation and model. The

r2 can have values between 0 and 1.

The MB shows the average deviations between estimated and observed values

and thus provides the information about the absolute bias (over-prediction and

under-prediction) of the model. The positive and negative values of MB will

indicate overestimation and underestimation of any variable by the model. The

range of MB varies from -∞ to ∞. It is defined as

MB =
1

N
ΣN
i=1(Xmodel,i −Xobs,i) (2.10)

The normalised approach provides errors in a relative sense, which is easier

to understand without knowing about the concentration range and unit of the

species. MNMB is a measure of the estimation bias error, which allows analyzing

symmetrically how the model overestimates or underestimates with respect to
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observed values. It varies from -200% to 200% and can be computed using the

following formula:

MNMB =
2

N
ΣN
i=1

(
Xmodel,i −Xobs,i

Xmodel,i +Xobs,i

)
(2.11)

The RMSE represents the standard deviations of the differences between

model values and observed values. It encapsulates the typical magnitude of av-

erage error produced by the model. But without knowing about the range of the

species we can not conclude that the error is large or small. Hence, we calculate

percentage RMSE (%RMSE) also. Both RMSE and %RMSE will provide the

information about the closeness of model values and observed values and defined

as follows:

RMSE =

√
1

N
ΣN
i=1(Xmodel,i −Xobs,i)2 (2.12)

%RMSE =
1

Xobs

√
1

N
ΣN
i=1(Xmodel,i −Xobs,i)2 ∗ 100 (2.13)

The range of RMSE varies from 0 to ∞ while %RMSE varies from 0 to 100.





Chapter 3

Study of CO2 and CO over an

urban location

India is the second largest populous country in the world having about 1.3 billion

inhabitants. Rapid socioeconomic developments and urbanization have made it

the third largest CO2 emitter next to China and USA since 2011, but it ranks at

137th level based on the per capita emission rate of CO2 (EDGAR v4.2; CDIAC

- [70]). For example, in 2010 India’s emission rate was 2.2 ton CO2 eq/capita

while the developed countries like USA, Russia and UK had emission rates of

about 21.6, 17.6 and 10.9 ton CO2 eq/capita, respectively (EDGAR v4.2). The

budgets of these gases on regional as well as global scales can be estimated by

bottom-up and top down approaches. However, large uncertainties are associ-

ated in the GHGs budgets over South Asia, especially over India than for other

continents. Based on the atmospheric CO2 inversion using model calculations,

Patra et al., [21] found that the biosphere in South Asia acted as the net CO2

sink during 2007-2008 and estimated CO2 flux of about −104 ± 150 TgC yr−1.

Further, based on the bottom-up approach, Patra et al., [21] gave an estimate of

biospheric flux of CO2 of about −191 ± 193 TgC yr−1 for the period of 2000-

2009. Both of these approaches show the range of uncertainty 100−150%. One of

the major sources of these large uncertainties is the lack of spatial and temporal

observations of these gases [21,122].

53
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Furthermore, quantifying the components of anthropogenic emissions is also

important for providing independent verification of future emission mitigation

activities. Urban regions have large emissions of fossil-fuel CO2, and hence mea-

surements over these regions provide excellent target from both atmospheric and

policy perspectives. The combination of CO2 and CO measurements allow the

quantification of the anthropogenic component of CO2 [60,62–64]. In addition, lo-

cal source patterns can be identified by the combination of CO and CO2 measure-

ments since different combustion processes have different emission ratios [60,61].

Therefore, continuous atmospheric measurements of CO2 and CO can help to

distinguish between anthropogenic and biospheric influences on observed CO2

variations as well as understanding of their dominant regional emission sources.

Further, the CO and CO2 correlation slope can be used for calculating the to-

tal emissions of CO over the study region which will be helpful for reducing the

uncertainties in the emission inventories of CO [61]. Several ground based and

aircraft based studies, aimed at measurements of urban and regional mixing ra-

tios of CO2 and their relationships to the mixing ratios of CO in the context of

categorizing the region wise dominant sources influencing the species, have been

done from different parts of world [60–63]. However, this type of study has not

been performed in India except recently reported results from weekly samples for

three Indian sites by [48]. Herein lies the importance of the present study in this

chapter, which will focus on the variability in CO2 mixing ratios along with the

anthropogenic tracer CO over an urban region.

Simultaneous continuous measurements of CO2 and CO from an urban site

Ahmedabad, located in the western India, are utilized under this chapter for

studying the temporal variations (diurnal and seasonal) of both gases, their emis-

sions characteristics on diurnal and seasonal scale using their mutual correlations,

estimating the contribution of vehicular and biospheric emission components in

the diurnal cycle of CO2 using the ratios of CO to CO2 and rough estimate of the

annual CO emissions from study region. Finally, the measurements of CO2 have

been compared with simulations using an atmospheric chemistry-transport model
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to discuss roles of various processes contributing to CO2 mixing ratios variations.

3.1 Site description, local emission sources and

meteorology

The measurement facility is housed inside the campus of the Physical Research

Laboratory (PRL), situated in the western part of Ahmedabad (23.03◦N, 72.55◦E,

55 m AMSL) in the Gujarat state of India (Figure 3.1). It is a semi-arid, urban

region in western India, having a variety of large and small scale industries (textile

mills and pharmaceutical production facilities) in eastern and northern outskirts.

The institute is situated about 15− 20 km away from these industrial areas. The

western part is dominated by the residential areas. The city has a population

of about 5.6 million (Census India, 2011) and has large number of automobiles

(about 3.2 million), which are increasing at the rate of about 10% per year. Most

of the city buses and auto-rickshaws (three-wheelers) use compressed natural gas

(CNG) as a fuel. The transport-related activities are the major contributors of

various pollutants [123]. The Indo-Gangetic Plain (IGP) is situated in the north-

east of Ahmedabad, which is very densely populated region and has high levels

of pollutants emitted from various industries and power plants along with an-

thropogenic emissions from burning of fossil fuels and traditional biofuels (wood,

cow-dung cake etc). The Thar Desert and the Arabian Sea are situated in the

northwest and southwest of Ahmedabad, respectively.

Figure 3.2 shows average monthly variability of temperature, relative humidity

(RH), wind speed based on data taken from Wunderground (www.wunderground.

com), rainfall from Tropical Rainfall Measuring Mission (TRMM) and planetary

boundary layer (PBL) height from the Modern-Era Retrospective Analysis for

Research and Applications (MEERA). The wind rose plot shows the surface level

wind speed and direction during different seasons over Ahmedabad in 2014. Large

seasonal variations are observed in the wind speed and direction over Ahmedabad.

During summer (June - July - August), the inter-tropical convergence zone
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Figure 3.1: (a) Spatial distribution of total anthropogenic CO2 emissions from

Emission Database for Global Atmospheric Research (EDGAR) version 4.2 inventory

over Ahmedabad and surrounding regions. (b) The Ahmedabad city map showing

location of the experimental site (PRL).

Figure 3.2: (Left panel: a-d) Monthly average temperature with monthly max-

imum and minimum value, relative humidity (RH), rainfall, wind speed, planetary

boundary layer (PBL) height and ventilation coefficient (VC) over Ahmedabad during

the year of 2014. Temperature, RH and wind speed are taken from Wunderground

weather (www.wunderground.com) while rainfall and PBL height data are used from

Tropical Rainfall Measuring Mission (TRMM) satellite and MEERA reanalysis data.

(Right panel) Wind rose plots for Ahmedabad for the four seasons of 2014 using daily

average data from Wunderground.

(ITCZ) moves northward across India. It results in the transport of moist and

cleaner marine air from the Arabian Sea and the Indian Ocean to the study

location by south-westerly winds, or the so-called southwest monsoon (summer
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monsoon). The first shower due to the onset of the southwest monsoon occurs

in July and it retreats in the mid of September over Ahmedabad. Due to heavy

rain and winds mostly from oceanic region, RH shows higher values in July, Au-

gust and September. Highest RH of about 83% is observed in September. The

long-range transport of air masses from the north-eastern part of the Asian con-

tinent starts to prevail over Indian region when ITCZ moves back southward in

September and October. These months are regarded as transition period for the

summer. During autumn (September-October-November), the winds are calm

and undergo a change in their direction from south west to north east. When

the transition of winds takes placed from oceanic to continental region in Octo-

ber, the air gets dryer and RH decreases until December. The winds are north

easterly during winter (December- January - February) and transport pollutants

mostly from continental region (IGP region). During pre-monsoon season (March

- April - May), winds are north-westerly and little south-westerly which trans-

port mixed air masses from continent and oceanic regions. The average wind

speed is observed higher in June and July while lower in October and March

when transition of wind starts from oceanic to continental and continental to

oceanic, respectively. The monthly averaged temperature starts increasing from

January and attains maximum (34.6 ± 1.4◦C) in June, followed by a decrease

until September and temperature is slightly warmer in October compared to the

adjacent months. The monthly variation in PBL height closely resembles with

the temperature pattern. Maximum PBL height of about 1130 m is found in

June and it remains in the lower range at about 500 m during July to January.

The ventilation coefficient (VC) is obtained by multiplying wind speed and PBL

height which gradually increases from January to attain the maximum value in

June and the lowest values of VC are observed in October and November.

3.2 Measurement technique

Simultaneous measurements of CO2 and CO have been made using a state-of-the-

art laser based cavity ring down spectroscopy (CRDS) technique (Picarro-G2401
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analyser) at Ahmedabad, an urban site in western India, from November 2013

to June 2015 with a break during March - June 2014. The ambient air is drawn

in through a 1/4-inch teflon tube. The sample air passes through a glass mani-

fold (where excess moisture is removed during high humidity condition), a 5 µm

PTFE (polytetrafluoroethylene) filter (for removal of dust particles) and another

moisture removal system consisting of a 50-strand Nafion dryer (for removing the

moisture to the level of 0.04% (400 ppm) mole fraction of H2O). Detail of the

measurements and calibration procedures are discussed in Chapter 2.

3.3 Time series analysis

Figures 3.3a and 3.3b show the time series of 30 minute average CO2 and CO

mixing ratios for the period of November, 2013 - February, 2014 and July, 2014

to June, 2015. The mixing ratios of both gases exhibit large synoptic variability

because the site is close to anthropogenic sources such as vehicular emissions, in-

dustrial emissions etc. The mixing ratios and variability of both gases are lowest

in the month of July and August. Maximum scatter in the mixing ratios and

several plumes of very high levels both gases have been observed from October,

2014 until mid-March 2015. Almost all plumes of CO2 and CO are one to one

correlated and are found during evening rush hours and late nights due to calm

winds and common emission sources. Figures 3.3e and 3.3f show the variations

of CO2 and CO mixing ratios with wind speed and direction for the study period

except July, August and September due to non-availability of wind data. Most of

the high and low mixing ratios of both these gases are found to be associated with

low and high wind speeds. There is no specific direction for high levels of these

gases. This probably indicates the vehicular emission is an important contrib-

utor to the local emissions since the measurement site is surrounded by city roads.

Figures 3.3c and 3.3d show the probability distributions or frequency distri-

butions of CO2 and CO mixing ratio during the study period. The frequency

distribution of CO2 shows almost normal distribution while CO shows skewed to-
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Figure 3.3: (a and b) Time series of 30 minute average values CO2 and CO

measured at Ahmedabad for the study period. (c and d) The frequency distribution

in CO2 and CO mixing ratios at the intervals of 4.5 ppm and 80 ppb, respectively for

the study period using 30 minute mean of both gases. (e and f) The polar plots show

the variation of 30 minute averaged CO2 and CO at this site with wind direction and

speed during the study period except July, August and September due to unavailability

of meteorology data.

wards right (lower mixing ratios). This is because, natural cycle of the biosphere

(photosynthesis and respiration) along with some common controlling factors

(local meteorology and anthropogenic sources), affects significantly the levels of

CO2. The control of the boundary layer is common for the diurnal variations of

these species because of their chemical lifetimes are longer (> months) than the

timescale of PBL height variations (∼ hrs). However, biospheric fluxes of CO2
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can have strong hourly variations. During the study period the CO2 mixing ratios

varied between 382−609 ppm, with 16% of data lying below 400 ppm, 50% lying

in the range 400− 420 ppm, 25% between 420− 440 ppm and 9% in the range of

440− 570 ppm. Maximum frequency of CO2 is observed at 402.5 ppm during the

study period. The CO mixing ratios are found in the range of 0.07 − 8.80 ppm

with almost 8% data lies below the most probable frequency of CO at 0.2 ppm,

while 70% data lies between the mixing ratios of 0.21 ppm and 0.55 ppm. Only

8% data lies above the mixing ratio of 1.6 ppm and rest of 14% data lies between

0.55 and 1.6 ppm. The annual mean mixing ratios of CO2 and CO are found to

be 413.0 ± 13.7 ppm and 0.50 ± 0.37 ppm, respectively, after removing outliers

beyond 2σ values.

3.4 Seasonal patterns of CO2 and CO

The seasonal cycles of CO2 and CO are mostly governed by the strength of emis-

sion sources, sinks and transport patterns. Although they follow almost identical

seasonal patterns but the factors responsible for their seasonal behaviors are dis-

tinct as for the diurnal variations. We calculate the seasonal cycle of CO2 and

CO using two different approaches. In first approach, we use monthly mean of

all data and in the second approach we use monthly mean for afternoon period

(1200 − 1600 hrs) only. The seasonal cycle from first approach will depict the

combined influence of local emissions (mostly) as well as that of large scale cir-

culation. The second approach removes the auto-covariance by excluding CO2

and CO data mainly affected by local emission sources and represent seasonal

cycles at the well mixed volume of the atmosphere. The CO2 time series is

de-trended by subtracting a mean growth rate of CO2 observed at Mauna Loa

(MLO), Hawaii (155.62◦W , 19.48◦N), i.e., 2.13 ppm yr−1 or 0.177 ppm month−1

(www.esrl.noaa.gov/gmd/ccgg/trends/) for clearly depicting the seasonal cycle

amplitude. Figure 3.4a and 3.4b show the variations of monthly average mixing

ratios of CO2 and CO using all daily (0− 24 hr) data and afternoon (1200-1600

hrs) data collected during the study period.
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Figure 3.4: The seasonal variations of CO2 and CO at Ahmedabad, India from

July, 2014 to June, 2015 using their monthly mean mixing ratios. The blue dots and

red rectangles show the monthly average mixing ratios of these gases for the total

(0-24 hrs) and noon time (1200-1600 hrs) data, respectively with ± 1σ spread.

Both average mixing ratios (total and noon time) of CO2 exhibit strong sea-

sonal cycle, but show distinct patterns (occurrence of maxima and minima) to

each other. This difference occurs because seasonal cycle of CO2 from all data is

mostly governed by the ventilation and large scale circulation while the seasonal

cycle from noon time mean mixing ratio is mostly related to the seasonality of

vegetation activity. The total and noon time mean mixing ratios of CO show

almost similar pattern and evince that the seasonal cycle of CO2 from the after-

noon mean is mostly controlled by the biospheric productivity, since biospheric

cycle does not influence CO mixing ratio directly. In general, total mean values

of CO2 and CO are observed lower in July having mixing ratio 398.78 ± 2.8

ppm and 0.15 ± 0.05 ppm, respectively. A sudden increase in the total mean of

both gases is observed from September to October and maximum mixing ratios

of CO2 and CO are observed to be 424.9 ± 17.0 ppm and 0.83 ± 0.53 ppm, re-

spectively, during November. From January to June the total mean mixing ratio

of CO2 decreases from 415.3 ± 13.6 to 406.1 ± 3.0 ppm and total mean mixing

ratio of CO decreases from 0.71 ± 0.22 to 0.18 ± 0.06 ppm. During summer

months predominance of south-westerly winds which bring cleaner air from the
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Arabian Sea and the Indian Ocean over to Ahmedabad and high VC (Figure 3.2)

are responsible for the lower mixing ratio of total mean of both the gases. CO2

and CO mixing ratios are also at their seasonal low in the northern hemisphere

due to net biospheric uptake and seasonally high chemical loss by reaction with

OH, respectively. In addition, deep convections in the southwest monsoon season

efficiently transport the Indian emission (for CO, hydrocarbons) or uptake (for

CO2) signals at the surface to the upper troposphere, resulting lower mixing ra-

tios at the surface in the summer compared to the winter months [57, 124–127].

During autumn and early winter (December), lower VC values cause trapping of

anthropogenically emitted CO2 and CO. This is the major cause for high CO2

and CO mixing ratios during this period. The north-easterly winds bring very

high levels of pollutants from IGP region and could additionally enhance the lev-

els of CO2 and CO during these seasons (autumn and winter). Higher VC and

predominance of comparatively less polluted mixed air masses from oceanic and

continental region results in the lower total mean mixing ratios of both the gases.

We have found significant differences which are observed in the afternoon

mean mixing ratios of CO2 as compared to daily mean. The first distinct fea-

ture is that significant difference of about 5 ppm is observed in the afternoon

mean of CO2 mixing ratio from July to August as compared to difference in total

mean mixing ratio about ∼0.38 ppm for the same period. Significant difference

in the afternoon mixing ratios of CO2 from July to August is mainly due to the

increasing sink by net biospheric productivity after the Indian summer monsoon

rainfall. Another distinct feature is that the daily mean mixing ratio of CO2 is

found highest in November while the afternoon mean mixing ratio of CO2 attains

maximum value (406 ± 0.4 ppm) in April. Prolonged dry season combined with

high daytime temperature (about 41◦C ) during April-May make the tendency of

ecosystem to become moderate source of carbon exchange [57] and this could be

responsible for the elevated mean noon time mixing ratios of CO2.

The average amplitude (max - min) of the annual cycle of CO2 is observed
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around 13.6 and 26.07 ppm from the afternoon mean and total mean, respec-

tively. Different annual cycles and amplitudes have been observed from other

studies conducted over different Indian stations. Similar to our observations of

the afternoon mean mixing ratios of CO2, maximum values are also observed in

April at Pondicherry (PON,12.0◦N, 79.8◦E, 20 m a.s.l: also known as Puducherry)

and Port Blair (POB, 11.6◦N, 92.7◦E, 20 m a.s.l) with amplitude of mean seasonal

cycles about 7.6 ± 1.4 and 11.1 ± 1.3 ppm respectively [48]. Cape Rama (CRI,

15◦N, 74◦E, 60 m a.s.l), a costal site on the south-west coast of India show the

seasonal maxima one month before our observations in March annual amplitude

about 9 ppm [44]. The Sinhagad (SNG, 18.4◦N, 73.8◦E, 1312 m a.s.l) site located

over the Western Ghats Mountains, show very larger seasonal cycle with annual

amplitude about 20 ppm [47]. The amplitude of mean annual cycle at the free

tropospheric site Hanle (HLE, 32.7◦N, 78.9◦E, 4500 m a.s.l) at altitude of 4500

m is observed to be 8.2 ± 0.4 ppm, with maxima in early May and the minima

in mid-September [48]. Distinct seasonal amplitudes and patterns are due to dif-

ferences in regional controlling factors for the seasonal cycle of CO2 over these

locations, e.g., the HLE is remotely located from all continental sources, POB site

is sampling predominantly marine air, CRI observes marine air in the summer

and Indian flux signals in the winter, and SNG represents a forested ecosystem.

These comparisons show the need for CO2 measurements over different ecosys-

tems for constraining its budget.

The annual amplitude in the afternoon and daily mean CO mixing ratios is

observed to be about 0.27 and 0.68 ppm, respectively. The mean annual cycles

of CO over PON and POB show the maxima in the winter months and minima

during summer months same as our observations with annual amplitudes of 0.078

± 0.01 and 0.144 ± 0.016 ppm, respectively. So the seasonal levels of CO are

affected by large scale dynamics which changes air masses from marine to conti-

nental and vice versa and by photochemistry. The amplitudes of annual cycle at

these locations differ due to their climatic conditions and sources/sinks strengths.
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3.5 Diel cycle

The diurnal patterns for all months and seasons are produced by first generating

the time series from the 15 min averages and then averaging the individual hours

for all days of the respective month and season. The values beyond ±2σ standard

deviations from the mean are considered as an outliers and not included in the

final mean.

3.5.1 Diel cycle of CO2

Figure 3.5 shows the diurnal cycle of CO2 during all the four seasons. In general,

the diurnal pattern shows two peaks during morning (0700-0800 hrs) and evening

time (2000-2200 hrs) along with dip during afternoon hours (1500-1700 hrs). All

times are in Indian Standard Time (IST), which is 5.5 hrs ahead of Greenwich

Mean Time (GMT). CO2 concentrations decreases rapidly after morning rush

hours (0700-0800 hrs) due to its uptake by the plants during active photosynthe-

sis process as well as the higher depth of atmospheric mixing. During monsoon

and autumn season, comparatively lower concentrations indicate that the higher

uptake of CO2 during afternoon hours. The CO2 levels start increasing after 1600

hrs and peaked around 2100 hrs, which are mainly due to the rush hour vehic-

ular emissions and less dilution due to the lower depth of atmospheric mixing.

Comparative levels of CO2 during evening rush hours except summer confirm

separately the major influence from the similar sources (vehicular emission) in

its levels which do not show large variability as in post-midnight hours, which

will be discussed later. There are many interesting features in the 0000-0800 hrs

period. Concentrations of CO2 start decreasing from 0000 hrs to 0300 hrs and

afterwards increases until 0600 and 0700 hrs during summer and autumn. In sub-

sequent section, in contrarory to this, the main anthropogenic tracer CO shows

a continuous decline in its level during all the seasons from mid night to early

morning and hence, indicate that there is enough vertical mixing of low CO air

from above that once CO source is turned off. CO2 uptake during monsoon sea-

sons depleated the entire mixed layer due to the active vegetation and when the
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low CO2 air residual layer mixes after turning But in case of CO2, higher respira-

tion by the biosphere is mainly responsible for the increase in CO2 levels during

night hours. During the winter and spring seasons, concentrations of CO2 during

night hours are almost constant and small increase is observed only from 0600

to 0800 hrs during the winter season. The constant levels of CO2 at night hours

during these seasons gives the evidence of a continued but weak source (such as

respiration) in order to offset dilution of mixing of low CO2 air from aloft. Dry

soil conditions could be one the possible caused for weak respirations. No peak

during morning hours is observed in spring. Distinct timings for the occurrence

of the morning peak during different seasons is generally related to the sunrise

time, which reinforce the evolutions of PBL height and photosynthesis process.

The sunrise occur at 0555-0620 hrs, 0620-0700 hrs, 0700-0723 hrs and 0720-0554

hrs during summer, autumn, winter and spring, respectively. During spring and

summer, rush hour starts after sunrise, so the vehicular emissions occur when the

PBL is already high and photosynthetic activity has started. But in winter and

autumn, rush hour starts parallely with the sunrise, so the emissions occur when

the PBL is low and concentration build up is much strong in these seasons than

in spring and summer seasons.

The diurnal amplitude is defined as the difference between the maximum

and minimum concentrations of CO2 in the diurnal cycle. The amplitudes of

monthly averaged diurnal cycle of CO2 from July, 2014 to May 2015 are shown

in Figure 3.5b. The diurnal amplitude shows large month to month variation

with increasing trend from July to October and decreasing trend from October

onwards. Lowest diurnal amplitude of about 6 ppm is observed in July while

highest amplitude about 51 ppm is observed in October. The amplitude does not

change much from December to March and is observed in the range of 25-30 ppm.

Similarly from April to May the amplitude also varies in a narrow range from 12

to 15 ppm. The jump in the amplitude of CO2 diurnal cycle is observed highest

(around 208%) from July to August. This is mainly due to significant increase of

biospheric productivity from July to August after the rains in Ahmedabad. It is
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Figure 3.5: (a) Average diurnal variation of CO2 over Ahmedabad during all the

four seasons. (b) Monthly variation of average diurnal amplitude of CO2 from July,

2014 to June, 2015. All times are in Indian Standard Time (IST), which is 5.5 hrs

ahead of Greenwich Mean Time (GMT).

observed that during July the noon time CO2 levels are found in the range of 394-

397 ppm while in August the noon time levels are observed in the range of 382-393

ppm. The lower levels could be due to the higher PBL height during afternoon

and cleaner air, but in case of CO (will be discussed in next section), average day

time levels in August are higher than in July. It rules out that the lower levels

during August are due to the higher PBL heightand presence of cleaner marine

air, and confirms the higher biospheric productivity during August.

The monthly average diurnal cycles of the biospheric net primary productivity

from CASA model for Ahmedabad and for the year of 2014 are shown Figure 3.6.

The details of CASA flux are given in the Section 2.5. It is observed that the

model shows higher biospheric productivity in September and October while the

observations are suggesting higher productivity in August. This indicates that

the CASA model is not able to capture the signal of higher biospheric productiv-

ity for Ahmedabad and need to be improved. Similar discrepancy in the timing of

maximum biospheric uptake is also discussed earlier by [57] using inverse model

CO2 fluxes an2 diurnal cycle is observed highest (around 208%) from July to Au-

gust. This is mainly due to significant increase of biospheric productivity from

July to d CASA biospheric fluxes.
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Figure 3.6: Diurnal variation of the biospheric flux from the CASA ecosystem

model, averaged for the year of 2014 during all the four seasons.

Near surface diurnal amplitude of CO2 has been documented in humid sub-

tropical Indian station Dehradun (30.3◦N, 78.0◦E, 435 m a.s.l) and a dry tropical

Indian station Gadanki (13.5◦N, 79.2◦E, 360 m a.s.l) [46]. In comparison to

Ahmedabad, both these stations show distinct seasonal change in the diurnal

amplitude of CO2. The maximum CO2 diurnal amplitude of about 69 ppm is

observed during the summer season at Dehradun, whereas maximum of about 50

ppm during autumn at Gadanki.

3.5.2 Diel cycle of CO

Figure 3.7a shows seasonally averaged diurnal variation of CO. In general, the

mean diurnal cycles of CO during all the seasons show lower mixing ratios during

noon (1200-1700 hrs) and two peaks, one in the morning (0800-1000 hrs) and

other in the evening (2000-2200 hrs). This cycle exhibits the same pattern as the
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mean diurnal cycle of traffic flow, with maxima in the morning and at the end

of the afternoon, which suggests the influence of traffic emissions on CO mea-

surements. Along with the traffic flow, PBL dynamics also plays a critical role

in governing the diurnal cycle of CO. The amplitudes of the evening peaks in

diurnal cycles of CO are always greater than the morning peaks. It is because

the PBL height evolve side by side with the morning rush hours traffic and hence

increased dilution while during evening hours PBL height decrease along with

evening time rush hours traffic and favors accumulation of pollutants until the

late evening under the stable PBL conditions. The noon time minima is mostly

associated with the dilution by the higher boundary layer hight. The controll of

the chemical loss of CO by OH radicals can be neglected on its diurnal cycle due

to higher lifetime of CO ranging from 1 to 3 months. The peaks during morn-

ing and evening rush hours, minima during afternoon hours in CO diurnal cycle

during all the seasons are similar as in CO2. However, there are a few noticeable

differences in the diurnal cycles of both the gases. The first noticeable difference

is that the CO morning peak appears later than CO2 peak. This is because as

discussed earlier with sunrise time, PBL height starts evolve and same time pho-

tosynthesis process also get started and hence CO2 morning peak depends on the

sunshine time. But in case of CO, timing of the morning peak mostly depends

on the rush hour traffic and is consistent at 0800 − 1000 hrs in all seasons. The

second noticeable difference is the afternoon mixing ratios of CO show little sea-

sonal spread as compared to the afternoon mixing ratios of CO2. Again, this is

due to the biospheric control on the mixing ratio of CO2 during the afternoon

hours of different seasons while CO levels are mainly controlled by the dilution

during these afternoon hours. The third noticeable difference is that the levels

of CO decrease very fast after evening rush hour in all seasons while this feature

is not observed in case of CO2 since respiration during night hours contributes

to the levels of CO2. The average morning (0800− 0900 hrs) peak values of CO

are observed minimum (0.18 ± 0.10 ppm) in summer and maximum (0.72 ± 0.16

ppm) in winter while its evening peak shows minimum value (0.34 ± 0.14 ppm) in

summer and maximum (1.60 ± 0.74 ppm) in autumn. The changes in CO mixing
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ratios show large fluctuations from morning peak to afternoon minima and from

afternoon minima to evening peak. From early morning maxima to noon min-

ima, the changes in CO mixing ratios are found in the range of 20 - 200% while

from noon minima to late evening maxima the changes in CO mixing ratios are

found in the range of 85% to 680%. Similar diurnal variations with two peaks have

also been observed in earlier measurements of CO as well as NOx at this site [128].
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Figure 3.7: (a) Average diurnal variation of CO over Ahmedabad during all the

four seasons. (b) Monthly variation of the diurnal amplitude of CO.

The evening peak contributes significantly to the diurnal amplitude of CO.

The largest amplitude in CO cycle is observed in autumn (1.36 ppm) while small-

est amplitude is observed in summer (0.24 ppm). The diurnal amplitudes of CO

are observed to be about 1.01 and 0.62 ppm, respectively, during winter and

spring. The monthly diurnal cycle of CO (Figure 3.7b) shows minimum (0.156

ppm) amplitude in July and maximum (1.85 ppm) in October. After October the

diurnal amplitude keep on decreasing till summer. The evening peak contributes

significantly to the diurnal amplitude of CO. The largest amplitude in CO cycle is

observed in autumn (1.36 ppm) while smallest amplitude is observed in summer

(0.24 ppm). The diurnal amplitudes of CO are observed to be about 1.01 and

0.62 ppm, respectively, during winter and spring. The monthly diurnal cycle of

CO (Figure 3.7b) shows minimum (0.156 ppm) amplitude in July and maximum
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(1.85 ppm) in October. After October the diurnal amplitude keep on decreasing

till summer.

3.6 Correlation between CO and CO2

The relationships of CO to CO2 can be useful for investigating the CO source

types and their combustion characteristics in the city region of Ahmedabad. For

correlations study, in principle the baseline levels to be removed from the mea-

sured mixing ratios. Although, the most ideal case of determining the background

levels are the continuous measurement of respective gases at a cleaner site. But

due to unavailability of measurements at cleaner sites, we use the 5th percentile

value of CO2 and CO for each day as a background for corresponding day. The

excess CO2 (CO2(exc)) and CO (CO(exc)) above the background for Ahmedabad

city, are determined for each day after subtracting the background mixing ratios

from the hours of each day (CO2(exc) = CO2(obs) - CO2(bg), CO(exc) = CO(obs) -

CO(bg)).
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Figure 3.8: (a) Correlation of excess CO above background (CO(exc)) with the

excess CO2 above background (CO2(exc)) during all the four seasons using 30 minutes

averaged data. (b) The diurnal variation of the ∆CO(exc)/∆CO2(exc) slopes during all

the four seasons. The colour bar in this plot shows the correlation coefficient (r2) for

corresponding time.
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We use robust regression method for the correlation study. It is an alternative

to least squares regression method and more applicable for analysing time series

data with outliers arising from extreme events (http://www.ats.ucla.edu/stat/

stata /dae/rreg.htm). Figure 3.8a illustrates the correlations between CO(exc) and

CO2(exc) for the four seasons. The impact of the possible sources of CO and CO2

varies from month to month and hence season to season. The lowest correlation

(r2 = 0.39, p = 0.0001) is observed during summer, with a ∆CO(exc)/∆CO2(exc)

ratio of 0.6 ± 0.1 ppb/ppm. Lowest correlation suggest that different mecha-

nisms control the levels of CO and CO2 during the summer season. As discussed

previously, higher biospheric productivity during this season mostly controls the

CO2 mixing ratios while CO mixing ratios are mostly controlled by the long range

transport and higher loss due to OH. Highest correlation (r2 = 0.76, p < 0.0001)

with ∆CO(exc)/∆CO2(exc) ratio of 8.4 ± 0.2 ppb/ppm is observed during spring

season. As seen previously that the diurnal cycle of CO2 is not significantly re-

moved by the biosphere during spring with lower draw down in daily CO2. Along

with this, higher VC during this season will result in very fast mixing. Therefore,

very fast mixing will mostly regulate their relative variation and hence, will re-

sults higher correlation in this season. Other factors like soil and plant respiration

during this period may also control CO2 mixing ratios due to which the correla-

tion coefficient is not equal to 1. The ratio of ∆CO(exc)/∆CO2(exc) is estimated

to be 8.5 ± 0.15 ppb/ppm (r2 = 0.52) and 12.7 ± 0.2 ppb/ppm (r2 = 0.55)

in autumn and winter, respectively. Relatively higher ratios during winter than

other three seasons indicates contribution of CO emission from additional bio-

fuel burning sources. The winter time ratio is similar to the airmass influenced

by both fossil fuel and biofuel emissions as discussed by [48] over PON. Using

CARIBIC observations, [129] also reported the ∆CO/∆CO2 ratio in the range of

15.6− 29.3 ppb/ppm from the airmass influenced by both biofuel and fossil fuel

burning in the Indo-Chinese Peninsula. Further, ∆CO/∆CO2 ratio is also ob-

served of about 13 ppb/ppm in South-east Asian outflow in February-April, 2001

during the TRACE-P campaign and suggest the combined influence of fossil fuel

and biofuel burning [130]. The narrow range of the ratios from autumn to spring
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(8.4 - 12.7 ppb/ppm) suggests that the dominance of common and local emission

sources during these seasons, and this range is correspond to the range of anthro-

pogenic combustion sources (10-15 ppb/ppm) in developed countries [131–133].

Table 3.1: Emission ratios of CO/CO2 (ppb/ppm), derived from emission factors

(gases emitted (in grams) per kilogram of fuel burned).

Biomass burning Transport Industry Domestic

Crop-residuea,b,c Dieseld,e,f Gasolined,f Coal Coald,f Biofuelc,d

45.7− 123.6 8.6− 65.2 33.5 23.5− 40.4 53.3− 62.2 52.9− 98.5

a [134]; b [135]; c [65]; d [136]; e [137]; f [138]

The ∆CO(exc)/∆CO2(exc) slope and their correlation may depend on the time

of the day due to the variation in different controlling factors on their levels.

Hence, we computed the diurnal cycle of ∆CO(exc)/∆CO2(exc) slope for all the

seasons by binning the data for both hour and month (3 month × 24 hrs) as

shown in Figure 3.8b. The colours indicate the correlation coefficients (r2) for

respective hour. These ratios do not reflect the diurnally varying PBL height,

but rather the diurnally varying mix of fossil fuels and biogenic sources. The

∆CO(exc)/∆CO2(exc) slopes show very distinctive diurnal variation, being higher

(30 − 50 ppb/ppm) in the evening rush hours with very good correlation (r2 >

0.85) and lower (5− 20 ppb/ppm) in the afternoon hours with lower correlation

(r2 = 0.5−0.6) during all the four seasons. Negative and lower slopes in afternoon

hours during summer season indicate the higher biospheric productivity during

this period. The slopes and their correlations are fairly comparable for all the four

seasons in the evening rush hours which indicate stronger influence of common

emission sources. Slopes during this time can be considered as fresh emissions

since dilution and chemical loss of CO can be considered negligible for this time.

These observed ratios are much lower than ratios related to domestic sources but

are similar transport sector mostly dominated from gasoline combustion (Table

3.1). Except summer, the overall ratios in all four seasons were found in the range

of 10-25 ppb/ppm during the daytime and 10-50 ppb/ppm during nighttime.
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3.7 Top-down CO emissions from observations

If the emissions of CO2 are known for study locations, the emissions of CO can be

estimated by multiplying the correlation slopes and molecular mass mixing ratios

[62, 66]. Final emissions of CO will depend on choosing the values of correlation

slopes. The slopes should not be biased from particular local sources, chemical

processing and PBL dynamics. We exclude summer data as the CO2 variations

mainly depend on the biospheric productivity during this season. As discussed

previously, the morning and evening rush hours data are appropriate for tracking

vehicular emissions, while the afternoon data are affected by other environmental

factors, e.g., the PBL dynamics, biospheric activity and chemical process. The

stable, shallow nighttime PBL accumulates emissions since the evening and hence

the correlation slope for this period can be used as a signature of the city’s

emissions. Hence, we calculate the slopes from the data corresponding to the

period of 2300 − 0500 hrs. Additionally, slopes for morning hours (0600 − 1000

hrs), afternoon hours (1100−1700 hrs), and night hours (1800−0600 hrs) are also

used for estimating the CO emissions to study the difference in the estimation of

CO emissions due to choice of different times for slopes. The CO emission (ECO)

for Ahmedabad is calculated using the following formula,

ECO =

αCO MCO

MCO2

ECO2 , (3.1)

Where, αCO is the correlation slope of CO(exc):CO2(exc) in ppb/ppm, MCO is

the molecular mass of CO in g/mol, MCO2 is the molecular mass of CO2 in g/mol

and ECO2 is the CO2 emission in Gigagram (Gg) over Ahmedabad. The Emis-

sion Database for Global Atmospheric Research (EDGAR) version 4.2 emission

inventory reported an annual emissions of CO2 at 0.1◦ × 0.1◦ for the period of

2000− 2008 (http://edgar.jrc.ec.europa.eu/overview.php). It reported an annual

CO2 emission of 6231.6 Gg CO2 year−1 by EDGARv4.2 inventory over the box

72.3◦ < longitude < 72.7◦E, 22.8◦ < latitude < 23.2◦N) which contain Ahmed-

abad coordinates in the center of the box. We assume that the emissions of CO2

are linearly changing with time and using increasing rate of emission from 2005 to

2008, we extrapolate the emission of CO2 for 2014 over same area. The bottom-
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up CO2 emission for the Ahmedabad is thus estimated of about 8368.6 Gg for

the year of 2014. Further, for comparing the estimated emission with inventory

emissions we extrapolated the CO emissions also for the year of 2014 using same

method applied as for CO2. We assumed the same slopes for the year of 2008

and calculate CO emission for that year also. The slope values for different time

period, estimated and inventory emissions of CO using different values of slope

are given in Table 3.2.

Table 3.2: Estimates of the CO emission for the year of

2014 using the CO2 emission from EDGARv4.2 emission inventory

(http://edgar.jrc.ec.europa.eu/overview.php) over the box (22.8◦ < latitude <

23.2◦N, 72.3◦ < longitude < 72.7◦E) and CO(exc):CO2(exc) slopes observed from

different time periods dataset. The correlation coefficient for corresponding slopes

are given inside the bracket in slope column. Monsoon data are not included for

calculating slopes.

Time (IST)
Slope (ppb/ppm)

Correlation coefficient (r2)

EDGAR Emissions

(Gg)
Estimated Emissions

(Gg)
CO2 CO

2300 - 0500 hrs
13± 0.14

(0.71)
69.2± 0.7

0600 - 1000 hrs
11.4± 0.19

(0.56)
60.7± 1.0

1100 - 1600 hrs
14.9± 0.19

(0.61)
8368.6 45.3 79.3± 1.0

1800 - 0500 hrs
34.6± 0.37

(0.58)
184.2± 1.9

Full day (24 hr)
10.8± 0.09

(0.53)
57.5± 0.5

The correlation between CO(exc) and CO2(exc) for the period of 2300−0500 hrs

is very tight and slope for this period can be considered for estimating the fossil

fuel CO emissions for Ahmedabad. Using this slope and based on CO2 emissions

from EDGAR inventory, the estimated fossil fuel emission for CO is observed

69.2 ± 0.7 Gg for the year of 2014. The EDGAR inventory underestimates the

emission of CO as they give the estimate about 45.3 Gg extrapolated for 2014.
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The slope corresponding to the night hours (1800 − 0600 hrs) give the highest

estimate of CO. Using all combinations of slopes, the derived CO emissions are

always higher than the bottom-up EDGAR emission inventory.

3.8 Diurnal tracking of CO2 emissions

CO has virtually no natural sources in an urban environments except oxidation

of hydrocarbons. As we discussed earlier that incomplete combustion of fossil

fuels is the main sources of CO in urban environments and therefore can be used

as a surrogate tracers to attribute CO2 enhancements to fossil fuel combustion

on shorter timescale. Several studies have demonstrated that the ratio of the

excess mixing ratios of CO and CO2 in background mixing ratios can be used to

determine the fraction of CO2 from fossil fuels and validated this method using

carbon isotope (∆14CO2) measurements [52, 60, 63, 139,140]. This quantification

technique is more practical, less expensive and less time consuming in comparison

to the 14CO2 method [141]. For performing this analysis, the background mixing

ratios of CO and CO2 and the emission ratio of CO/CO2 from anthropogenic

emissions are required. The methods for calculating the background mixing ra-

tios of CO2 and CO are already discussed in Section 3.6.

Figure 3.9a shows the excess diurnal variations of CO2 above the background

levels during different seasons. As discussed in the previous section, the vehicular

emissions are major emission sources over the study locations. For calculating the

emission ratio of CO/CO2 from the vehicular emissions, we used the evening time

(1900-2100 hrs) mixing ratios of CO2(exc) and CO(exc) for whole study period since

correlation for this period is very high. The other reason for choosing this time is

that there is insignificant contribution of biospheric in CO2 and no chemical loss of

CO. We assume that negligible influence of other sources (open biomass burning,

oxidation of hydrocarbons) during this period. The emission ratio for this time

is calculated to about 47 ± 0.27 ppb CO/ppm CO2 with very high correlation

(r2 = 0.90) (Figure 3.9b) after excluding those data points, corresponding for
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Figure 3.9: (a) Diurnal cycle of excess CO2 over background levels during all the

four seasons. (b) Correlation between excess CO and CO2 for evening hours (1800-

2100 hrs) during the study period. Contributions of fossil fuel (c) and biosphere (d)

in the diurnal variation of excess CO2 in all the four seasons.

which the mean wind speed is greater than 3 ms−1 for avoiding the effect of fast

ventilation and transport from other sources. The tight correlation imply that

there is not a substantial difference in the emission ratio of these gases during the

measurement period from November, 2013 to June, 2015. CO2(exc) and CO(exc)

will be poorly correlated with each other if their emission ratio varies largely

with time, assuming the correlation is mainly driven by emissions. Since this

ratio is mostly dominated by the transport sector, this analysis will give mainly

the fraction of CO2 from the emissions of transport sector. We define it as

RCO/CO2(V eh)
. The standard deviation, which is very small, shows the uncertainty

associated with slope. The contribution of transport sector (CO2(V eh)) in the

diurnal cycle of CO2 is calculated using following formula.
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CO2(V eh) =
CO(obs) − CO(bg)

RCO/CO2(V eh)

(3.2)

where CO(obs) is the observed CO mixing ratio and CO(bg) is the background

mixing ratio of CO. Uncertainty in the CO2(V eh) is dominated by the uncertainty

in the RCO/CO2(V eh)
and by the choice of CO(bg). The uncertainty in CO2(V eh)

due to the uncertainty in the RCO/CO2(V eh)
is about 0.5% or 0.27 ppm and can be

considered negligible. As discussed in Section 2.3.1, the uncertainty in the mea-

surements of CO(bg) is very small and also can be considered negligible. Further,

the contributions of CO2 from other major sources are calculated by subtract-

ing the CO2(V eh) from the excess mixing ratios of CO2. These sources are those

sources which do not emit significant amount of CO and can be considered mostly

as natural sources (respiration), denoted by CO2(bio).

The average diurnal cycles of CO2 above its background for each seasons are

shown in (Figure 3.9a). The diurnal pattern of CO2(V eh) (Figure 3.9c) reflects

the pattern like CO, because we are using constant RCO/CO2(V eh)
for all seasons.

Overall, this analysis suggests that the anthropogenic emissions of CO2 from

transport sectors during early morning from 0600 to 1000 hrs varied from 15 to

60% (4-15 ppm). During afternoon hrs (1100− 1700 hrs), the vehicular emitted

CO2 varied from 20 to 70% (1 − 11 ppm) and during evening rush hours (1800-

2200 hrs), it varies from 50 to 95% (2-44 ppm). During night/early morning hours

(0000-0700 hrs) respiration contributes from 8 to 41 ppm of CO2 (Figure 3.9d).

The highest contributions from 18 to 41 ppm are observed in the autumn from

the respiration sources during night hours, since there is more biomass during

this season after the South Asian summer monsoon. During afternoon hours,

lower biospheric component of CO2 could be due to a combination of the effects

of afternoon anthropogenic emissions, biospheric uptake of CO2 and higher PBL

height.
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3.9 Model - Observations comparison of CO2

In this section, we compared the CO2 observations with the ACTM model sim-

ulated CO2. The model descriptions has been discussed in Chapter 2. The

comparison results are discussed in following sections.

3.9.1 Diel cycle comparision

We first evaluate the ACTM in simulating the mean diurnal cycle of CO2 over

Ahmedabad by comparing model simulated surface layer mean diurnal cycle of

CO2. The atmospheric mixing ratios of CO2 are calculated by adding the an-

thropogenic component, oceanic component, biospheric component from CASA

process model. Figure 3.10a and Figure 3.10b show the residuals (hourly mean -

daily mean) of diurnal cycles of CO2 based on the observations and model simu-

lations, respectively.

The model shows very little diurnal amplitude as compared to observational

diurnal amplitude. Larger differences and discrepancies in night time and morning

CO2 mixing ratios between the model and observations might be contributed by

diurnal cycle of the anthropogenic fluxes from local emissions and biospheric

fluxes, and uncertainties in the estimation of PBL height by the model. Hence,

there is a need for efforts in improving the regional anthropogenic emissions as

well as module for estimating the PBL height. It may be pointed out that the

model’s horizontal resolution (1.125◦ × 1.125◦) is coarse for analysing local scale

observations. However, the model is able to capture the trend of the diurnal

amplitude, highest in autumn and lowest in summer. Figure 10c shows better

agreement (r2 = 0.56) between the monthly change in modelled and observational

diurnal amplitude of CO2 from monthly mean diurnal cycle however, the slope

(m = 0.17) is very poor. We include the diurnal amplitudes of CO2 for November

and December, 2013 also for improving the total number of data points. The

model captured the spread in the day time mixing ratio of CO2 from summer

to spring with a difference that model shows lower mixing ratio of CO2 during
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Figure 3.10: Anomaly of the diurnal cycle of CO2 (in ppm) for (a) observations

and (b) modal simulation over Ahmedabad in all the four seasons. Please note that

the scales of model and observational diurnal cycles are different. (c) Correlation

between observed and model simulated monthly mean diurnal cycle amplitudes.

noon hours in autumn while observations show lowest in summer. Most of the

atmospheric CO2 uptake occur following the Southwest monsoon season during

July-September [57] and as a consequences we observe the lowest CO2 mixing

ratio during the from the measurements during this season. But the model is not

able to capture this feature since CASA biospheric flux (Figure 3.6) shows highest

productivity in autumn and hence lowest mixing ratios of CO2 in autumn during

daytime. This also suggest that there is a need for improving the biospheric

flux for this region. It is to be noted that CASA model used a land use map

corresponding the late 1980s and early 1990s, which should be replaced by rapid

growth in urbanised area in Ahmedabad (area and population increased by 91%

and 42%, respectively, between 1990 and 2011). The model resolutions may be

another factor for discrepancy. As shown by Ballav et.al. [142], a regional model

WRF-CO2 is able to capture both diurnal and synoptic variations at two closely
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spaced stations within 25 km. Hence, the regional models could be helpful for

capturing these variabilities.

3.9.2 Seasonal cycle comparison

Figure 3.11a shows the performance of ACTM simulating mean seasonal cycle of

CO2 over Ahmedabad by comparing model simulated mean surface seasonal cycle

of CO2. As discussed previously, the data is not available for the period of March

- June, 2014. For visualizing the compleate seasonal cycle of CO2, we include

the monthly mean mixing ratios of CO2 of the year of 2015, in place of data

gap period. The seasonal cycles are calculated after subtracting the annual mean

from each month, and corrected for growth rate using the observations at MLO

(using same de-trending method discussed in Section 3.4). For comparison, we

used the seasonal cycle calculated from afternoon time average monthly mixing

ratios, since model is not able to capture the local fluctuations and produce better

agreements when boundary layer is well mixed. In Table 3.3 we present the sum-

mary of the comparisons of model and observations. The model reproduces the

observed seasonal cycle in CO2 fairly well but with low seasonal amplitude about

4.15 ppm compared to 13.6 ppm observed. Positive bias during summer depicts

the underestimation of biospheric productivity by CASA model. The highest root

mean square error is observed to be 3.21% during summer. For understanding

the role of biosphere, we also compared the seasonal cycle of CO2 from noon time

mean data with the seasonal cycle of CO2 fluxes over South Asia region which is

taken from the [57] where they calculated it using a inverse model with including

CARIBIC data and shifted a sink of 1.5 PgC yr−1 sink from July to August and

termed it as “TDI64/CARIBIC-modified”. Positive and negative values of flux

show the net release and net sink by the land biosphere over the South Asia.

This comparison shows almost one to one correlation in the monthly variation

of CO2 and suggest that the lower levels of CO2 during July, August and higher

level in April are mostly due to the moderate source and sink of South Asian

ecosystem during these months, respectively. Significant correlation (r = 0.88)

between South Asian CO2 fluxes and monthly mean CO2 data for day time only
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suggest that the day time levels of CO2 are mostly controlled by the seasonal

cycle of biosphere (Figure 3.11b).

Figure 3.11: (a) The red circles and blue triangles show the mean seasonal cycles

of CO2 (in ppm) using afternoon values only, calculated from measurements and the

model over Ahmedabad. The green rectangles show the seasonal cycles of CO2 flux

over South Asia, calculated from TDI64/CARIBIC-modified inverse model as given

in [57]. (b) Blue bar and red bar show the correlation coefficient (r) of model CO2

mixing ratio of biospheric tracer and fossil fuel tracer component with observed mixing

ratios of CO2 taking the entire annual time series of daily mean data, respectively. The

green bar shows the correlation coefficient between the monthly residuals of afternoon

mean only and the CO2 flux over South Asia.

Separate correlation between individual tracers of model and observed data

has been studied to investigate the relative contribution of individual tracer com-

ponent in the CO2 variation (Figure 3.11b). We did not include the oceanic tracer

and observed CO2 correlation result, since no correlation has been observed be-

tween them. The comparison is based on daily mean of entire time series. Cor-

relation between biospheric tracers and observed CO2 have been found negative.

This is because during growing season biospheric sources act as a net sink for

CO2. Correlation of observed CO2 with fossil fuel tracer has been observed fairly

well (r = 0.75). Hence, individual tracers correlation study also give the evidence

of the overall dominance of fossil flux in overall mixing ratios of CO2 over Ahmed-

abad for entire study period, and by assuming fossil fuel CO2 emission we can

derive meaningful information on biospheric uptake cycle.
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Table 3.3: Model performance metrics used to quantify the level of agreement

between model simulations and observations. These statistics are based on hourly

values in each day.

Parameter Winter Autumn Monsoon Annual

MB (ppm) −2.72 12.64 −2.45 2.27

FGE (%) 0.96 3.12 2.0 1.76

RMSE (ppm) 5.21 12.82 9.14 8.60

RMSE (%) 1.27 3.21 2.20 2.09

This study suggests that the model is able to capture seasonal cycle with

lower amplitude for Ahmedabad. However, the model fails to capture the diurnal

variability since local transport and hourly daily flux play important roles for

governing the diurnal cycle and hence there is a need for improving these features

of the model.

3.10 Highlights

We report simultaneous in-situ measurements of CO2 and CO mixing ratios in

the ambient air at Ahmedabad, a semiarid urban region in western India using

laser based CRDS technique during November, 2013 - June, 2015 with a gap

from March, 2014 to June, 2014. The observations show the range of CO2 mixing

ratios from 382 to 609 ppm and CO mixing ratios from 0.07 to 8.8 ppm, with the

average of CO2 and CO to be 416 ± 19 ppm and 0.61 ± 0.6 ppm, respectively.

The highest mixing ratios of both the gases are recorded for lower ventilation

and for winds from north-east direction, representing CO2 and CO transported

from anthropogenic sources. The lowest mixing ratios of both the gases are ob-

served for higher ventilation and for the south-west direction, where air travels

from the Indian Ocean. Along with these factors, the biospheric seasonal cycle

(photosynthesis outweighs respiration during growing season and reverse during

fall season) also controls the seasonal cycle of CO2. The lowest day time CO2
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mixing ratios ranging from 382 to 393 ppm in August, suggest for the stronger

biospheric productivity during this month over the study region, in agreement

with an earlier inverse modelling study. This is in contrast to the terrestrial

flux simulated by the CASA ecosystem model, showing highest productivity in

September and October months. Hence, the seasonal cycles of both the gases

reflect the seasonal variations of natural sources/sinks, anthropogenic emissions

and seasonally varying atmospheric transport. The annual amplitudes of CO2

variation after subtracting the growth rate based on the Mauna Loa, Hawaii data

are observed to be about 26.07 ppm using monthly mean of all the data and

13.6 ppm using monthly mean of the afternoon period (1200-1600 hrs) data only.

Significant difference between these amplitudes suggests that the annual ampli-

tude from afternoon monthly mean data only does not give true picture of the

variability. It is also to be noted that most of the CO2 measurements in India

are based on day time flask samplings only.

Significant differences in the diurnal patterns of CO2 and CO are also ob-

served, even though both the gases have major common emission sources and

effects of PBL dynamics and advection. Differences in their diurnal variability

is probably the effect of terrestrial biosphere on CO2 and chemical loss of CO

due to reaction with OH radicals. The morning and evening peaks of CO are

affected by rush hours traffic and PBL height variability and occur almost same

time throughout the year. However, the morning peaks in CO2 changes its time

slightly due to shift in photosynthesis activity according to change in Sun rise

time during different seasons. The amplitudes of annual average diurnal cycles

of CO2 and CO are observed about 25 and 0.48 ppm, respectively (Table 3.4).

Both gases show highest amplitude in autumn and lowest in summer.

The availability of simultaneous and continuous measurements of CO2 and

CO have made it possible to study their correlations during different times of the

day and during different seasons. The minimum value of slope and correlation

coefficient of 0.8 ± 0.2 ppb/ppm and 0.62, respectively are observed in summer.

During other three seasons, the slopes vary in narrow range (Table 3.4) and in-



84 Chapter 3. Study of CO2 and CO over an urban location

Table 3.4: Summary of results for the study period. The “exc” refer to the excess

mixing ratios of CO2 and CO after subtracting the background mixing ratios.

Period Mean (ppm)
Diurnal amplitude

(ppm)

Correlation

CO(exc):CO2(exc)

CO2 CO CO2 CO
Slope

(ppb/ppm)

Correlation

coefficient (r2)

Monsoon 400.3± 6.8 0.19± 0.13 12.4 0.24 0.6± 0.1 0.39

Autumn 419.6± 22.8 0.72± 0.71 40.9 1.36 8.5± 0.2 0.52

Winter 417.2± 18.5 0.73± 0.68 31.7 1.01 12.7± 0.2 0.55

Spring 415.4± 14.8 0.41± 0.40 15.9 0.62 8.4± 0.1 0.76

Annual 413.0± 13.7 0.50± 0.37 25.0 0.48 8.3± 0.7 0.62

dicate about the common emission sources of CO during these seasons. These

slopes lie in the range (10 -15 ppb/ppm) of anthropogenic sources in developed

countries, e.g., Japan. This suggest that the overall emissions of CO over Ahmed-

abad are mostly dominated by the anthropogenic (fossil fuel) combustion. These

slopes also show significant diurnal variability having lower values (about 5-20

ppb/ppm) during noon hours and higher values (about 30-50 ppb/ppm) during

evening rush hours with highest correlation (r>0.9). This diurnal pattern is simi-

lar to the traffic density and indicate the strong influence of vehicular emissions in

the diurnal pattern of CO. Further, using the slope from the evening rush hours

(1800-2200 hrs) data as vehicular emission ratios, the contributions of vehicular

emissions and biospheric emissions in the diurnal cycle of CO2 have been segre-

gated. At rush hours, this analysis suggests that 90-95% of the total emissions

of CO2 are contributed by vehicular emissions. Using the relationship, the CO

emission from Ahmedabad has been estimated. In this estimation, fossil fuel de-

rived emission of CO2 from EDGAR v4.2 inventory is extrapolated linearly from

2008 to 2014 and it is assumed that there are no year-to-year variations in the

land biotic and oceanic CO2 emissions. The estimated annual emission CO for

Ahmedabad is estimated to be 69.2 ± 0.7 Gg for the year of 2014. The extrapo-

lated CO emission from EDGAR inventory for 2014 shows a value smaller than

this estimate by about 52%.
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The observed results of CO2 are also compared with an atmospheric general

circulation model based chemistry transport model simulated CO2 mixing ratios.

The model captures some basic features like the trend of diurnal amplitude, sea-

sonal amplitude etc, qualitatively but not quantitatively. The model captures

the seasonal cycle fairly good but the amplitude is very less as compared to

the observations. Similarly, performance of the model capturing the change in

monthly averaged diurnal amplitude is quite good (r2 = 0.56), however the slope

is very poor. We also examined the correlation between the hourly averaged

observed CO2 and tracer of fossil fuel from model simulation and found fairly

good correlation between them, which suggests that the overall levels of CO2

over Ahmedabad are mostly controlled by the fossil fuel combustion throughout

the year, while biosphre controlls mostly the day time levels of CO2.





Chapter 4

Tropospheric distributions of

CO2 and CO

As discussed in the previous chapter, measurements of surface level CO2 and

CO over an urban region are very useful for understanding the nature of their

dominant emissions sources and subsequently also helpful for the purpose of miti-

gation polices. The natural fluxes of CO2 are about an order of magnitude higher

than the anthropogenic ones, they get more or less balanced seasonally while the

latter accumulates. Hence, better understanding about the regional biospheric

fluxes of CO2 play a crucial role in predicting the future levels of CO2 and hence

future climate also. However, the regional scale (e.g. sub-continent and coun-

try level) fluxes of GHGs are uncertain especially over the South Asian region;

i.e., the estimated uncertainty is larger than the value itself [21, 43]. The main

reasons for these uncertainties are the limited measurements of CO2 over these

regions. The inverse modelling approach is well known for estimating fluxes of

greenhouse gases from the in-situ measurements together with an atmospheric

chemistry-transport model (CTM). The consistency of estimated flux depends

on the accuracy of observations and ability of CTM to simulate atmospheric pro-

cesses. Therefore, high quality continuous measurements of GHGs combined with

CTM simulations provide a great opportunity to understand the characteristics of

regional biospheric fluxes of CO2. The CTM model running at coarse horizontal

resolution (grid size > 2◦ × 2◦) often suffer from under-prediction of the diurnal

87
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and seasonal variations in CO2 at surface level in a strong source region [67, 68].

The free tropospheric distributions of CO2 contain the information about its re-

gional signature, as against the surface level measurements, which are affected by

local emissions. Thus, the vertical profile measurements in the free troposphere

are extremely useful for learning about the regional emissions, transport effects

and to improve/verify the estimates of regional budgets based on inverse mod-

elling of measurements at surface stations [69].

CO is one of the most important atmospheric pollutants, responsible for the

75% sink of hydroxyl radicals (OH) and thereby affecting the oxidizing capacity

of the troposphere as well as contributing to the overall positive radiative forcing

(0.23 ± 0.7 Wm−2) by affecting the concentrations of GHGs such as CH4 and

O3 [35, 36]. Being an important precursor of tropospheric O3, it greatly influ-

ences the air quality. The mean atmospheric lifetime of CO varies from a few

weeks in lower troposphere to about 3 months in upper troposphere. Due to its

long lifetime, it can get transported globally, but does not become evenly mixed

in the troposphere. This makes CO an excellent tracer to study the long range

transport of pollutants in the atmosphere [143,144]. Therefore vertical measure-

ments of CO will be helpful for constraining the skill of long transport of global

chemistry models.

Systematic and accurate vertical profile measurements of CO2 are not avail-

able over India except for the recent measurements over Delhi (also known as New

Delhi) by the CONTRAIL (Comprehensive Observation Network for Trace gases

by Airline) program. The only other measurements of CO2 in the troposphere

over the Indian region are from the CARIBIC (Civil Aircraft for the Regular

Investigation of the Atmosphere Based on Instrument Container) program [55].

While the CARIBIC measurements are based on flask air sampling at the float-

ing altitude of commercial aircrafts, the recent CONTRAIL measurements are

continuous covering full flight tracks including ascends and descends. This study

presents results of CO2 measurements based on the CONTRAIL tropospheric
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data over Delhi for the years 2007, 2010 and 2011 along with model simulations.

We use the 14 years (January, 2001 to December, 2014) MOPITT satellite re-

trievals for vertical distribution of CO. The details about the measurement and

used model configurations for this study have been discussed in Chapter 2.

4.1 Tropospheric distribution of CO2 over Delhi

The following sections give description and local meteorology of the site, tro-

pospheric distribution of CO2 over Delhi with a focus on its vertical gradient

in different seasons, seasonal cycle at different tropospheric altitudes and finally

comparison of the observed features with an atmospheric chemistry model.

4.1.1 Site description

Figure 4.1: The average monthly variation of temperature (red circle), rainfall

(blue bar), relative humidity (RH: mergenta triangle) and outgoing longwave radia-

tion (OLR: yellow square) over Delhi based on their monthly climatology (January,

2002 - December, 2011). The temperature and relative humidity data are taken from

Wunderground (http : //www.wunderground.com), rainfall data is taken from Trop-

ical Rainfall Measuring Mission (TRMM) satellite and outgoing longwave radiation

(OLR) data is taken from National Centers for Environmental Prediction (NCEP)

reanalysis.
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Delhi (28.4◦N, 77.2◦E, 213 m AMSL), the capital of India having population

of about 11 million in 2011 (http : //www.census2011.co.in/city.php), is a major

metropolis city in northern India. Large scale industries and three coal power

plants are running in Delhi. It shows the typical features of humid subtropical

climate, which is characterized by intensely hot summers and cold winters. The

rain is brought by the southwest monsoon in the mid of June and continues till

the end of September ranging from 80 mm (in June) to 210 mm (in July). The

monsoon causes higher RH values (average around 65% − 72%) during this pe-

riod. The average annual rainfall is approximately 714 mm. The air is driest

during April and May (average RH around 32%). Heavy fog during mild win-

ter (starts in late November and peaks in January) is responsible for higher RH

(62% − 72%) during this period (Figure 4.1). The average temperature shows

a strong variability (higher value of about 33◦C in May-June and lower about

13◦C in January) over Delhi. The OLR shows lowest value during monsoon and

indicate for the deep convection during this season.

4.1.2 Vertical distribution of CO2

This section discusses about the seasonally varying tropospheric distributions of

CO2 over Delhi for the years of 2007, 2010 and 2011 using aircraft measurements

from the CONTRAIL program and seasonally averaged model simulations. Pro-

file data are available from about 0.7 km height to about 11 km whenever a Japan

AirLines aircraft equipped with the CONTRAIL instrumentation comes to Delhi.

All data are binned for every 200 m and average CO2 mixing ratios are calculated.

These individual profiles have been used to calculate average profiles for the four

seasons, Winter (DJF), Spring (MAM), Summer (JJA) and Autumn (SON) of

each year. Data for May and July months are not available for 2007 and 2010

respectively. Similar procedure has been used to calculate season average profiles

from the model simulated concentrations at the observation site.

Figure 4.2a-c shows the seasonal-mean vertical profiles of CO2 over Delhi from
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Figure 4.2: Vertical distributions of CO2 during different seasons over Delhi, India

for the years 2007, 2010 and 2011 using aircraft measurements from the CONTRAIL

(Comprehensive Observation Network for Trace gases by Airline) program and ACTM

simulations.

the CONTRAIL data. The observed profiles show large seasonal variability. Most

of the profiles show almost constant vertical profiles in the 2 to 10 km height of

the free troposphere. The monsoon season profiles show lowest CO2 values as

compared to other seasons in the troposphere. There is also a sharp increase in

CO2 mixing ratios from the lowest height around 1 km but this increase is slower

above about 2 km height. Further, this effect of increase is strong during 2010.

Low CO2 in the lower height (<2 km height) is caused by the effect of strong

biospheric productivity during the monsoon period [57] along with the dominance

of cleaner air from oceanic region. On the contrary, the autumn profiles show

a sharp decrease in CO2 levels from about 1 to about 2 km height. This could
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be due to a shallow boundary layer during this season and the fact that total

emissions exceed terrestrial biospheric uptake. This decrease continues till about

8 km but at a slower rate. The free tropospheric values are higher during autumn

as compared to the monsoon values for all the three years. These average profiles

in the winter season do not show much variability except below about 1 km in

the troposphere. CO2 levels during winter are slightly higher than those in the

autumn season in the free troposphere (altitude >2 km). Highest levels of CO2

are observed at all the altitudes in the spring season as compared to all other

seasons in all the three years. This is expected due to dry season and respiration

dominating the uptake due to photosynthesis. The mixing ratio of CO2 also de-

creases with height but the change is slower as compared to autumn season. It

could be due to the higher atmospheric mixing during this period. The CO2 levels

of the average profiles for each year are in between autumn and winter seasons.

The model average CO2 profiles also show similar feature. The observed increase

rate of CO2 over Delhi in the free troposphere is about 2.04 ppm yr−1 during this

period (2007-2011). This is similar to the increase rate observed at other Indian

stations like Hanle: 2.1 ppm yr−1 and Pondicherry: 1.7 ppm yr−1; [48]) as well

as at Mauna Loa, USA: 2.13 ppm yr−1).

Figure 4.2d-f also shows the ACTM model simulated averaged seasonal profiles

of CO2. The model results are sampled for the day and hour of observation over

Delhi. The model profiles for each season for these three years also show similar

trend as observed with lowest values in monsoon and highest in the spring season.

The model is able to capture higher CO2 values in the lowest height (<2 km) but

it does not capture such sharp change in this height range during monsoon. Also

the spread in the free troposphere during all these seasons is much lower than the

observations. The index of agreement (r2) between observed profiles and model

simulated profiles shows that the model has good skill in simulating the vertical

variations during autumn, winter and spring (r2 = 0.65 - 0.90) but poor in sim-

ulating during monsoon variability (r2 = 0.45 - 0.50).
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Figure 4.3: The aircraft based and ACTM simulated monthly average distribu-

tions of CO2 from 1 km to 11 km over Delhi, India for the years 2007, 2010 and 2011.

The monthly average is calculated after removing the trend for each month data of

all the three years.

Variations of CO2 in the troposphere based on average monthly values at

200 m intervals for all the years of 2007, 2010 and 2011 are shown in Figure

4.3. Before averaging the monthly mixing ratios of CO2 for the years of 2007,

2010 and 2011, the CO2 monthly averaged values are detrended by subtracting

a global mean growth rate of CO2 observed at Mauna Loa (MLO), Hawaii, i.e.,

2.13 ppm yr−1 or 0.177 ppm/month (www.esrl.noaa.gov/gmd/ccgg/trends/) for

clearly depicting the seasonal cycle amplitude. This detrending is needed for

making complete seasonal cycle from CONTRAIL measurements with data gaps

in some of the months of these years. The contour plot shows lower vertical gra-

dient in CO2 mixing ratios during the spring months (March-May) below 4 km.

It indicates higher atmospheric mixing during this season. The model partially

captures this feature and shows mixing with a lower decreasing trend through-

out the troposphere during this period. From November to February the model

shows higher levels above 2 km as compared to the observations. In a nutshell,

the ACTM model is able to capture the general features of CO2 distributions

including the vertical propagation of seasonal cycle of CO2, however the CO2

concentrations above 2 km altitude are overestimated mostly during winter. In
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addition, the model shows higher vertical upward transport during spring and

monsoon. These features of ACTM simulations could be due to coarse model res-

olution (∼ 2.8× 2.8 deg), and lack of observational data to constrain the surface

fluxes by inversion [57].

4.1.3 Seasonal variation of CO2

The atmospheric CO2 is taken by plants to conduct photosynthesis. Each year,

during the growing phase of terrestrial vegetation, considerable amount of CO2 is

taken up from the atmosphere and it is returned to the atmosphere through the

respiration or through the decay of the plants. Hence, the growing and decay-

ing cycle of terrestrial vegetation predominantly creates a seasonal variation in

the atmospheric CO2 concentrations. The oceanic flux component does not show

strong seasonal variation compared to the terrestrial biosphere, and the emissions

due to fossil fuel burning and cement production are typically aseasonal, partic-

ularly in the regions of tropical climate.

Figure 4.4: The annual variations of CO2 at different tropospheric heights over

Delhi, India average for the years 2007, 2010 and 2011 using aircraft measurements

from the CONTRAIL (Comprehensive Observation Network for Trace gases by Air-

line) program and model simulations.
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After averaging the monthly mixing ratios of CO2, the monthly anomaly has

been calculated by subtracting the annual average from monthly mean values.

Figure 4.4 shows the averaged seasonal cycle of CO2 at different tropospheric

region (lower troposphere (LT; at 1 km), middle troposphere (MT; at 5 km) and

upper troposphere (UT; at 9km)) using the aircraft measurements and model

simulations. A strong seasonal variation is observed in CO2 in the LT height.

The CO2 levels start increasing from February to April, thereafter start decreas-

ing, attains lowest mixing ratios in month of August. After August, again CO2

levels start increasing. It is mainly due to the seasonal change in the South Asian

ecosystem production. It acts as a moderate source of carbon during April-May

and weak sink in December-January due to the prolonged dry season combined

with a rapid rise in air temperature. From June onwards, arrival of monsoon rain-

fall causes higher ecosystem production and hence CO2 levels sharply decreases.

In the MT and UT the low levels are observed till the month of October and

further higher peak is observed during the period of May-June.

Table 4.1: Modified Normalized Mean Bias (MNMB) of ACTM relative to aircraft

observations over Delhi.

Region
MNMB in %

Winter Spring Monsoon Autumn

LT (1− 1.5 km) 0.4 −0.2 1.34 0.1

MT (1.5− 6 km) 0.3 −0.3 1.0 0.7

UT (6− 10 km) 0.4 0.3 0.9 0.7

The model is able to capture the seasonal cycle of CO2 at LT height, but the

maxima and minima are shifted by about one month. This discrepancy has been

discussed in [57,77] and they attribute this underestimation mostly to uncertain-

ties in the terrestrial biospheric fluxes. The model also largely underestimates

the annual amplitude (maximum - minimum). The observation and the model

shows annual amplitudes at LT to be 17.0 ppm and 8.3 ppm respectively. It is

to be noted that amplitude of decreasing phase of vegetation is higher than the



96 Chapter 4. Tropospheric distributions of CO2 and CO

amplitude of increasing phase. As we move from LT to MT and UT, the annual

amplitude decreases significantly but annual cycle remains same except little shift

in peak from April to May. At both height regions (MT and UT) seasonal cycles

closely match with the model simulated seasonal cycles. Both observations and

model show higher correlations at MT and UT heights (r2 = 0.86) as compared

to LT height. Table 4.1 shows the statistical parameters for model validation,

i.e., modified normalized mean bias (MNMB) of ACTM Model relative to air-

craft observations. The MNMB is observed highest during monsoon season at all

heights while lowest is observed in winter season. Overall bias is observed lowest

and equal in MT and UT height. It reflects that the observations at MT and UT

heights are more reliable for validating the coarse resolutions model.

Figure 4.5: The annual variations of CO2 over Delhi and Ahmedabad from ob-

servations and model (ACTM) simulations. The annual cycle over Delhi is calculated

using monthly average mixing ratios of CO2 for the years 2007, 2010 and 2011 after

removing the trend from the monthly mean values, while the annual cycle of CO2 over

Ahmedabad is calculated using the afternoon mean mixing ratios of CO2 for the year

of 2014. More details about Ahmedabad seasonal cycle of CO2 have been discussed

in Chapter 3.

Further, we compare the averaged seasonal cycle of CO2 over Delhi (∼ 1 km)

with the seasonal cycle of surface level CO2 at Ahmedabad (Figure 4.5). Both

seasonal cycles almost show one to one correlation; maximum mixing ratios in

April and minimum in August. The observed annual amplitude at Delhi about
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3 ppm higher than the annual amplitude observed at Ahmedabad. It suggests

that the ecosystem around Delhi experiences stronger seasonal climate variation

(peak-to-trough temperature, in particular) as compared to the ecosystem around

Ahmedabad. Over both locations, ACTM model largely underestimates the sea-

sonal amplitudes as well as shows the discrepancy in capturing higher and lower

mixing ratios of CO2 in its annual cycle.

4.1.4 Effect of rainfall on seasonal distribution of CO2

It is very well known that soil water and atmospheric CO2 are two essential com-

ponents for the growth of vegetation. Therefore, there could be a connection

between rainfall which is significant source of water for terrestrial biosphere and

atmospheric CO2 [57]. In this section, we discuss about the link between amount

of rainfall and lower tropospheric levels of CO2 over Delhi.

The southwest monsoon winds, bring significant rainfall during southwest

monsoon months from June to September. In order to study the connection

between precipitation and CO2 uptake by plant, we choose two years; 2010 and

2011, since the rainfall amount varies significantly in these two successive years.

We choose the annual cycle at 1 km, since this altitude remains always within the

boundary layer and hence the annual cycle reflects the effect of local activities.

To understand the terrestrial CO2 sources and sinks, the basic way is to com-

pare or subtract the background concentration either from the free troposphere

or from a remote background site [145]. Concentrations higher than background

indicate a source and those lower indicate a sink. We take the monthly mean

concentration of CO2 at 8 km altitude as background for 1 km height for cor-

responding month and subtract CO2 concentration at 8 km altitude from 1 km

altitude for each month. Relation between precipitation and biospheric uptake

of atmospheric CO2 is well reflected in the annual cycle of CO2 in both the years

(Figure 4.6a). During the monsoon month of 2010, the precipitation is observed

higher as compared to that in 2011 (Figure 4.6b). Figure 4.6a shows that, in the

month of June, 2011 the precipitation was about 150 mm higher than the June
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Figure 4.6: (a) Seasonal variation of excess CO2 concentrations at 1 km alti-

tude for the years of 2010 and 2011 over Delhi. The excess concentrations of CO2

are calculated at this height by subtracting the monthly concentrations of CO2 at

8 km altitude. (b) Monthly variation of precipitation over Delhi from the Tropical

Rainfall Measuring Mission (TRMM) rainfall data for the years of 2010 and 2011.

(c) Seasonal variation of excess CO2 concentration, simulated from the atmospheric

chemistry transport model (ACTM) for 2010 and 2011.

month of 2010 and hence the CO2 levels are observed about 2 ppm lower due to

significant uptake in June of 2011 as compared to CO2 levels in this month of the

year of 2010. Again, significant rain fall during August and September months of

2010 have reduced the CO2 levels by about 1 ppm and 1.7 ppm respectively as

compared to the year of 2011. Thus, the summer monsoon is most important for

providing water for vegetation during this season as well as soil moisture for the

rest of season. Therefore, the level of precipitation is important for vegetation,

agriculture as well as removing the CO2 from the atmosphere by plants. We also

calculate the annual cycle of CO2 for both the years from ACTM model (Figure
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4.6c). The model is not able to capture the effect of rainfall in the uptake of CO2

for the year of 2010 because the monthly total CASA fluxes did not vary between

years. The model-observations agreement depends greatly on the surface fluxes

incorporated in the ACTM. Hence, like the previous model-observations compar-

ison over Ahmedabad (in Chapter 3), this comparison also suggests additional

improvement of the ecosystem model CASA, which produces a much weaker sea-

sonal cycle.

4.2 Tropospheric distribution of CO

So far we have discussed about the tropospheric distributions of CO2 over Delhi.

Now we will discussed the tropospheric distributions of CO from satellite based

measurements over different regions of India including Delhi also. These selected

urban regions have very different ecosystems in India.

4.2.1 Sites descriptions and meteorology

Figure 4.7 shows locations of the study regions in the map of India. Table 4.2

shows the grid size used for extracting the CO data from MOPITT retrievals as

well as the geographical information and population residing in the major cities

inside the grid boxes. We have already discussed about the local meteorology over

Delhi in Section 4.1.1. Hence, here we will discuss about the local meteorology

over the remaining study regions.

Dibrugarh, a small city located in the northeast part of India, is a rural, conti-

nental site. It has a humid subtropical climate with extremely wet summers and

relatively dry winters. Ahmedabad, a densely populated (5.5 million), industrial-

ized, metropolitan city located in western India. Large scale industries like textile,

automobile etc. are located in and around Ahmedabad. The city has a 400 MW

coal fired power plant. Ahmedabad has a hot semi-arid climate. Hyderabad, an

urban city in central India, lies in the northern part of the Deccan Plateau. It
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Figure 4.7: Study locations for the vertical distributions of CO, marked by circles.

This map is taken from the Google.

Table 4.2: Details of major cities inside the latitude and longitude grid box

taken for the study. Altitudes of corresponding cities are above mean sea level

(AMSL). Population details are taken from the Indian census of 2011 (http :

//www.census2011.co.in/city.php)

Locations Lat,Long

(◦N,◦E)

Lat-span

(◦N)

Long-span

(◦E)

Altitude

(m, AMSL)

Population

(Million)

Delhi 28.4, 77.2 27.5-29.5 76.5-78.5 213 11.07

Dibrugarh 27.5, 95.0 26.5-28.5 93.5-95.5 108 0.13

Ahmedabad 23.0, 72.5 22.5-24.5 71.5-73.5 55 5.5

Hyderabad 17.4, 78.5 16.5-18.5 77.5-79.5 542 6.8

Trivandrum 8.6, 77.0 7.5-9.5 76.5-78.5 10 3.3

is a densely populated (6.8 million in 2011) city and its outskirts are covered by

large industrial sectors of metal, paints, tanning and pharmaceuticals. It has a

tropical wet and dry climate bordering on a hot semi-arid climate. Trivandrum

(also known as Thiruvananthapuram) is a tropical coastal city, located on the

west coast of India and bounded by the Arabian Sea to its west and the Western

Ghats to its east on the southern tip of the Indian peninsula. The city has a

population of around 3.3 million according to the census of 2011. It has a climate
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that borders between a tropical savanna climate and a tropical monsoon climate.

Hence, it does not experience distinct seasons. Average variability of surface air

temperature, relative humidity, rainfall and OLR are shown in Figure 4.8.

Figure 4.8: Seasonal variations of temperature, rainfall, relative humidity (RH)

and OLR, based on their monthly climatology (2002-2011) over CO study regions.

The temperature and relative humidity data are taken from “Wunderground” (http :

//www.wunderground.com), rainfall data is taken from Tropical Rainfall Measuring

Mission (TRMM) satellite and OLR data is taken from National Centers for Environ-

mental Prediction (NCEP) reanalysis.

4.2.2 Vertical distribution of CO

Average seasonal vertical distributions of CO from 900 hPa to 100 hPa based on

all the data from 2001 to 2014 for all the five regions are shown in Figure 4.9.

The seasons discussed in this section and further sections are correspond to the
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northern hemispheric or boreal seasons. In general, highest CO mixing ratio are

observed at 900 hPa in all the seasons except monsoon over most of the regions,

due to upward air motion and cleaner marine air. However, the vertical variabil-

ity is very different from place to place and from season to season. The opposite

seasonal cycle mixing ratios of CO at 300-200 hPa during monsoon are observed

higher than the mixing ratio at 900 hPa.
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Figure 4.9: The seasonal climatology (2001-2014) of vertical profiles of CO over

all the study regions from MOPITT satellite. The blue triangles show the winter

(DJF), magenta stars show spring (MAM), green rectangles show monsoon (JJA) and

grey circles show the autmn seasons. The CO mixing ratios are given in ppb. The

shaded area shows the ± 1σ standard deviation of corresponding levels.

CO mixing ratios are highest in the winter closely followed during autumn

and lowest in the monsoon at 900 hPa over Delhi region. Higher values of CO
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during winter are due to shallow planetary boundary layer (PBL). It decreases

with height from 900 hPa to 100 hPa during winter and spring, however, we find

a decrease in concentrations from 900 hPa to around 500 hPa and an increase at

pressures lower than 500 hPa (300-200 hPa) in autumn and monsoon, with the

highest values around 200 hPa during monsoon. The vertical gradient is found

to be lowest in monsoon as compared to other seasons. It shows comparatively

fast mixing over Delhi during this season. CO mixing ratios decrease faster above

200 hPa in all the four seasons. The mixing ratios at 100 hPa have minimum

variability (low standard deviation).

CO distribution over Dibrugarh region shows similar variability but the mix-

ing ratios are almost comparable during winter and spring followed by autumn

and lowest in the monsoon. Its concentrations in this region are dominated by

biomass burning, which is higher in the spring. The shallow boundary layer could

be responsible for higher CO during winter. During spring, higher CO levels are

observed from surface to 600 hPa in comparison to other seasons which may be

due to higher mixing of surface polluted air up to this height due to higher bound-

ary layer height. The monsoon profile corresponds to only one month profile (for

14 year period= mean of 14×1 = 14 profiles) due to unavailability of retrieval

data and shows almost comparable CO mixing ratio from 800 hPa to 200 hPa. It

indicates the uniform and higher mixing due to the deep convection during this

season. The mixing ratio in monsoon at 200 hPa is highest compared to other

seasons.

Vertical distribution of CO over Ahmedabad region shows similar features as

observed over Delhi. Its values at 900 hPa during winter are higher than in other

seasons (90 - 152 ppb). One notable change is that, its levels at 300 - 200 hPa are

higher than the surface mixing ratio during monsoon. Its profile during monsoon

does not show significant decreasing trend (86 to 92 ppb) with height up-to 400

hPa and thereafter it starts increasing and gets peaked (118 ± 14 ppb) at 200

hPa. This indicates that the mixing is stronger, which transports the surface CO
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very fast up to higher pressure level. The peak mixing ratio in monsoon at 200

hPa is observed higher than other study regions except Hyderabad. Significant

peak in CO at 300-200 hPa is observed during autumn as well. Concentrations

of CO over Hyderabad at 900 hPa during winter and autumn are significantly

higher than over other study regions. The decreasing slope from 900 hPa to 700

hPa is observed highest during winter in comparison to other seasons. It could

be mainly due to shallow boundary layer during this season. It also shows very

weak vertical gradient during monsoon from 800 hPa to 400 hPa just like over

Ahmedabad. Further, a peak of CO is observed at 200 hPa, which is compar-

atively higher than the value of CO at 900 hPa during monsoon. In addition

to this, the CO profiles also show significant increase at 200 hPa in other three

seasons.

Vertical distribution of CO over Trivandrum region shows distinct features

as compared to other study regions. The CO profiles show almost negligible

vertical gradient from 800 hPa to 500 hPa in all the four seasons, which reflect

the dominance of vertical mixing up to this height. Above 500 hPa, the CO

mixing ratios start increasing up to 200 hPa in all the four seasons. CO peaks

during spring, winter and autumn dominant over the monsoon peak at 200 hPa.

It is totally an opposite feature than over other study regions, where monsoon

peak dominates over other seasons.

4.2.3 Seasonal Cycle: Amplitude and Inter-annual Vari-

ability

The seasonal cycle of CO is governed mainly by three processes: emissions, trans-

port (advection and convection) and chemistry. The nature of seasonal variation

is not consistent and vary from station to station and with height. Figure 4.10

shows the climatological mean seasonal variations of CO at 900 hPa and 300 hPa

along with climatological mean pseudo CO retrievals by MOZART and EMAC

models for the common period of January, 2001 to December 2007. The CO levels

around 900 hPa are mostly affected by surface emissions while around 300 hPa,
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are mostly affected by transport (convection as well as advection). In order to

quantify the average seasonal cycles and inter-annual variability of CO at 900 hPa

and 300 hPa, we calculate the metrics of seasonal cycle amplitude (A, root mean

square amplitude of the annual cycle), and inter-annual variability (V, RMS of

the standard deviations of the 12 months around the annual cycle) at 900 hPa

and 300 hPa. These parameters (A, V) are estimated according to the procedure

followed by [146].

A =

√
1

12

∑
m

(ξm − η̄)2, (4.1)

where ξm is mean seasonal cycle and η̄ is the arithmetic mean of ξm, which

can be defined as

ξm =
1

n

∑
y

ξym, (4.2)

η̄ =
1

12

∑
m

ξym. (4.3)

The inter-annual variability in seasonal cycle can be represented as RMS of

the standard deviations of 12 months in the annual cycle

V =

√√√√√√√
∑
m

∑
y

(ξym − ξm)2

∑
m

nm
. (4.4)

These results are given in Table. 4.3 for the selected pressure levels (900 and

300 hPa). For the purpose of broad classification, [146] defined distinctly seasonal

and mostly inter-annual cases as those where A > 1.5V and V > 1.5A respec-

tively.

In general, the mean seasonal cycle of CO shows higher levels in winter months

and lower levels in monsoon months at 900 hPa. Higher levels in winter are due to

the lower boundary layer height and due to decreased loss with OH radicals [147].

In addition to this, all study regions are mostly influenced by polluted continental
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Table 4.3: Seasonal cycle amplitude (A) and inter-annual variability (V) metrics

of CO in ppb as discussed in the text for selected pressure levels and for all the regions.

Regions 900 hPa 300 hPa

Delhi A = 25 V = 15 A = 10 V = 9.8

Dibrugarh A = 26 V = 14 A = 8 V = 9

Ahmedabad A = 36 V = 17 A = 7 V = 14

Hyderabad A = 49 V = 20 A = 10 V = 13

Trivandrum A = 47 V = 13 A = 5 V = 12

air masses during this season. Hence, winter maxima is a combination of chem-

ical, meteorological and transport factors. During summer, prevailing southwest

monsoon over study regions, brings the cleaner air masses from the surround-

ing marine regions. It causes lower CO at 900 hPa during this season over all

the study regions. The CO levels over Delhi and Dibrugarh during monsoon

months are observed higher as compared to other study regions. This is because

Ahmedabad, Hyderabad and Trivandrum regions are nearby the surrounded ma-

rine regions and get the cleaner marine air mass, while Delhi and Dibrugarh

regions are farthest from marine regions and mostly influenced by marine and

continental mixed air mass during monsoon. Trivandrum region exhibits lowest

CO levels during monsoon, because south-west monsoon first hits Trivandrum.

Dibrugarh shows higher CO mixing ratio during March also in comparison to

other study regions. It is mainly caused by the biomass burning over north-east

India which is a major controlling factor in the seasonal variation of CO over this

region [148,149]. All study regions show distinct seasonal behaviour at 900 hPa.

Hyderabad and Trivandrum show comparable higher seasonal cycle, with root

mean square amplitudes of 49.2 and 47.2 ppb respectively at this pressure level.

In contrary to 900 hPa, observations at 300 hPa show higher CO mixing ratios

in monsoon months and lower in boreal winter months, over Delhi, Dibrugarh and

Ahmedabad (Figure 4.10). Delhi region shows CO peak in the month of July,

Dibrugarh and Ahmedabad show in the month of August. Surprisingly, Trivan-
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Figure 4.10: Seasonal variations of CO at 900 hPa and 300 hPa from MOPITT

satellite, MOZART and EMAC models using 7 years monthly climatology (2001-2007)

over all the study regions. The mixing ratios are given in ppb. The annual cycles from

both models represent pseudo retrievals, which are obtained using the mixing ratios

from both the models and MOPITT averaging kernels and the a-priori profiles. Red

triangles show MOPITT CO mixing ratios while green dash lines and solid blue lines

correspond to MOZART and EMAC simulated CO respectively.

drum does not show this feature. Hyderabad does not show any clear picture and

behaves like a transition region for winds and shows two peaks in the month of

July and September. Kar et al., [124] also observed a development of plume of

high CO mixing ratios in July over north and east of the Indian subcontinent,

which reaches its maximum intensity in August. This plume is associated with

the trapping of the convectively uplifted pollutants from the Indian and Chinese

regions in the so - called Tibetan anticyclone [150]. Higher levels of CO at upper

tropospheric heights during monsoon over the Indian subcontinent have also been

discussed in several other studies [58,125,126,151]. During September, the plume

moves equator ward to Southeast Asia and subsequently dissipates. The plume

mostly covers the Delhi, Dibrugarh, Ahmedabad and Hyderabad regions during

its development phase and hence responsible for higher CO levels over these re-

gions during July and August. During the dissipating time, the plume touches

Hyderabad region and hence cause for higher levels of CO during September over

Hyderabad at 300 hPa [124]. Trivandrum region shows minima in monsoon at

300 hPa, which is a totally different feature than over other regions. Convection
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as well as advection due to the long range transport control the seasonal cycle

of CO at 300 hPa at most of the study regions and will be discussed in Section

reftransport. The seasonal amplitude at this pressure level is found higher over

Delhi and Hyderabad region (A = 10 ppb and 9.5 ppb respectively). In contrary

to 900 hPa, the annual variability dominates on the seasonal variability at 300

hPa over all of the study regions. Mostly inter-annual behaviour dominates at

300 hPa over Ahmedabad, Hyderabad and Trivandrum.

4.2.4 Long-range transport of CO in the upper tropo-

sphere

Figure 4.11 shows contour plot of vertical distributions of CO over all the study

regions based on monthly averaged climatology for the period of 2001-2014. As

mentioned previously, we averaged only those data points which have daytime

DFS values are greater than 1.2 and hence, using this filtering criteria some

monthly profiles get removed. In view of this, there are no profiles of CO for May

and July over Dibrugarh and for May over Ahmedabad and Hyderabad. This

contour plot is slightly different than the contour in Figure 4.14 due to distinct

time period. High levels of CO are observed in the 300 - 200 hPa region mostly

during Asian summer monsoon over all the regions except Trivandrum. In fact,

lower levels of CO are observed at this height range during monsoon over Trivan-

drum. CO levels are highest (122 ppb) over Delhi in July and over Ahmedabad

in August (131 ppb) at 200 hPa. It could be due to the pollutants carried aloft by

deep convection activity over India and China and trapped within the anticyclonic

wind during the Asian summer monsoon as discussed earlier. Higher levels of CO

are also observed over Hyderabad, Trivandrum and partially over Ahmedabad in

the height range of 300 -200 hPa during other seasons as well. The rest of the

study regions Delhi and Dibrugarh which represent northern and eastern regions

of India, do not show this feature. Since there is no direct emission sources of

CO except the photochemical production of CO at this height region (300 - 200

hPa), it could be due to transport from some intense source regions of CO.
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Figure 4.11: CO distribution in the troposphere average for the period of 14 years

(2001-2014) of MOPITT monthly climatology over all the study regions. The colours

denote the range of CO mixing ratios in ppb.

Further, the 12 year seasonal climatology (January, 2001 - December, 2012)

of fire counts detected by the MODIS have been employed (see Figure 4.12a), to

investigate the effect of seasonal variations in fires on climatological CO levels.

It clearly shows that the widespread burning occurs during winter over Central

Africa, northern parts of South America, Thailand and Myanmar. The major fire

activities occur in S-SE Asia (India, Thailand, Myanmar, Vietnam etc.) and in

Central Africa in spring. During monsoon it shifts towards South Africa and Cen-

tral South America while during autumn major fire activities occur over Central

South America, Central and South Africa and Northern Australia and Indonesia.

The biomass burning activities emit huge amounts of CO over these regions dur-

ing these periods. OLR values are lower (< 240 W m−2) over fire active regions,

which indicate about the deep convection during these seasons. The emitted CO

from these fire active regions get lifted up rapidly by deep convection process.

Climatology of global distribution of CO at 300 hPa (Figure 4.12b) clearly
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Figure 4.12: (a) The longterm (January, 2001 to December, 2012) seasonal aver-

age of fire counts from MODIS satellite. (b) The lower four plots show the 14 years

(2001-2014) climatology of MOPITT CO mixing ratios (in ppb) at 300 hPa height for

all the four seasons.

shows that most of the major hot spots of CO are those regions where biomass

burnings are intense at surface. These plots also confirm the convection over

these regions independently. Once the surface CO reaches at 300 hPa, it starts

advecting by strong winds at this height. Most of southern parts of India have

higher levels of CO at this pressure level in all the seasons (Figure 4.12b).

The 7 day kinematic back trajectories (Figure 4.13) are computed for 10 km

(∼ 300 hPa) altitude using the Hybrid Single Particle Lagrangian Integrated
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Figure 4.13: The 7 day air mass back trajectories using HYSPLIT model at 10

km altitude (nearer to 300 hPa) over all the study regions during the four seasons. The

altitude of these trajectories is shown by the colour bar. The trajectories are calculated

corresponding to MOPITT overpass time over equatorial region (1030 GMT = 1600

IST) for alternate days (started from 1st January) for the years of 2002 and 2012

(approx. 365 trajectories over each study region).

Trajectory Model (HYSPLIT) (http://ready.arl.noaa.gov/HYSPLIT.php) for the

alternate days of the years of 2002 and 2012. The trajectories are calculated cor-

responding to the MOPITT overpass time over equatorial region at 1600 IST.

The air-mass over all the study regions spend almost 90% time between 9-12 km

except monsoon. During monsoon, the trajectories are mostly originating from

the lower altitudes. The trajectories over Delhi and Dibrugarh during winter,

spring and autumn are coming mostly from the northern parts of Africa which is

the desert region. During monsoon these trajectories are confined over the Asian

region due to anticyclonic circulations. However, during spring, the back trajecto-

ries over Ahmedabad are mostly coming from the central African region bringing

higher levels of CO. During autumn part of the trajectories are coming from cen-
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tral Africa and part from SE-Asia bringing higher levels of CO over Ahmedabad.

The monsoon trajectories are similar to those over Delhi and Dibrugarh regions.

Over Hyderabad, back trajectories during winter and spring show mostly their

origins from the fire active region of central Africa. Therefore, during these two

seasons, the long-range transport of polluted air from these fire active regions

could enhance CO levels at 300 hPa over Hyderabad also. On the other hand,

the trajectories for the autumn are confined comparatively in a smaller region

due to low wind speed and indicate the transport of mixed air from SE-Asia and

the Arabian Sea. Although no major fire counts have been observed over SE-Asia

during autumn in the range of back trajectories but CO levels are already higher

at 300 hPa over Thailand, Myanmar and Indian Oceanic region (Figure 4.12b),

mostly due to the vertical transport of CO enriched air mass due to biomass

burning over Indonesia [152].

Trivandrum has different wind patterns at 300 hPa than over other regions.

Here, mostly the winds are coming from the east direction during all the seasons.

The 7 day back trajectories do not have specific direction during winter and

spring. As seen in Figure 4.13, these trajectories cover large parts of south India

and south-east Asian region including Thailand and Myanmar. Hence, higher

levels of CO over Thailand and Myanmar due to fires there, could be responsible

for higher levels of CO over Trivandrum during winter and spring. During mon-

soon and autumn, the trajectories show clearly their origins from the south-east

Asian region. However, there are no fire in SE-Asian region in the monsoon. As

discussed earlier, higher levels of CO during autumn could be due to fires over the

Indonesia region. Along with it, deep convection during autumn over Trivandrum

may also contribute to the high CO values at 300 hPa.

4.2.5 Comparison with model simulations

This section presents the comparison of monthly climatology of MOPITT CO

with two chemistry-transport models (MOZART and EMAC) simulated CO cli-

matology from January, 2001 to December, 2007. The satellite retrievals cannot
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be compared directly with model simulations, since satellite retrieval depends on

the a priori information of retrieved gas and relative sensitivity of the retrievals

to different pressure levels in the atmosphere. Thus, the modelled profiles are

transformed first to the so called âĂĲpseudo-retrievalâĂİ. The MOPITT aver-

aging kernel AMOPITT and the a priori constraint vector P a
MOPITT are applied to

the models (MOZART and EMAC) CO profiles PMODEL to obtained the pseudo

retrievals of model profiles using the following equation as discussed in [80] and

in [117]

P pr
Model ≡ P a

MOPITT + AMOPITT (PMODEL − P a
MOPITT ) (4.5)

where Pa
MOPITT , AMOPITT and PMODEL represents the MOPITT ’a-priori’

profile, averaging kernel matrix and Model simulated CO profiles respectively.

In order to make the comparison of seasonal profiles of CO with MOZART and

EMAC model simulated CO profiles, we have calculated the modified normalized

mean biases (MNMB), in order to take account of asymmetry between the cases

of under and over prediction, which is already discussed in Chapter 2. Figure

4.10 shows the seasonal cycle of CO at 900 hPa and 300 hPa from MOPITT

observations and model simulations. At 900h hPa, both the models reproduce

fairly well seasonal pattern and amplitude of CO over all the study regions. The

model simulations are very close to the observations during winter and spring

months with a difference that EMAC mostly underestimates (MNMB varies from

5% to 20%) and MOZART mostly overestimates the observations (MNMB varies

from −1% to −15%). During monsoon and autumn months, the mixing ratios

of CO are overestimated by both the models (MNMB varies from −5% to −35%).

Over Delhi region, both the models show one month lag in the increasing

phase of CO seasonal cycle at 900 hPa level. MOPITT CO data show increase

after July while models show increase in June. In March, the significant increase

in the levels of CO over Dibrugarh region which is due to the impact of extensive

biomass burning in eastern Indian region, is captured well by both models sim-

ulations. The model’s simulated and observed CO are very close to each other
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Figure 4.14: Comparison of CO contours from MOPITT satellite, and pseudo

retrievals of EMAC and MOZART models using the 7 years monthly climatology

(from 2001 to 2007) over all the study regions. The pseudo retrievals are calculated

using model simulations and MOPITT averaging kernels and a-priori profiles.

over Ahmedabad and Trivandrum regions. At 300 hPa, the seasonal pattern

is again fairly reproduced by both the models over all the study regions except

Trivandrum. In this altitude region, the models mostly underestimate (MNMB in

the range of 2-30% in different locations) in comparison to lower altitude region.

Generally, the models capture the peak during monsoon months quiet well but

with a lag of one or two months. Over Trivandrum, the EMAC results show a

peak during monsoon months while observations and MOZART do not show any

peak during these months. The seasonal pattern by MOZART is captured very

well at this height. CO contour plots based on the MOPITT and the pseudo-

retrieval profiles from both the models for all the five regions are shown in Figure

4.14. This figure clearly shows that both models reproduce very well monsoon

high at 300 hPa altitude region due to the deep convection, while the vertical

gradients are partially captured by both models during all seasons. Overall both

the models capture significantly the higher levels of CO over Ahmedabad, Hy-

derabad and Trivandrum regions during autumn seasons, which are mostly due
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to the long-range transport of CO from Africa and SE-Asia as discussed in the

previous section. It seems that basic transport patterns in the troposphere are

simulated well by both the models.

4.3 Highlights

In this chapter we discussed the vertical distributions of CO2 using aircraft based

measurements from CONTRAIL program for 3 years period over Delhi. Further,

the distributions of CO2 during different seasons are compared with an ACTM

model and finally the effect of rainfall on the lower tropospheric levels of CO2

is discussed. This chapter also discusses the role of long range transport over

different Indian regions using the 14 years tropospheric CO data from the MO-

PITT satellite measurements. The following salient points are extracted from

this study.

1. The CO2 profiles show lower values below about 1 km height during the

south-west monsoon season compared to the middle and upper troposphere.

This is due to net uptake of CO2 during the monsoon season and net emis-

sion during other seasons.

2. The amplitude of seasonal variability in CO2 shows direct, but a delayed link

with the strength of Indian summer monsoon rainfall in Delhi. The model

simulations are more close to the observations in the upper troposphere (3-8

km) as compared to lower troposphere (below 3 km).

3. A comparison between the observed and model simulated seasonal cycle of

CO2 shows that the model simulations are more close to the observations in

the upper troposphere (3-8 km) as compared to lower troposphere (below 3

km). Furthermore, like to surface observations of CO2 at Ahmedabad, the

model also shows a 1 month shift in the minima of CO2 seasonal cycle over

Delhi, which suggests again the need for improvement in the biospheric flux

from CASA model.
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4. Highest CO mixing ratios are observed in the winter (DJF) at 900 hPa over

all the study regions due to the shallow boundary layer and possibly due to

reduced chemical destruction as well. Dibrugarh region, shows higher CO in

the spring (MAM) season as compared to all the study regions due to dom-

inating contribution from biomass burning in that region. Lowest mixing

ratios at this pressure level are observed during the summer monsoon (JJA)

over all the regions. This is mainly due to the sweeping of Indian region

by cleaner marine air mass carried by the south-west Indian monsoon. The

CO levels over Delhi and Dibrugarh during monsoon are observed higher

and over Trivandrum lowest in comparison to other study regions. This is

because Delhi and Dibrugarh gets mixed air mass of continental and oceanic

origin and Trivandrum gets direct from the Indian Ocean at 900 hPa.

5. We observe a reversal in the vertical decreasing trend above the height

of 500 hPa with a peak around 300 - 200 hPa height region. Further, it

is noted that this peak level is highest during monsoon at all the regions

except Trivandrum. This is likely due to convection of polluted air getting

trapped in the anticyclonic wind system. Higher levels of CO in this pressure

range are also observed in other seasons over Ahmedabad, Hyderabad and

Trivandrum. This has not been reported so far in the literature to the best

of our knowledge. The 7 day back trajectories calculated using HYSPLIT

model show the transport from biomass burning affected regions of central

Africa and SE- Asia.

6. Unlike to CO2 seasonal cycle in the lower troposphere (in PBL) and upper

troposphere over Delhi, where the seasonal phase remains same, CO shows

opposite seasonal cycles in the lower troposphere (900 hPa) and upper tro-

pospheric height (300 hPa) with lower values during monsoon at 900 hPa

and higher values at 300 hPa, over all the study regions except Trivandrum,

which highlights the role of deep convection during monsoon and effects of

long-range transport during other seasons.

7. Monthly climatology of satellite data have been compared with the clima-
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tology simulated using MOZART and EMAC models. The models are able

to capture the broad features like seasonal variability at 900 hPa, peak at

300 hPa during Asian summer monsoon due to the deep convection and

vertical gradients.





Chapter 5

Methane characteristics at an

urban location

Atmospheric CH4 is the second major human-linked GHG after carbon dioxide

(CO2) and contributes about one-fifth to the increase in radiative forcing since

1750 [1]. Besides its role in climate, it plays a central role in both tropospheric and

stratospheric chemistry [153, 154]. The atmospheric mixing ratios of CH4 have

increased by 150% from ∼0.7 ppm to ∼1.8 ppm during 1750 - 2011 [ [3], Please see

NOAA/AGAGE websites for recent data], with large year-to-year fluctuations in

its growth rate. The past three decades have witnessed an increasing atmospheric

CH4 in the 1980s but the growth rate slowed in the beginning of 1990s, plateaued

from 1999 to 2006 [30] and since 2007 the CH4 burden (total amount of CH4 in

the air) has resumed [27,34]. The reason for these observed changes still remains

uncertain due to the limited understanding of what controls atmospheric CH4

budget. CH4 has shorter lifetime (about 9 years) than CO2 (about 120 years),

and many other GHGs; thus a reduction in its anthropogenic emission (∼ 64%

of current global total CH4 emissions [22]) would be an effective way of abating

global warming in the near future. The urban areas are significant emitters

of CH4 per capita as compared to the rural areas due to economic activity and

hence measurements over these regions are helpful for understanding the nature of

dominant emission sources and subsequent planning for mitigation policies. India

is a very fast developing country and rapid growth in industrial, transportation

119
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and agricultural activities have led to the emission of several trace gases including

CO2, CH4 into the atmosphere [41, 108]. Time series measurements of CH4 in

India began with low frequency flask measurements collected biweekly from Cape

Rama since the year of 1993 [44] and afterwards measurements also started from

three new stations: Hanle, Pondicherry and Port Blair since the year of 2000 [44].

Furthermore, the measurements of CH4 mixing ratios from a high-altitude hill

station in the eastern Himalayas started from December 2011 to February 2013

employing gas chromatographic (GC) technique at the sampling frequency of 10

-15 minutes [155]. None of these measurements represent the urban emissions.

To realize the need of the study over urban areas, this chapter presents the results

of CH4 measurements over an urban location in western India i.e., Ahmedabad.

It discusses the temporal variability of CH4 along with the estimation of its total

emissions over Ahmedabad. Further, these observations of CH4 are compared

with simulations of two global chemistry transport models (CTMs) from which

we show that the resulting measurements could provide important constraints for

its top-down emission estimations.

5.1 Measurement technique

The atmospheric mixing ratios of CH4 are measured in the dried air stream using

CRDS technique based analyzer (Picarro-G2401). The ambient air is drawn in

through a 1/4-inch Teflon tube with a pump attached at the end of the instru-

ment. The air intake is capped with an inverted Teflon funnel conical beaker

to prevent liquid water from entering the sample line. The sample air passes

through a glass manifold (where excess moisture is removed during high humid-

ity condition), a 5 µm PTFE (polytetrafluoroethylene) filter (for removal of dust

particles) and another moisture removal system consisting of a 50-strand Nafion

dryer (for removing the moisture to the level of 0.04% mixing ratio of H2O).

More details about the instrument setup and its calibration procedure have been

already described in Chapter 2.
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5.1.1 Time series analysis

The time series of CH4 is calculated using 30 minute average of every second

data for each day (Figure 5.1, blue triangles). We also derive the 5th percentile

lowest values of CH4 data for each day (over 24 hours window; red circles in

Figure 5.1). These values are considered as “background mixing ratios” of CH4

for corresponding days, since these levels are minimally influenced by the local

emission sources [156]. Further, on the basis of wind direction during different

seasons [157], the wind regimes are divided in three categories; 1. When air

masses over the study location originated from the south west direction (clean

oceanic air), 2. When air masses mostly originated from northeast (continental

air) and 3. North-west-south directions (continental and oceanic regime mixed).

Figure 5.1: Blue triangles show the time series of CH4 mixing ratios at Ahmed-

abad for the period of November, 2013 - February, 2014 and July, 2014 - June, 2015

using 30 minute average mixing ratios. Red circles show the 5th percentile mixing

ratios of CH4 for each day corresponding to same period. The shaded background

shows the dominance of air originated from different regions, classified based on the

prevailing wind direction over the study location.

The CH4 time series shows large day-to-day variations during the study pe-

riod. The highest and lowest mixing ratios of CH4 during this period are observed
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to be 10.50 and 1.80 ppm, respectively with a mean of 2.30 ± 0.58 ppm. Higher

levels as well as higher variability of CH4 are found during October to March,

corresponding to the period when the station is influenced by continental airmass

(Figure 5.1). Local meteorology also plays an important role in determining the

distribution of trace gases via dispersion and accumulation of these gases. Fur-

ther, the scatter plot (not shown here) shows a significant negative correlation

between observed wind speed and CH4 mixing ratios. The mixing ratios of CH4

were elevated (>2.40 ppm) under calm winds (<3 m s−1) due to accumulation of

local pollution. Typically, the calm wind and strong temperature inversion pro-

vide a favorable condition for the accumulation of air pollutants in the planetary

boundary layer (PBL). In the stronger wind regimes (> 3 m s−1), the impact of

dilution due to mixing with regional background air occurs. Most of the lower

mixing ratios in the high wind speed regimes were measured during the day-

time. It shows that CH4 levels are mostly controlled by local meteorology and

emissions in Ahmedabad. The frequency distribution of CH4 time series during

the study period shows that 63.7% of the observations are below 2.10 ppm and

93.3% are below 3.00 ppm. Maximum occurrence is in the range of 1.80 − 2.35

ppm contributing to 74.5% of total observations followed by CH4 values in the

ranges of 2.50 − 2.97 and 3.00 − 4.00 ppm contributing to 18.8% and 5.3%, re-

spectively. There are 224 events during this period of observations, when CH4

mixing ratios are observed higher than 4.00 ppm and occasionally CH4 mixing

ratios as high as 10.00 ppm are also observed. Higher plumes indicate strong

emission sources of CH4 in and around Ahmedabad. Maximum frequency of CH4

occurs at 2.08 ppm. The background mixing ratio of CH4 also exhibits higher

seasonal variability, which is probably due to changes in large scale circulation

patterns during different seasons. On the average, the observational site shows

higher mixing ratios of CH4 when air masses are of continental origins and loaded

with pollutants on their trajectory to Ahmedabad and it observes lower mixing

ratios, when the wind direction shifts from continental to oceanic region. The

mixing ratios of CH4 progressively decrease when wind speed start increasing and

air masses originate from mixed regime (continental as well as oceanic regions).
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5.2 Seasonal cycle of CH4

Like in Chapter 3, seasonal cycle of CH4 is calculated using monthly averages of

all the data and using monthly averages of afternoon period (1200−1600 hrs) data

only. In both the cases, values beyond mean ± 2σ are considered outliers and

not included in monthly average calculations. The afternoon average monthly

mixing ratios of CH4 will be used to compare its seasonal amplitude with other

available measurements over the Indian and surrounded regions, which are based

on weekly flask samples collected during noon hours.

Figure 5.2: Seasonal variations of CH4 using total (24 hrs) data and afternoon

data (1200 -1600 hrs) only, for the period of 2014-2015.

Figure 5.2 shows the monthly variations of CH4 from July, 2014 to July, 2015.

The total mean (all 24 hours value) mixing ratios of CH4 attain minimum levels

in July (1.88 ± 0.60 ppm) and peak in October (2.57 ± 0.47 ppm). Afterwards,

the mixing ratio of CH4 starts decreasing and continue till the end of May. The

afternoon mean mixing ratios of CH4 also show minima in July and maxima in

October, but later its mean levels remain almost constant till March and then

suddenly starts decreasing. These lower and higher mixing ratios of CH4 mostly
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correspond to the changing seasonal wind patterns from continental to oceanic

and oceanic to continental, respectively. Clear change in wind patterns in the

lower atmosphere over Ahmedabad has been shown in [158]. It is expected that

CH4 emissions peak in summer monsoon due to highest biogenic production in

wet seasons, but the influence of the lower background mixing ratios resulting

from the transport of southern hemispheric marine air over India, is compensat-

ing the effects of increased emissions. Along with it, the persistent large-scale

deep convection over the Indian subcontinent, which rapidly transports the low-

level air to higher altitudes and hence depletes the mixing ratios at the surface

level. The evidence of higher CH4 mixing ratios at the upper tropospheric level

due to deep convection during monsoon is also observed from the aircraft flask

measurements over India by the Civil Aircraft for the Regular Investigation of

the atmosphere Based on an Instrument Container (CARIBIC) project [59,127].

Along with these two main factors, increased loss from OH radicals could be an-

other important factor responsible for lower CH4 mixing ratio during the summer

monsoon. After monsoon, due to waterlogged, and flooded landfills and waste,

the biogenic emissions increase. The satellite observations over India show that

the waterlogged areas increase nearly threefold from the beginning to the end of

the monsoon resulting in increased wetland CH4 emissions [159]. The VC is lower

during October, which does not allow efficient dispersion of city emissions and

accumulation takes place. During autumn and winter, the winds are from the

IGP region, which is one of the most important regions for rice growing mainly

in the Kharif season (May to October) and the Rabi season (November to April).

The agricultural practices over this region contribute largely in the anthropogenic

biogenic emissions of CH4 since rice cultivation produces large emissions of CH4.

The winds from these regions may contribute additionally to the higher mixing

ratios of CH4 over the measurement site during this period. The VC values are

high, and mixed air masses from both continental and oceanic regions reach the

study location during spring. This combined effect results in lower levels of CH4

during spring.
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5.3 Comparison of seasonal cycle with other sites

This section gives the comparison of the annual cycle of CH4 at Ahmedabad

(from midday observations) with few other sites; Hanle (HLE, 32.7◦N, 78.9◦E,

4500 m a.s.l), Cape Rama (CRI, 15◦N, 74◦E, 60 m a.s.l), Pondicherry (PON,

12.0◦N, 79.8◦E, 20 m a.s.l), Port Blair (POB, 11.6◦N, 92.7◦E, 20 m a.s.l) and

Seychelles (SEY, 5◦S, 55◦E, 3 m a.sl). The observations at HLE, PON and POB

are corresponding to the period of 2007-2011, while Cape Rama and Seychelles

observations are corresponding to the year of 1999 and 2014, respectively. More

details about these observations can be found in [44] and [48]. Since the measure-

ment periods are different, in order to make comparison, we calculate the monthly

residuals by subtracting the annual mean from the monthly means over each site.

Figure 5.3 shows the CH4 seasonal variations observed at Ahmedabad compared

with these stations. For the sake of completeness, we include the monthly mean

of March-June data for the year of 2015, since these months data are not available

for the year of 2014 at Ahmedabad. This comparison shows the combined role

of emissions and seasonal transport pattern change. All stations except Hanle (a

free troposphere station) show similar seasonal pattern with the lowest mixing

ratios observed in summer period (JJA) and highest observed in autumn (SON)

and winter (DJF) periods.

Figure 5.4 shows the wind patterns during boreal winter (DJF), spring (MAM),

summer (JJA) and autumn (SON) seasons. These sites are clearly under the in-

fluence of north-east and south-west monsoon during winter and summer, respec-

tively. During spring and autumn, no clear directions of winds are observed and

local winds are dominating. During winter, Ahmedabad, CRI, PON and POB

observe air mass directly from the Indian subcontinent, which is one of the CH4

emission hot spots due to large livestock population and rice cultivation [160,161].

The summer high values at HLE are observed because the emission signal from

the Indian subcontinent are transported vertically due to the deep convection [48]

over this location. SEY is located in the intertropical convergence zone (ITCZ)

during boreal winter period which separates this site from Southern Hemispheric
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Figure 5.3: Seasonal variations of CH4 over different locations in and around

India. Monthly anomaly is calculated after subtracting the annual mean from the

monthly average mixing ratios of CH4. The data for Cape Rama has been taken

from [44], while Hanle, Pondicherry and Port Blair data have been used from [48].

Seychelles data are from NOAA [34].

Figure 5.4: Climatology (2009 - 2014) of seasonal wind pattern over Indian and

surrounding regions. The colours denote the wind speed in m s−1. The triangles

show different stations used for comparison with Ahmedabad. The wind fields have

been taken from National Centers for Environmental Prediction (NCEP) reanalysis

dataset.

(SH) air and hence air mass from the Indian and other continental regions can

cause higher levels of CH4 during this season. SEY also shows smaller increasing
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trend from May to August as compared to other study locations, which is due

to the influence of the Southern Hemispheric (SH) air at this site, when ITCZ is

located over India.

5.4 Diurnal variation of CH4

The diurnal cycles are calculated by averaging the CH4 mixing ratios at hourly

intervals from all the collected data every second for different seasons. Figure 5.5

shows seasonally averaged diurnal variation of CH4 (values beyond mean ± 2σ

are treated as outliers and not included in seasonal averaging).
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Figure 5.5: Diurnal variation of CH4 over Ahmedabad during all the four seasons.

In general two peaks, one in the morning (0700 - 0900 hrs) and second in the

evening (2000 - 2300 hrs) are observed in all the 4 seasons. In the summer and

spring seasons, the morning peak is not obvious. After the morning peak, CH4

starts decreasing up to 1600 hrs. The minimum levels in the afternoon are mostly

caused by the increasing mixing volume due to the expanded boundary layer

height. After this minimum around 1600 hrs, the CH4 mole mixing ratios increase

till 2200 hrs. Major emission sources of CH4 (wetlands, rice agriculture, landfills,

waste dump and industrial emissions) are relatively constant throughout a day.
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Leaks from CNG filling stations and from the CNG vehicles due to lower engine

efficiency may also contribute to CH4 emissions. The double peaks variations

during the morning and evening rush hours have also been observed for other

urban pollutants such as carbon monoxide and nitrogen oxide [77,123]. However,

given that vehicular exhausts are not a large emission source of CH4 and its major

sources are constant, the elevated levels during the evening and late night hours

and depleted levels during afternoon hours, reflect the characteristics of change in

the PBL depths throughout the day. The diurnal amplitude is observed minimum

(0.24 ppm) in monsoon and maximum (0.73 ppm) in autumn. During winter and

spring it is observed to be about 0.70 and 0.36 ppm, respectively.

5.5 Correlation analysis

Correlation studies of CH4 with CO and CO2 are useful to investigate the con-

tributions from different source sectors [62, 156]. In this study we focus on local

to regional emission sources, and for that reason it is necessary to remove the

background levels of these gases from their time series. The excess mixing ratios

of each of these gases, ∆Xexc, above the background mixing ratios are

∆Xexc = [X]− [X]o (5.1)

where X = CO2, CO and CH4, and [X]o denotes the background mixing ratio

of X. The method to define background CH4 concentrations is also applied to ob-

tain the background of CO2 and CO for each day distributions [156]. Slopes and

correlation coefficients are calculated using the robust regression linear fit method

since the slopes and the correlation estimated from this model are not significantly

affected by outliers (http://www.ats.ucla.edu/stat/stata/dae/rreg.htm). The 30

minute average data are used for the correlation study on diurnal, seasonal and

yearly scale. We denote CH4(exc):CO2(exc) and CH4(exc):CO(exc) correlation slopes

by ∆CH4(exc)/∆ CO2(exc) and ∆CH4(exc)/∆CO(exc), respectively. The character-

istics of these slopes are discussed in the following sections..
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5.5.1 CH4-CO correlation

Figure 5.6a shows the scatter plots of CH4 and CO for all the four seasons. Signif-

icant correlations have been observed between CH4 and CO. Highest correlation

(r2 = 0.83) is observed during spring while almost comparable correlations have

been observed during monsoon (r2 = 0.72), autumn (r2 = 0.69) and winter (r2 =

0.67). ∆CH4(exc)/∆CO(exc) slopes show highest values in monsoon and autumn.

It might be due to higher emissions of CH4 from the biogenic sources (wetland

and rice paddies) in hot and humid monsoon season (e.g., [162]) and significantly

faster chemical loss of CO by OH radicals during this season, since the reaction

rate of CO with OH is 24 times faster than the reaction rate of CH4 with OH.

Higher ∆CH4(exc)/∆CO(exc) ratios during monsoon are also reported over differ-

ent Indian stations [48] and over the western North Pacific regions [133]. The

∆CH4(exc)/∆CO(exc) slopes are found in the range of 0.32− 0.38 ppm/ppm dur-

ing all the four seasons at Ahmedabad (r2 ∼ 0.80). These slopes are higher than

those for biomass/biofuel burning air masses and close to the values for airmass

impacted by the anthropogenic emissions [65, 129, 133, 163, 164]. The observed

range of slopes lies in the range observed by several ground based studies (0.3−1.6

ppm/ppm) and aircraft campaigns (0.3− 0.8 ppm/ppm) [48,129,133,164].

The diurnal patterns of ∆CH4(exc)/∆CO(exc) slope (Figure 5.6; right 4 panels)

also shows very distinct patterns from previous patterns of diurnal slopes of CH4

and CO2. The slope starts increasing from midnight (0000 hrs) to early morning

(0500-0600 hrs) and afterwards decreases very fast up to 1500-1600 hrs. After

1600 hrs, it remains relatively constant till midnight hours and its values are

observed in the range of 0.3− 1.3 ppm/ppm in all the seasons. CO mixing ratios

sharply decrease from midnight to early morning due to slow down in the intensity

of its major emission source (vehicular emission) [77] but CH4 does not show

this sharp decrease, since vehicular emissions are not the major source of CH4,

hence these two processes are accountable for the increasing slope. On the other

hand, the slope is low during evening hours due to the higher evening traffic and

parallely decreasing boundary layer height, which cause prominent increase in the
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Figure 5.6: Left panel) Correlation of CH4(exc) with COexc during all the four

seasons. “Exc” in the subscript of both gases denotes the excess mixing ratio after

subtracting background from each data. Each data point is averaged for 30 minute.

Right panel) Diurnal variation of the ∆CH4(exc)/∆CO(exc) slopes during different

seasons. The colour code shows the strength of correlations.

CO emissions as compared to CH4. The diurnal pattern of ∆CH4(exc)/∆CO(exc)

slope suggests that the CH4 mixing ratios do not get affected significantly by the

vehicular emissions over the study locations. It shows a significant peak in the

morning hours (0500− 0600 hrs) during all the seasons. The slope is found to be

in the range of 0.5−2.5 ppm/ppm from midnight to early morning during all the

four seasons. Most of the higher values are observed during night hours during

monsoon, autumn and winter, mainly due to continuous emission of CH4 from

biogenic sources trapped in the lower nocturnal boundary layer. Except monsoon,

the ∆CH4/∆CO slopes do not show any significant change from afternoon to

midnight hours and their values are observed in the range of 0.3− 1.3 ppm/ppm.

Therefore, this analysis using tracer-tracer slopes suggests that CH4 has constant

diurnal source over this location and its diurnal pattern is mostly controlled by

the change in the boundary layer height from day to night.

5.5.2 CH4-CO2 correlation

Figure 5.7 (left 4 panels) shows the scatter plots of CH4 and CO2 for the different

seasons. Significant correlations between CH4(exc) and CO2(exc) are observed dur-

ing all the seasons except summer. Even though both gases have distinct sources
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and sinks (CH4 loss by photochemistry and CO2 removal by photosynthesis), but

their atmospheric lifetimes are much longer than the timescales for mesoscale

transport and therefore behave like inert tracers in the planetary boundary layer.

The atmospheric processes in the boundary layer result in mixing on relatively

short time scales, even if they are emitted from different emission sources. Several

studies also show the tight correlation between CH4(exc) and CO2(exc) measured in

different source regions [62, 66, 165, 166]. The ∆CH4(exc)/∆CO2(exc) slope shows

seasonal variations. The slope is observed lowest to be 4.4 ± 0.15 ppb/ppm (r2 =

0.68) during summer and may be attributable mainly due to the CO2 biospheric

flux uptake in summer. During autumn and winter this slope values have been ob-

served to be similar, 16.3 ± 0.12 ppb/ppm (r2 = 0.80), and 16.9 ± 0.09 ppb/ppm

(r2 = 0.82), respectively. The narrow range of slopes suggest for constant co-

located urban emission sources of CH4 during these periods as well as dormant

of biospheric activity as compared to summer season [167]. The slope decreases

(13.8 ± 0.08 ppb/ppm, r2 = 0.83) in the spring season as compared to autumn

and winter season, which could be due to becoming the biosphere as net source of

CO2 due to higher atmospheric temperature as discussed in Chapter 3 and in [77].

The observed monsoon slope at Ahmedabad is closed to the slope calculated

from aircraft measurements (6.70 ± 0.01 ppb/ppm) during the California Re-

search at the Nexus of Air Quality and Climate Change (CalNex) field campaign

in May-June, 2010 period [166] and slope (7.8 ± 0.8 ppb/ppm) calculated us-

ing ground-based Fourier Transform Spectrometer (FTS) in Southern California,

USA [62]. The flask measurements over other stations of India show the slopes in

the range of 6.7− 45.7 ppb/ppm [48]. The magnitude of observed slopes are less

than the slope calculated from CARABIC observations in the upper troposphere

of the Indian region. CARIBIC observations show a negative correlation (Slope =

−21.0 ± 1784.0 ppb/ppm) during July-September, 2008 and positive correlation

(Slope = 23.5 ± 41.4 ppb/ppm) during January-March, 2012 over India, south

of 20◦N.
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Figure 5.7: Left panel) Correlation of CH4(exc) with CO2(exc) during all the four

seasons. Each data point is averaged for 30 minute. “Exc” in the subscript of both

gases denote the excess mixing ratio after subtracting background from each data.

Right panel) Diurnal variation of ∆CH4(exc)/∆CO2(exc) slopes during all the four

seasons. The colour bar shows the strength of correlation for corresponding time.

The diurnal pattern of ∆CH4(exc)/∆CO2(exc) slope shows almost identical

patterns in autumn, winter and spring (Figure 5.7). The diurnal pattern of

∆CH4(exc)/∆CO2(exc) slope shows almost identical patterns in autumn, winter

and spring. Higher values of slope with comparatively less variation are found

during late evening to early morning hours. These values are found to be in the

range of 15-22 ppb/ppm. The mixing layer depth decreases from evening to early

morning hours and accumulates the pollutants within the boundary layer. Al-

most comparable slopes for this period suggest that the diurnal variation of CH4

is mostly governed by the boundary layer dynamics during these seasons. The

slope decreases very fast from morning to evening hours due to the increase in

mixed layer depth. The ∆CH4(exc)/∆CO2(exc) slopes are found to be in the range

of 0.5 − 12 ppb/ppm during noon hours. During these hours, poor correlations

indicate dominance of different controlling factors for the distributions CH4 and

CO2 mixing ratios. This slope shows a distinct diurnal pattern and correlation

during monsoon. During afternoon, the negative value in the monsoon is due to

the contribution of enhanced biospheric uptake and biogenic emissions of CO2

and CH4, respectively. As mentioned earlier, CARABIC flask measurements over

India also show a negative correlation between CH4 and CO2 in the upper tro-
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pospheric height (10 − 12 km) during July - September, 2008 and suggest for

strong uptake of CO2 by the terrestrial biosphere with an increase of biogenic

CH4 emissions during this period.

5.6 Comparison with model simulations

This section presents comparisons of ACTM and LMDz-OR-INCA models sim-

ulated CH4 with the surface observations over this study region for the year of

2014. We calculate the mean diurnal cycle of CH4 in each season for both the

models using same method discussed in Section 5.4 and compare with the ob-

servations. The noon time observed mixing ratios of CH4 are well captured by

both the models. However, both models are not able to capture the morning

and evening features of the diurnal cycle, which is mostly due to the change in

the boundary layer height and slight change in the strength of local emission

sources (Figure 5.8). This could be due to the transport in the models which are

too coarse to represent the vertical diffusion during the evening and night hours,

when there is very low mixing due to the stratification of the low atmosphere.

The uncertainties in the local fluxes could be another factor for these differences.

It suggests that afternoon mean observations are representative of the regional

background concentrations and have larger footprint area, which is more compa-

rable to the model grids of both the models. Hence, in order to well simulate the

mixing ratio over an urban region, there is a need for higher resolution transport

model (including higher resolution meteorological data and flux data) than the

present ones to account for the local sources and physical/dynamical processes.

On the other hand, these comparisons also suggest that data should be filtered for

regional background for using the station data in inversions of global or regional

CH4 budgets.

The day to day variabilities based on daily mean data of CH4 for afternoon

period only are reproduced better by both the models, however overall ACTM

has a higher bias than LMDz model. Note here that the horizontal resolution of
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Figure 5.8: The diurnal variations of the observed CH4 (in red circle), ACTM

(blue circle) and LMDz (in green rectangle) model simulated CH4 over Ahmedabad

using hourly mean mixing ratios of CH4 during all the four seasons. The bars show

corresponding 1σ spread.

Table 5.1: Statistical comparison of simulated and measured CH4 to quantify the

level of agreement between ACTM/LMDz model simulations and observations.

Parameter Winter Autumn Monsoon Annual

MB (mmol mol−1) −0.1/−0.1 −0.1/−0.1 −0.1/−0.1 −0.1/−0.1

MNMB (%) −4.1/−1.2 −4.5/−3.2 −0.7/−0.3 −3.6/−1.9

RMSE (mmol mol−1) 0.1/0.1 0.2/0.1 0.1/0.1 0.2/0.1

RMSE (%) 5.3/3.6 7.1/5.4 3.1/2.4 5.9/4.4

LMDz (0.66×0.51 deg) is finer than that of ACTM (∼2.8×2.8 deg). Higher short-

term mixing ratios, originate mainly due to plumes from local point sources are

not captured by the models because many of the large sources of urban types, such

as waste dumps, dairy farm and fuel burning, are located well within one grid-box

(>60×60 km2) of both the models. Further, seasonal cycle of CH4 is calculated
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Figure 5.9: The left plot shows the monthly variation of observed CH4 (in red

triangle) with ACTM (in blue circle) and LMDz model (in green rectangle) simulations

using the monthly averaged data for the year of 2014. The right plot shows the

monthly variation of CH4 using the corresponding monthly averaged data for the

afternoon period (1200 - 1600 hrs) over Ahmedabad.

using the monthly mean of all data (24 hours×30 days) (Left panel of Figure 5.9)

and monthly mean of afternoon period (1200-1600 hrs*30 days) data only (Right

panel of Figure 5.9). For the sake of completeness, we include the monthly mean of

March-June data for the year of 2015, since these months data are not available for

the year of 2014. The seasonal patterns of CH4 are reproduced fairly well by both

the models, however seasonal amplitudes (max - min) from total monthly mean

data are 78% and 71% underestimated by ACTM and LMDz, respectively. The

seasonal amplitudes (max - min) of observations, ACTM simulation and LMDz

simulation from monthly mean (afternoon mean) are found to be 0.69 ppm (0.29

ppm), 0.15 ppm (0.10 ppm), and 0.20 ppm (0.18 ppm), respectively. Both the

models capture very effectively the sudden increase in the mixing ratio of CH4

from September to October. The seasonal variations as well as annual variation of

different statistical metrics are shown in Table 5.1. These models underestimate

the observed CH4 mixing ratio throughout the study period with MB ranging from

−0.01 to −0.09 ppb/ppm during all the seasons. Both the model’s underestimate

the total mean having minimum bias of about −0.3% in July and maximum of

about −26% in October. This large difference is resulting from models inability
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to simulate the local features of short-term high concentrations. As discussed

in Section 5.2, the maximum influence from local emissions are observed more

often during the autumn. Further, these models also underestimate the monthly

mean observed mixing ratios of CH4 for afternoon period, but the bias reduces

very significantly (to about 40%) compare to the all-day means. ACTM largely

underestimates the observations from October to March as compared to LMDz.

From April to September, when high atmospheric mixing nullify the dominance

of local influence, both models show very close agreement with the observations.

MNMB, RMSE, and RMSE (%) also show similar seasonal variability and are

estimated to be about −0.2 to −4.5%, 0.1 to 0.2 ppb/ppm, and 2.4 to 7.1%,

respectively. It could be concluded that observations during afternoon period

are representative of regional background concentrations and the footprint area

is large enough (up to the ACTM grid) to be well captured by both models.

5.7 Top-down CH4 emissions

This section describes how we have used the CH4 time series to estimate its total

average emission for Ahmedabad are using“top-down” approach. It is based on

the correlation slope of CH4 and CO2 mixing ratios above the background and

total CO2 emissions from EDGARv4.2 inventory. This approach relies on the

fact that both CH4 and CO2 are non-reactive on the time scale of dispersion from

their respective sources and the total CO2 emission based on EDGAR v4.2 emis-

sion map is correct [168]. This method of estimating the emissions of CH4 does

not require that both gases originate from same sources or even that emissions

are geographically collocated [165]. When the lifetimes of both gases are long as

compared to their mixing time in the atmosphere, being emitted from different

sources will nonetheless be well correlated. Both gases are well mixed before

reaching the sampling location as discussed in the previous section and thus the

slope of regression of the mixing ratios of CH4 and CO2 allows to scale the local

CH4 emissions to the local CO2 emissions. Further, we restrict ourselves for us-

ing only night time slope (1900 - 0500 hrs) in order to keep only signal strongly
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influenced by local sources.
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Figure 5.10: The correlation between excess CH4(exc) and CO2(exc) mixing ratios

during the night hours (1900− 0500 hrs) of whole study period at Ahmedabad. The

excess mixing ratios are calculated after subtracting the background mixing ratios.

EDGAR inventory emissions are limited up to the year of 2008 only. For

scaling the 2008 emissions to the 2014, we use the increasing rate of both gases

from 2005 to 2008, and then linearly extrapolated the emissions. Emissions of

CO2 and CH4 in Ahmedabad are estimated by summing 0.1 degree spatial res-

olution emissions by EDGARv4.2 inventory over the box (22.8<latitude<23.2,

72.3<longitude<72.7) which contain Ahmedabad coordinates in the center of the

box. It is also assumed that, there are no inter-annual variations in the terrestrial

biospheric and oceanic CO2 fluxes from 2008 to 2014. The CO2 emission for 2008

given by the inventory for the Ahmedabad region is about 6231 Gg yr−1 and

the extrapolated emission is calculated to be 8368 Gg yr−1 for the year of 2014.

Similarly, the CH4 emissions for 2008 and 2014 from the inventory are about 29.8

and 32.0 Gg yr−1, respectively. CH4 emission is calculated from CO2 emissions
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using the following formula discussed in several studies [62,66,165,168].

ECH4 =

αCH4

MCH4

MCO2

ECO2 (5.2)

where ECH4 is the emission of CH4 from Ahmedabad, αCH4 is the correlation

slope of CH4 to CO2 in ppb/ppm, MCH4 is the molecular mass of CH4 in g/mol,

MCO2 is the molecular mass of CO2 in g/mol and ECO2 is the CO2 emission in

Gg over Ahmedabad. We calculate α from the correlation between night time

data of CH4 and CO2, which is observed to be 19.3 ± 0.05 ppb/ppm as seen in

Figure 5.10. Using Equation 5.2, we infer the CH4 emissions of about 58 Gg for

the year of 2014. The computed emissions of CH4 reveal an underestimate for

Ahmedabad emissions by 81% by EDGARv4.2 inventory. Due to unavailability

of the uncertainty in EDGAR CO2 emissions over study regions, we can not com-

pute the uncertainty in calculated emissions from this uncertainty. Further, for

making sensitivity study we also calculate the emissions using whole data which

is observed to be about 46 Gg for the same period.

5.8 Highlights

In view of the importance of measurements over urban region, simultaneous mea-

surements of CH4 with CO2 and CO have been made in Ahmedabad, an urban

site in the western India, using a highly sensitive laser based cavity rind down

spectrometer from November, 2013 - July, 2015. These results have been anal-

ysed to study the seasonal and diurnal characteristics of CH4, its possible emis-

sion sources, total emission of CH4 and comparison of CH4 with two atmospheric

chemistry transport models simulation. The salient features extracted from this

study are following.

1. Strong seasonal cycle of CH4 is observed due to strong influences of seasonal

varying transport pattern and the ventilation coefficient (VC) over study

location. During summer (JJA), the south-west monsoon wind caries clear

air mass from oceanic regions to the study location and cause minimum mix-

ing ratios of CH4 (average to be 1.94 ± 0.10 ppm) while the northeasterly
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continental winds and lower ventilation coefficient together are responsible

for the higher mixing ratios of CH4 (average to be 2.30 ± 0.28 ppm) during

autumn (SON) season. The annual amplitude (max (in October) - min (in

July)) of CH4 is observed to be 0.69 ppm.

2. The results also show a strong diurnal cycle of CH4. In general, lower and

higher levels of CH4 are observed in the afternoon hours and evening and

night hours, respectively. The diurnal cycle of CH4:CO correlation slope

indicates that the diurnal cycle of CH4 is mostly controlled by varying

mixing volume from day to night.

3. Inter-correlations of CH4 with simultaneously measured CO2 and CO have

been used to understand the dominating emission source of CH4. The

narrow range in CH4:CO2 and CH4:CO slopes during autumn and winter

indicate for the constant emission source of CH4 over the study location.

The CH4:CO slope indicates dominance of anthropogenic sources of CH4

during the study period. Further, the correlation slope between CH4 and

CO2 combined with CO2 emissions from EDGARv4.2 is used to compute

emissions of CH4 for Ahmedabad. The computed emissions of CH4 overes-

timate the EDGARv4.2 emissions by 81%.

4. Two state-of-the-art general circulation based chemistry-transport models

(ACTM and LMDz-OR-INCA) have been used to simulate the temporal

variability of tropospheric CH4 at Ahmedabad for the year of 2014. The

simulated results indicate that both the models have a good ability for

simulating the seasonal variation of CH4. However, bias analysis indicates

that the observations are under-predicted by both the models. The under-

estimation of the observations by the models could be due to the model

representation error and possible missing of several sources of CH4 in the

emission inventories used. The ACTM shows large bias as compared to the

LMDz-OR-INCA model. The bias for the seasonal cycle calculated using

all data is observed large as compared to the seasonal cycle calculated using

the monthly mean for afternoon (1200− 1600 hrs) period only. It suggests
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that during this period, observations are regionally representative and can

be well captured by both global and regional transport models and thus

can be potentially utilized for global and regional inversions.



Chapter 6

Summary and future perspectives

The substantial increase in the atmospheric concentrations of greenhouse gases

(GHGs) such as carbon dioxide (CO2), methane (CH4), nitrous oxide (N2O) etc,

since the commencement of industrial era (crica 1750), is recognized to be the

most significant contributor to the global climate change. The concentrations

of CO2 and CH4 in 2014 have exceeded their preindustrial levels by almost 40%

(278 to 397 ppm) and 150% (722 to 1842 ppb), respectively [1], and are still

rising at an alarming rate of 2.08 ppm CO2 yr−1 during 2005 − 2014 [13] and

about 5 ppb CH4 yr−1 since 2007 [34]. This increase in their concentrations is

caused by the human activities, which are known to produce CO2 from fossil fuel

combustion, cement production, deforestation, and CH4 from mainly agriculture,

livestock, energy production and waste management. Though, the scientific level

of understanding of global climate change due to the GHGs is significantly high,

the regional scale (e.g. sub-continent and country level) budget (i.e., sources and

sinks flux) of GHGs are uncertain especially over the South Asian region; i.e.,

the estimated uncertainty is larger than the value itself [21, 43]. The resulting

uncertainties could be minimized by making measurements of greenhouse gases

(GHGs) over different ecosystems and further compared them with the simula-

tions from respective chemistry transport models (CTMs), which will helpful for

reducing the model uncertainties. Future projection of regional climate depends

greatly on the understanding of regional budget of CO2, CH4 and other GHG’s,

as well as their future levels at reduced uncertainty in CTMs. Monitoring atmo-

141
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spheric CO2 and CH4 concentrations on a continuous basis was initiated about

the International Geophysical Year (1957 − 1958). Until about 2010, majority

of such observations have been performed in rural and remote background sites,

because the main purpose of these has been to record global/hemispheric mean

concentrations and to estimate GHGs sources and sinks for continental scale re-

gions. On the other hand, during the last few decades industrialization and rapid

urbanization have accelerated around the world. Urbanization causes about 70%

of CO2 emissions and significant amount of anthropogenic CH4 emissions from

the urban areas in South Asia. These emissions from urban areas are projected

to increase further over the coming decades. Therefore, for understanding the

emissions growth and verifying the mitigation policies, there is an urgent need

for monitoring the GHGs emissions over urban areas.

The anthropogenic emissions of GHGs have been increasing dramatically over

Indian region due to rapid growth in economy, industries, transportation and

urbanization. However, the region is void in terms of high quality continuous

measurements of CO2 and CH4. Though some measurements have been done,

detailed and well documented measurements focusing on the urban variability

and sources are still not on record. This study mostly focuses on the surface

measurements of CO2 and CH4 concentrations in combination with the anthro-

pogenic emission tracer CO and their comparisons with the simulations from

available CTMs over an urban site (Ahmedabad) in western India. Furthermore,

the vertical distribution of CO2 using available aircraft data over Delhi and satel-

lite data of CO in the troposphere over five selected regions in India along with

their comparisons with CTMs are also presented in this study.

6.1 Summary of results

High-frequency atmospheric surface measurements of CO2, CH4 and CO have

been made using highly sensitive laser based cavity ring down spectrometer at
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Ahmedabad, an urban site in western India from November, 2013 to June, 2015

with a break during March - June, 2014. The observed results show the range

of CO2 concentrations from 382 to 609 ppm, CH4 concentrations from 1.80 to

10.50 ppm and CO concentrations from 0.07 to 8.8 ppm, with the average values

of CO2, CH4 and CO to be 416 ± 19 ppm, 2.30 ± 0.58 ppm and 0.61 ± 0.6 ppm

respectively. The lower level of CO2 and CH4 concentrations matches well with

background level of 397 ppm and 1.84 ppm, respectively. These observations

show highest concentrations corresponding to lower ventilation and for winds

from north-east direction, representing CO2, CH4 and CO transported from an-

thropogenic sources. Seasonally low concentrations of CO2, CH4 and CO are

influenced by the air mass from the cleaner marine region. Along with these

factors, the influence of biospheric seasonal cycle (photosynthesis outweighs res-

piration during growing season and reverse during fall season) is also observed in

the seasonal cycle of CO2. Lowest day time CO2 concentrations ranging from 382

to 393 ppm in August, suggest for the stronger biospheric productivity during this

month over the study region, in agreement with an earlier inverse modelling study.

This does not match with the terrestrial flux simulated by the Carnegie-Ames-

Stanford Approach (CASA) ecosystem model, showing highest productivity in

September and October months. Hence, the seasonal cycles of these gases reflect

the seasonal variations of natural sources/sinks, anthropogenic emissions and sea-

sonally varying atmospheric transport. The annual amplitudes of CO2, CH4 and

CO variations are observed to be about 26.07 ppm, 0.69 ppm and 0.68 ppm,

respectively using monthly mean of all the data and 13.6 ppm, 0.26 and 0.27,

respectively using monthly mean of the afternoon period (1200-1600 hrs) data

only. Significant differences between these amplitudes suggest that the annual

amplitude from afternoon monthly mean data only does not give true picture of

the variability. It is to be noted that most of the CO2 and CH4 measurements in

India except the present data are based on day time flask samplings only. The

results also show considerably strong diurnal cycles of CO2, CH4 and CO with

significant differences reflecting variability in local sources, sinks and atmospheric

stability. Differences in their diurnal variability are mainly caused by the addi-
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tional effect of terrestrial biosphere on CO2. The morning and evening peaks of

CO are affected by rush hours traffic and planetary boundary layer (PBL) height

variability and occur almost same time throughout the year. However, the morn-

ing peaks in CO2 changes its time slightly due to shift in photosynthesis activity

according to change in sun rise time during different seasons. The diurnal pat-

tern suggests that the CH4 mixing ratios do not get affected significantly by the

vehicular emissions over the study locations and mostly controlled by the evo-

lution of the atmospheric boundary layer along with constant emissions sources

throughout the day.

Inter-species correlations on diurnal and seasonal basis have provided infor-

mation about possible variations/categories of their sources and sinks. Significant

spreads during monsoon and other three seasons are observed in their correlation

slopes. The minimum values of observed slopes and correlation coefficients are

observed in summer. During other three seasons, the slopes vary in narrow range

and indicate about the constant, common and collocated local emission sources

of these gases during these seasons. The slope values indicate the dominance of

anthropogenic sources of these gases during the study period. Furthermore, the

covariation of CO and CO2 is used to differentiate anthropogenic and biospheric

components of the diurnal cycle of CO2 and it is found that there is significant

contribution of biospheric respirations and anthropogenic emissions in late night

(0000-0500 hrs) and evening rush hours (1800-2200 hrs) respectively. Using the

slopes of CH4 and CO2 correlation as well of CO and CO2 correlation, CH4 and

CO emissions for Ahmedabad have been estimated. In this estimation, fossil fuel

derived emission of CO2 from EDGAR v4.2 inventory is extrapolated linearly

from 2008 to 2014 and it is assumed that there are no year-to-year variations

in the land biotic and oceanic CO2 emissions. The estimated annual emissions

of CH4 and CO for Ahmedabad are found to be 81% and 52% higher than the

EDGAR emissions, respectively.

The observed results of CO2 are also compared with an chemistry transport
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model (i.e., JAMSTECs ACTM) simulated CO2 concentrations for the year of

2014. The model captures some basic features like the trend of diurnal amplitude,

seasonal amplitude etc, qualitatively but not quantitatively. The model captures

the seasonal cycle fairly well but the amplitude is very less as compared to the

observations. The correlation between model and observations demonstrate that

the seasonal cycle of day time concentrations of CO2 is mostly governed by the

seasonal cycle of terrestrial biosphere, while overall concentrations are due to

the fossil fuel combustion. The mixing ratios of CH4 are also compared with

two state-of-the-art general circulation based chemistry-transport models (JAM-

STECs ACTM and LSCE’s LMDz-OR-INCA) to study temporal variability for

the year of 2014. The simulated results indicate that both the models have a

good ability for simulating the seasonal variation of CH4. However, bias analy-

sis indicates that the observations are under-predicted by both the models. The

underestimation of the observations by the models could be due to the model rep-

resentation error and possible missing of several sources of CH4 in the emission

inventories used. The ACTM shows large bias as compared to the LMDz-OR-

INCA model. The bias for the seasonal cycle calculated using all the observed

data is found large as compared to the seasonal cycle calculated using the monthly

mean for afternoon (1200 - 1600 hrs) period only. It suggests that during this

period, observations are regionally representative and can be well captured by

both global and regional transport models and thus can be potentially utilized

for global and regional inversions.

The vertical distribution of CO2 over Delhi from CONTRAIL program has

been studied to understand its variability in the troposphere. While monsoon

period profiles show lower values below about 1 km height, these profiles during

other seasons show higher values of CO2. This is due to net uptake of CO2 dur-

ing the monsoon season and net emission during other seasons. The amplitude of

seasonal variability in CO2 shows direct link with the strength of rainfall in Delhi.

The measurements show stronger seasonal cycle of CO2 in the boundary layer as

compared to the seasonal cycle in the free troposphere due to its local/regional
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influence. A comparison between the observed and model simulated seasonal cy-

cle of CO2 shows that the model simulations are more close to the observations in

the upper troposphere (3−8 km) as compared to lower troposphere (below 3 km).

Furthermore, unlike surface observations at Ahmedabad, the model also shows

a 1 month shift in the minima of CO2 seasonal cycle over Delhi, which suggests

again the need for improvement in the biospheric flux from CASA model.

Average seasonal distributions of CO in the troposphere over five different

regions in India based on MOPITT data show very large variability with height,

seasons as well as from region to region. A significant increase in the mixing ratios

of CO has been observed in the 300-200 hPa region in all the four seasons over

the study regions. While it is due to strong convection during the monsoon sea-

son, long range transport from the biomass burning regions of Central Africa and

East Asia is found to contribute to this increase during other seasons particularly

over Ahmedabad and other study regions south of it. Unlike to CO2 seasonal

cycle in the lower troposphere (in PBL) and upper troposphere over Delhi, where

the seasonal phase remains same, CO shows opposite seasonal cycles in the lower

troposphere (900 hPa) and upper tropospheric height (300 hPa) with lower val-

ues during monsoon at 900 hPa and higher values at 300 hPa, over all the study

regions except Trivandrum, which highlights the role of deep convection during

monsoon and effects of long-range transport during other seasons. Simulations

from two photochemical-transport models (MOZART and EMAC) are able to

capture these CO variations.

6.2 Scope for future work

Continuing these measurements at Ahmedabad for long period will be helpful to

study the trend of anthropogenic emissions over this region. Although all ur-

ban areas tend to be large carbon emitters, their emission footprints can vary

significantly. Emissions in some cities are dominated by large industries (e.g.,
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Mumbai, Kolkata, Mexico), or vehicular emissions (e.g., Delhi, Los Angeles), or

natural gas infrastructures (e.g., Hazira, Dahej), which leak methane. These

source of emissions can be quantitatively segregated from simultaneous measure-

ments of the isotopic composition of CO2 and CH4. Burning of fossil fuels produce

CO2 containing no Radiocarbon (∆14C) due to its short half-life of 5730 years,

compared to the formation of fossil fuels [60, 63]. Using this unambiguous fact,

radiocarbon (∆14C) measurements are very helpful for providing a quantitative

proportions of CO2 resulting from fossil fuel combustions and biospheric respira-

tions. Furthermore, the ratio of stable isotope measurements of CO2 ( δ13C
δ12C

) are

very useful for separating the emissions from natural gases and petroleum com-

bustion using the fact that the natural gases have typically lower ratio than that

of petroleum [60,139,169,170]. Similarly, the biogenic sources (such as wetlands,

agriculture, waste management) tends to deplete 13CH4 (i.e. diminish the δ13C
δ12C

ratio in atmospheric CH4) in the atmosphere, while fossil fuel, biomass burning

emissions, as well as all the CH4 sinks enriched 13CH4 in the atmosphere [3,171].

Hence, a bigger network (covering various ecosystem) of high quality simulta-

neous measurements of these gases and their isotopes along with their model

simulations, is needed to elucidate more accurate distribution of emissions and

source categories. More importantly, the measurement systems should be run

continuously over multiple years for tracking the changes associated with their

levels, anthropogenic activities and effects of emission mitigation policies.

As discussed earlier, regional quantification of the budgets of CO2 and CH4

using inverse models rely highly on simulations of these gases from global trans-

port model at coarse resolution. However, simulated fluxes are associated with

high degree of uncertainties due to the errors associated with the dynamics of the

transport models. Hence, in order to incorporate the sub grid scale processes,

inverse models need to run at regional scales. For this, high resolutions regional

forward transport models need to be run for simulating high frequency concen-

trations of CO2 and CH4 as well as meteorology [54,172]. Hence, the simulations

of CO2 and CH4 from regional forward transport models such as WRF-CO2,
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WRF-CH4 in combinations with their atmospheric measurements from different

ecosystems will provide their budget at with improved uncertainties and hence

will place a significant contribution for the global carbon cycle research. Accu-

rate knowledge of the emissions and sources of the whole suite of the GHGs will

be needed for fulfilling the mitigation polices as well as the projection of future

climate.
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[13] C. Le Quéré, R. Moriarty, R. M. Andrew, J. G. Canadell, S. Sitch, J. I.

Korsbakken, P. Friedlingstein, G. P. Peters, R. J. Andres, T. A. Boden,

R. A. Houghton, J. I. House, R. F. Keeling, P. Tans, A. Arneth, D. C. E.

Bakker, L. Barbero, L. Bopp, J. Chang, F. Chevallier, L. P. Chini, P. Ciais,

M. Fader, R. A. Feely, T. Gkritzalis, I. Harris, J. Hauck, T. Ilyina, A. K.

Jain, E. Kato, V. Kitidis, K. Klein Goldewijk, C. Koven, P. Landschützer,
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Abstract

About 70 % of the anthropogenic CO2 is emitted from the megacities and urban areas
of the world. In-situ simultaneous measurements of carbon dioxide (CO2) and carbon
monoxide (CO) have been made using a state-of-the-art laser based cavity ring down
spectroscopy technique at Ahmedabad, an urban site in western India, from November5

2013 to May 2015 with a break during March to June 2014. Annual average concen-
trations of CO2 and CO have been found to be 413.0±13.7 ppm and 0.50±0.37 ppm
respectively. Both the species show strong seasonality, with lower concentrations of
400.3±6.8 ppm and 0.19±0.13 ppm, respectively during the south-west monsoon, and
higher values of 419.6±22.8 ppm and 0.72±0.68 ppm, respectively in autumn (SON).10

Strong diurnal variations are also observed for both the species. The common fac-
tors for diurnal cycles of CO2 and CO are the vertical mixing and rush hour traffic,
while the influence of biospheric fluxes is also seen in CO2 diurnal cycle. Using CO
and CO2 covariation, we differentiate the anthropogenic and biospheric components
of CO2 and found that significant contributions of biospheric respiration and anthro-15

pogenic emission in the late night (00:00–05:00 IST) and evening rush hours (18:00–
22:00 IST) respectively. We compute total yearly emission of CO to be 69.2±0.07 Gg
for the study region using the observed CO : CO2 correlation slope and bottom-up CO2
emission inventory. This calculated emission of CO is 52 % larger than the estimated
emission of CO by the EDGAR inventory. The observations of CO2 have been com-20

pared with an atmospheric chemistry transport model (i.e., ACTM), which incorporates
various components of CO2 fluxes. ACTM is able to capture the basic variabilities, but
both diurnal and seasonal amplitudes are largely underestimated compared to the ob-
servations. We attribute this underestimation by model to uncertainties in terrestrial
biosphere fluxes and coarse model resolution. The fossil fuel signal from the model25

shows fairly good correlation with observed CO2 variations, which supports the overall
dominance of fossil fuel emissions over the biospheric fluxes in this urban region.
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1 Introduction

Carbon dioxide (CO2) is the most important anthropogenically emitted greenhouse gas
(GHG) and has increased substantially from 278 to 390 ppm in the atmosphere since
the beginning of the industrial era (circa 1750). It has contributed to more than 65 %
of the radiative forcing increase since 1750 and hence leads to the significant impact5

on the climate system (Ciais et al., 2013). Major causes of CO2 increase are anthro-
pogenic emissions, especially fossil fuel combustion, cement production and land use
change. The cumulative anthropogenic CO2 emissions from the preindustrial era to
2011, are estimated to be 545±85 PgC, out of which fossil fuel combustion and cement
production contributed 365±30 PgC and land use change (including deforestation, af-10

forestation and reforestation) contributed 180±80 PgC (Ciais et al., 2013). Land and
oceans are the two important sinks of atmospheric CO2, which remove about half of
the anthropogenic emissions (Le Quéré et al., 2014). Though the global fluxes of CO2
can be estimated fairly well, the regional scale (e.g. sub-continent and country level)
fluxes are associated with quite high uncertainty especially over South Asian region;15

the estimation uncertainty being larger than the value itself (Patra et al., 2013; Peylin
et al., 2013). Detailed scientific understanding of the flux distributions is needed for
formulating effective mitigation policies (such as Kyoto Protocol). In inverse modelling,
CO2 flux is estimated from atmospheric CO2 observations and using an atmospheric
transport model. Therefore, it is necessary to measure CO2 concentrations covering20

different ecosystems and geographical areas of the world, which unfortunately is not
the case (Gurney et al., 2002).

Although, carbon monoxide (CO) is not a direct GHG but it affects climate and air
quality through the formation of CO2 and ozone (O3). It affects the oxidizing capacity
of the atmosphere through reaction with the free OH radicals. Additionally, CO can be25

used as a surrogate tracer for detecting and quantifying anthropogenic emissions from
burning processes, since it is a major product of incomplete combustion (Turnbull et al.,
2006; Wang et al., 2010). The vehicular emissions contribute large fluxes of CO2 and
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CO to the atmosphere in urban regions. The verification of future mitigation activities
demand for quantifying the spatiotemporal distributions of these emissions. The CO
emissions have large uncertainty as compared to CO2, because its emission strongly
depends on the combustion efficiency, the vehicle engine and their adopted technology
as well as driving conditions. The correlation slope between the atmospheric variations5

of CO and CO2 can be used to quantify the fossil fuel contribution, distinguish between
different burning processes or to determine the burning efficiency and overall trend of
anthropogenic emissions of CO in a city (Turnbull et al., 2006; Wunch et al., 2009; New-
man et al., 2013; Popa et al., 2014). The CO : CO2 ratios are higher for low combustion
sources (e.g. forest fires) and lower for good or efficient combustion sources (Andreae10

and Merlet, 2001; Wang et al., 2010). Further, the CO : CO2 ratio can be used for es-
timating the total emission of CO over an urban area provided the total CO2 emission
is known for that area. Hence, the information about CO : CO2 ratio will be helpful to
understand the effects on the CO emissions after adopting the newer vehicular tech-
nologies and new cleaner emission norms and finally will be beneficial for reducing15

the uncertainties in CO emission inventories. Several ground based and aircraft based
correlation studies of CO : CO2 have been done in the past from different parts of the
world (Turnbull et al., 2006; Wunch et al., 2009; Wang et al., 2010; Newman et al.,
2013) but such study has not been done in India except recently reported results from
weekly samples for three Indian sites by Lin et al. (2015).20

India is the second largest populous country in the world having about 1.3 billion
inhabitants. Rapid socioeconomic developments and urbanization have made it the
third largest CO2 emitter next to China and USA since 2011 but it ranks at 137th level
based on the per capita emission rate of CO2 (EDGAR v4.2; CDIAC – Boden et al.,
2015). For example, in 2010 India’s emission rate was 2.2 t CO2 eqcapita−1 while the25

developed countries like USA, Russia and UK had emission rates of about 21.6, 17.6
and 10.9 t CO2 eqcapita−1 respectively (EDGAR v4.2). The budgets of these gases on
regional as well as global scales can be estimated by bottom-up and top down ap-
proaches. Large uncertainties are associated in the GHGs budgets over South Asia,
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especially over India than for other continents. Based on the atmospheric CO2 inver-
sion using model calculations, Patra et al. (2013) found that the biosphere in South
Asia acted as the net CO2 sink during 2007–2008 and estimated CO2 flux of about
−104±150 TgCyr−1. Further, based on the bottom-up approach, Patra et al. (2013)
gave an estimate of biospheric flux of CO2 of about −191±193 TgCyr−1 for the period5

of 2000–2009. Both these approaches show the range of uncertainty 100–150 %. One
of the major sources of these large uncertainties is the lack of spatial and temporal
observations of these gases (Law et al., 2002; Patra et al., 2013).

The first observations of CO2, CO and other greenhouse gases started in February
1993 from Cape Rama (CRI) on the south-west coast of India using flask samples10

(Bhattacharya et al., 2009). After that, several other groups have initiated the mea-
surements of surface level greenhouse gases (Mahesh et al., 2014; Sharma et al.,
2014; Tiwari et al., 2014; Lin et al., 2015). Most of these measurements are made at
weakly or fortnightly time intervals or at lower accuracy. These data are very useful for
several studies like analyzing seasonal cycle, growth rate, and estimating the regional15

(subcontinental) carbon sources and sinks after combining their concentrations with
inverse modelling and atmospheric tracer transport models. However, some important
studies like their diurnal variations, temporal covariance . . . etc. are not possible from
these measurements due to their limitations. Analysis of temporal covariance of atmo-
spheric mixing processes and variation of flux on shorter timescales, e.g., sub-daily, is20

essential for understanding local to urban scale CO2 flux variations (Ahmadov et al.,
2007; Pérez-Landa et al., 2007; Briber et al., 2013; Lopez et al., 2013; Ammoura et al.,
2014; Ballav et al., 2015). Two aircraft based measurements programs namely, Civil Air-
craft for the regular Investigation of the atmosphere Based on an Instrument Container
(CARIBIC) (Brenninkmeijer et al., 2007) and Comprehensive Observation Network for25

TRace gases by AIrLiner (CONTRAIL) (Machida et al., 2008) have provided important
first look on the South Asian CO2 budget, but these data have their own limitations
(Patra et al., 2011; Schuck et al., 2010, 2012). The focus of the Indigenous research
is lacking in terms of making the continuous and simultaneous measurements of CO2
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and CO over the urban regions, where variety of emission sources influence the level
of these gases.

Simultaneous continuous measurements of CO2 and CO have been made since
November 2013 from an urban site Ahmedabad located in the western India using
very highly sensitive laser based technique. The preliminary results of these measure-5

ments for one month period have been reported in (Lal et al., 2015). These detailed
measurements are utilized for studying the temporal variations (diurnal and seasonal)
of both gases, their emissions characteristics on diurnal and seasonal scale using their
mutual correlations, estimating the contribution of vehicular and biospheric emission
components in the diurnal cycle of CO2 using the ratios of CO to CO2 and rough esti-10

mate of the annual CO emissions from study region. Finally, the measurements of CO2
have been compared with simulations using an atmospheric chemistry-transport model
to discuss roles of various processes contributing to CO2 concentrations variations.

2 Site description, local emission sources and meteorology

The measurement facility is housed inside the campus of the Physical Research15

Laboratory (PRL), situated in the western part of Ahmedabad (23.03◦ N, 72.55◦ E,
55 m a.m.s.l.) in the Gujarat state of India (Fig. 1). It is a semi-arid, urban region in
western India, having a variety of large and small scale industries (Textile mills and
pharmaceutical production facilities) in east and north outskirts. The institute is situ-
ated about 15–20 km away from these industrial areas. The western part is dominated20

by the residential areas. The city has a population of about 5.6 million (Census India,
2011) and has large number of automobiles (about 3.2 million), which are increasing at
the rate of about 10 %yr−1. Most of the city buses and auto-rickshaws (three-wheelers)
use compressed natural gas (CNG) as a fuel. The transport-related activities are the
major contributors of various pollutants (Mallik et al., 2015). The Indo-Gangetic Plain25

(IGP) is situated in the northeast of Ahmedabad, which is very densely populated re-
gion and has high levels of pollutants emitted from various industries and power plants
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along with anthropogenic emissions from burning of fossil fuels and traditional biofuels
(wood, cow-dung cake etc). The Thar Desert and the Arabian Sea are situated in the
northwest and southwest of Ahmedabad respectively.

Figure 1 shows average monthly variability of temperature, relative humidity (RH),
wind speed based on data taken from Wunderground (http://www.wunderground.com),5

rainfall from Tropical Rainfall Measuring Mission (TRMM) and planetary boundary layer
(PBL) height from the Modern-Era Retrospective Analysis for Research and Applica-
tions (MEERA). The wind rose plot shows the surface level wind speed and direction
during different seasons over Ahmedabad in 2014. This place is known for its semi-
arid climate. Large seasonal variations are observed in the wind speed and direction10

over Ahmedabad. During monsoon (June–July–August), the inter-tropical convergence
zone (ITCZ) moves northward across India. It results in the transport of moist and
cleaner marine air from the Arabian Sea and the Indian Ocean to the study location by
south westerly winds, or the so-called southwest monsoon (summer monsoon). The
first shower due to the onset of the southwest monsoon occurs in July and it retreats15

in the mid of September over Ahmedabad. Due to heavy rain and winds mostly from
oceanic region, RH shows higher values in July, August and September. Highest RH
of about 83 % is observed in September. The long-range transport of air masses from
the northeast part of the Asian continent starts to prevail over the Indian region when
ITCZ moves back southward in September and October. These months are regarded20

as transition period for the monsoon. During autumn (September–October–November),
the winds are calm and undergo a change in their direction from south west to north
east. When the transition of winds takes placed from oceanic to continental region in
October, the air gets dryer and RH decreases until December. The winds are north
easterly during winter (December- January–February) and transport pollutants mostly25

from continental region (IGP region). During pre-monsoon season (March–April–May),
winds are north westerly and little south westerly which transport mixed air masses
from continent and oceanic regions. The average wind speed is observed higher in
June and July while lower in October and March when transition of wind starts from
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oceanic to continental and continental to oceanic respectively. The monthly averaged
temperature starts increasing from January and attains maximum (34.6±1.4 ◦C) in
June, followed by a decrease until September and temperature is slightly warmer in Oc-
tober compared to the adjacent months. The monthly variation in planetary boundary
layer height (PBLH) closely resembles with the temperature pattern. Maximum PBLH5

of about 1130 m is found in June and it remains in the lower range at about 500 m
during July to January. The ventilation coefficient (VC) is obtained by multiplying wind
speed and PBL height which gradually increases from January to attain the maximum
value in June and the lowest values of VC are observed in October and November.

3 Experiment and model details10

3.1 Experimental method

The measurements of ambient CO2 and CO are performed using a Picarro-G2401
instrument, which is based on the wavelength scanned cavity ring down spectro-
scopic (CRDS) technique. CRDS is now a well-established technique for making high-
sensitivity and high precision measurements of trace gases in the ambient air, due15

to its three main characteristics (Bitter et al., 2005; Chen et al., 2010; Karion et al.,
2013). First, it provides very long interaction path length (around 20 km) between the
sample and the incident wavelength, by utilizing a 3-mirror configuration, which en-
hances its sensitivity over other conventional techniques like Non-dispersive Infrared
Spectroscopy (NDIR) and Fourier Transform Infrared Spectroscopy (FTIR). The sec-20

ond is its ability to isolate a single spectral feature with a resolution of 0.0003 cm−1,
which ensures that the peak height or area is linearly proportional to the concentra-
tion. The third advantage is that the measurements of trace gases using this technique
are achieved by measuring the decay time of light intensity inside the cavity while the
conventional optical absorption spectroscopy technique is based on absorption of light25

intensity. Hence, it increases the accuracy of measurements because it is insensitive
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to the fluctuations of incident light. The precision and accuracy of these measurements
follow the WMO compatibility goals of ±0.1 ppm CO2 and ±2 ppb CO.

Figure 2 shows the schematic diagram of the measurement system, which consists
of the analyser, a glass bulb, a Nafion dryer, a heatless dryer, other associated pumps
and a set of calibration mixtures. Atmospheric air is sampled continuously from the ter-5

race of the building (20 m above the ground level) through an 1/4 inch PFA Teflon tube
via a glass manifold. An external pump is attached on one side of the glass manifold
to flush the sample line. Water vapor affects the measurements of CO2 by diluting its
mixing ratios in the air and by broadening the spectroscopic absorption lines of other
gases. Although, the instrument has ability to correct for the water vapour interferes10

by using an experimentally derived water vapor correction algorithms (Crosson, 2008),
but it has an absolute H2O uncertainty of ∼ 1 % (Chen et al., 2010) and can introduces
a source of error using a single water vapor correction algorithm (Welp et al., 2013).
This error can be minimized by either generating the correction coefficients periodically
in the laboratory or by removing the water vapour from the sample air. Conducting the15

water vapor correction experiment is bit tricky and need extra care as discussed by
Welp et al. (2013). Hence, we prefer to remove water vapour from the sample air by in-
troducing a 50-strand Nafion dryer (Perma Pure, p/n PD-50T-24MSS) in the upstream
of the analyser. Nafion dryer contains a bunch of semi-permeable membrane tubing
separating an internal sample gas stream from a counter sheath flow of dry gas in20

stainless steel outer shell. The partial pressure of water vapour in the sheath air should
be lower than the sample air for effectively removing the water vapour from the sam-
ple air. A heatless dryer generates dry air using a 4 bar compressor (KNF, MODEL:
NO35ATE) which is used as a sheath flow in Nafion dryer. After drying, sample air
passes through the PTFE filter (polytetrafluoroethylene; 5 µm Sartorius AG, Germany)25

before entering the instrument cavity. This setup dries the ambient air near to 0.03 %
(300 ppm) concentration of H2O. The CO2 concentrations are reported on the WMO
scale, using the three calibration mixtures of CO2 (350.67±0.02,399.68±0.002 and
426.20±0.006 ppm) from NOAA, Bolder USA, while the concentration of CO is re-
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ported against a calibration mixture of CO (970 ppb) from Linde UK. An additional gas
standard tank (CO2: 338 ppm, CO: 700 ppm), known as the “target”, is used to de-
termine the precision of the instrument. The target tank values are calibrated against
the CO2 and CO calibration mixtures. The target gas is introduced in the instrument
for a period of 24 h. For CO2 and CO, the 5 min precisions were found to be 0.0155

and 0.005 ppm respectively within 1σ. Maximum drift for 24 h has been calculated by
subtracting the maximum and minimum value of 5 min average which were found to
be 0.2 and 0.015 ppm respectively for CO2 and CO. The linearity of the instrument for
CO2 measurements has been checked by using three calibration standards (350.67,
399.68 and 426.20 ppm) of CO2. The linearity tests are conducted very frequently and10

the slope is found in the range of 0.99–1.007 ppm with correlation coefficient (r) of
about 0.999.

3.2 Description of AGCM-based Chemistry Transport Model (ACTM)

This study uses the Center for Climate System Research/National Institute for Envi-
ronmental Studies/Frontier Research Center for Global Change (CCSR/NIES/FRCGC)15

atmospheric general circulation model (AGCM)-based chemistry-transport model
(ACTM). The model is nudged with reanalysis meteorology using Newtonian relax-
ation method. The U and V components of horizontal winds are used from the Japan
Meteorological Agency Reanalysis (JRA-25) (Onogi et al., 2007). The model has
1.125◦ ×1.125◦ horizontal resolution (T106 spectral truncation) and 32 vertical sigma-20

pressure layers up to about 50 km. Three components namely anthropogenic emis-
sions, monthly varying ocean exchange with net uptake and terrestrial biospheric ex-
change of surface CO2 fluxes are used in the model. The fossil fuel emissions for
the model simulations are taken from EDGAR inventory for the year of 2010. Air-
sea fluxes from Takahashi et al. (2009) have been used for the oceanic CO2 tracer.25

The oceanic fluxes are monthly and are linearly interpolated between mid-months.
The terrestrial biospheric CO2 tracers are provided from the Carnegie-Ames-Stanford-
Approach (CASA) process model (Randerson et al., 1997), after introducing a diurnal
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variability using 2 m air temperature and surface short wave radiation from the JRA-
25 as per Olsen and Randerson (2004). The ACTM simulations has been extensively
used in TransCom CO2 model inter-comparison studies (Law et al., 2008; Patra et al.,
2008).

4 Results and discussion5

4.1 Time series and general statistics

Figure 3a and c shows the time series of 30 min average CO2 and CO concentrations
for the period of November 2013–February 2014 and July 2014 to May 2015. The con-
centrations of both gases exhibit large synoptic variability because the site is close to
anthropogenic sources. The concentrations and variability of both gases are observed10

lowest in the month of July and August. Maximum scatter in the concentrations and
several plumes of very high levels both gases have been observed from October 2014
until mid-March 2015. Almost all plumes of CO2 and CO are one to one correlated
and are found during evening rush hours and late nights. Figure 3e and f shows the
variations of CO2 and CO concentrations with wind speed and direction for the study15

period except July, August and September due to non-availability of wind data. Most
of the high and low concentrations of both these gases are found to be associated
with low and high wind speeds. There is no specific direction for high levels of these
gases. This probably indicates the transport sector is an important contributor to the
local emissions since the measurement site is surrounded by city roads.20

Figure 3b and d shows the probability distributions or frequency distributions of CO2
and CO concentrations during the study period. The frequency distribution of CO2
shows almost normal distribution while CO shows skewed towards right (lower con-
centrations). This is because, natural cycle of the biosphere (photosynthesis and res-
piration) along with some common controlling factors (local meteorology and anthro-25

pogenic sources), affects significantly the levels of CO2. The control of the boundary
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layer is common for the diurnal variations of these species because of their chemi-
cal lifetimes are longer (>months) than the timescale of PBL height variations (∼h).
However, biospheric fluxes of CO2 can have strong hourly variations. During the study
period the CO2 concentrations varied between 382–609 ppm, with 16 % of data lying
below 400 ppm, 50 % lying in the range 400–420 ppm, 25 % between 420–440 ppm5

and 9 % in the range of 440–570 ppm. Maximum frequency of CO2 is observed at
402.5 ppm during the study period. The CO concentrations lies in the range of 0.071–
8.8 ppm with almost 8 % data lies below the most probable frequency of CO at 0.2 ppm,
while 70 % data lies between the concentrations of 0.21 and 0.55 ppm. Only 8 %
data lies above the concentration of 1.6 ppm and rest of 14 % data lies between10

0.55 and 1.6 ppm. The annual mean concentrations of CO2 and CO are found to be
413.0±13.7 ppm and 0.50±0.37 ppm respectively, after removing outliers beyond 2σ
values.

4.2 Seasonal variations of CO2 and CO

The seasonal cycles of CO2 and CO are mostly governed by the strength of emis-15

sion sources, sinks and transport patterns. Although they follow almost identical sea-
sonal patterns but the factors responsible for their seasonal behaviours are distinct
as for the diurnal variations. We calculate the seasonal cycle of CO2 and CO using
two different approaches. In first approach, we use monthly mean of all data and in
the second approach we use monthly mean for afternoon period (12:00–16:00 IST)20

only. All times are in Indian Standard Time (IST), which is 5.5 h ahead of GMT. The
seasonal cycle from first approach depicts the combined influence of local emis-
sions (mostly) as well as that of large scale circulation. The second approach re-
moves the auto-covariance by excluding CO2 and CO data mainly affected by local
emission sources and represent seasonal cycles at the well mixed volume of the at-25

mosphere. The CO2 time series is detrended by subtracting a mean growth rate of
CO2 observed at Mauna Loa (MLO), Hawaii, i.e., 2.13 ppmyr−1 or 0.177 ppmmonth−1

(www.esrl.noaa.gov/gmd/ccgg/trends/) for clearly depicting the seasonal cycle ampli-
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tude. Figure 4a and b shows the variations of monthly average concentrations of CO2
and CO using all daily (00:00–24:00 IST) data and afternoon (12:00–16:00 IST) data.

Both average concentrations (total and noon time) of CO2 exhibit strong seasonal
cycle, but show distinct patterns (occurrence of maxima and minima) to each other.
This difference occurs because seasonal cycle of CO2 from all data is mostly gov-5

erned by the PBL ventilation and large scale circulation while the seasonal cycle from
noon time mean concentration is mostly related to the seasonality of vegetation activity.
The total and noon time mean concentrations of CO show almost similar pattern and
evince that the seasonal cycle of CO2 from the afternoon mean is mostly controlled
by the biospheric productivity, since biospheric cycle does not influence CO concen-10

tration directly. In general, total mean values of CO2 and CO are observed lower in
July having concentration 398.78±2.8 ppm and 0.15±0.05 ppm respectively. A sud-
den increase in the total mean of both gases is observed from September to October
and maximum concentrations of CO2 and CO are observed to be 424.85±17 ppm and
0.83±0.53 ppm, respectively, during November. From January to May the total mean15

concentration of CO2 decreases from 415.34±13.6 to 406.14±5.0 ppm and total mean
concentration of CO decreases from 0.71±0.22 to 0.22±0.10 ppm. During monsoon
months predominance of south-westerly winds which bring cleaner air from the Arabian
Sea and the Indian Ocean over to Ahmedabad and high VC (Fig. 1) are responsible for
the lower concentration of total mean of both the gases. CO2 and CO concentrations20

are also at their seasonal low in the Northern Hemisphere due to net biospheric uptake
and seasonally high chemical loss by reaction with OH, respectively. In addition, deep
convections in the southwest monsoon season efficiently transport the Indian emis-
sion (for CO, hydrocarbons) or uptake (for CO2) signals at the surface to the upper
troposphere, resulting in concentrations at the surface in the summer compared to the25

winter months (Kar et al., 2004; Randel and Park, 2006; Park et al., 2009; Patra et al.,
2011; Baker et al., 2012). During autumn and early winter (December), lower VC val-
ues cause trapping of anthropogenically emitted CO2 and CO. This is the major cause
for high CO2 and CO concentrations during this period. The north-easterly winds bring
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very high levels of pollutants from IGP region and could additionally enhance the levels
of CO2 and CO during these seasons (autumn and winter). Higher VC and predomi-
nance of comparatively less polluted mixed air masses from oceanic and continental
region results in the lower total mean concentrations of both gases.

There are some clear differences which are observed in the afternoon mean concen-5

trations of CO2 as compared to daily mean. The first distinct feature is that significant
difference of about 5 ppm is observed in the afternoon mean of CO2 concentration
from July to August as compared to difference in total mean concentration of about
∼ 0.38 ppm for the same period. Significant difference in the afternoon concentrations
of CO2 from July to August is mainly due to the increasing sink by net biospheric pro-10

ductivity after the Indian summer monsoonal rainfall. Another distinct feature is that
the daily mean concentration of CO2 is found highest in November while the afternoon
mean concentration of CO2 attains maximum value (406±0.4 ppm) in April. Prolonged
dry season combined with high daytime temperature (about 41 ◦C) during April–May
make the tendency of ecosystem to become moderate source of carbon exchange15

(Patra et al., 2011) and this could be responsible for the elevated mean noon time
concentrations of CO2.

The average amplitude (max–min) of the annual cycle of CO2 is observed around
13.6 and 26.07 ppm from the afternoon mean and total mean respectively. Different
annual cycles and amplitudes have been observed from other studies conducted over20

different Indian stations. Similar to our observations of the afternoon mean concentra-
tions of CO2, maximum values are also observed in April at Pondicherry (PON) and
Port Blair with amplitude of mean seasonal cycles about 7.6±1.4 and 11.1±1.3 ppm
respectively (Lin et al., 2015). Cape Rama (CRI), a costal site on the south-west coast
of India show the seasonal maxima one month before than our observations in March25

with annual amplitude about 9 ppm (Bhattacharya et al., 2009). The Sinhagad (SNG)
site located over the Western Ghats mountains, show very larger seasonal cycle with
annual amplitude of about 20 ppm (Tiwari et al., 2014). The amplitude of mean an-
nual cycle at the free tropospheric site Hanle at altitude of 4500 m is observed to be
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8.2±0.4 ppm, with maxima in early May and minima in mid-September (Lin et al., 2015).
Distinct seasonal amplitudes and patterns are due to differences in regional controlling
factors for the seasonal cycle of CO2 over these locations, e.g., the Hanle is remotely
located from all continental sources, Port Blair site is sampling predominantly marine
air, Cape Rama observes marine air in the summer and Indian flux signals in the winter,5

and Sinhagad represents a forested ecosystem. These comparisons show the need for
CO2 measurements over different ecosystems for constraining its budget.

The annual amplitude in afternoon and daily mean CO concentrations are observed
to be about 0.27 and 0.68 ppm, respectively. The mean annual cycles of CO over
PON and Port Blair show the maxima in the winter months and minima in mon-10

soon months same as our observations with annual amplitudes of 0.078±0.01 and
0.144±0.016 ppm, respectively. Hence, the seasonal levels of CO are affected by large
scale dynamics which changes air masses from marine to continental and vice versa
and by photochemistry. The amplitudes of annual cycle at these locations differ due to
their climatic conditions and sources/sinks strengths.15

4.3 Diurnal variation

The diurnal patterns for all months and seasons are produced by first generating the
time series from the 15 min averages and then averaging the individual hours for all
days of the respective month and season after removing the values beyond 2σ stan-
dard deviations for each month as outliers.20

4.3.1 Diurnal variation of CO2

Figure 5a shows bi-modal feature in the diurnal cycle of CO2 during the four seasons
with morning and evening peaks. Both peaks are associated mostly with the vehicu-
lar emissions and PBL height during rush hours. There are many interesting features
in the 00:00–08:00 IST period. Concentrations of CO2 start decreasing from 00:00 to25

03:00 IST and afterwards increases until 06:00 and 07:00 IST during monsoon and au-
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tumn. It could be mostly due to the accumulation of CO2 emitted from respiration by
the biosphere in the nocturnal boundary layer. During winter and spring the concen-
trations during night hours are almost constant and increase is observed only from
06:00 to 08:00 IST during winter. Dormant of respiration during these two seasons due
to lower temperature could be one of the possible factors for no increase in CO2 con-5

centrations during night. No peak during morning hours is observed in spring. Distinct
timings for the occurrence of the morning peak during different seasons is generally
related to the sunrise time and consequently the evolutions of PBL height. The sunrise
occurs at 05:55–06:20, 06:20–07:00, 07:00–07:23 and 07:20–05:54 IST during mon-
soon, autumn, winter and spring, respectively. During spring and monsoon, rush hour10

starts after sunrise, so the vehicular emissions occur when the PBL is already high and
photosynthetic activity has begun. But in winter and autumn rush hour starts parallely
with the sunrise, so the emissions occur when the PBL is low and concentration build
up is much strong in these seasons than in spring and monsoon seasons. CO2 starts
decreasing fast after these hours and attains minimum value around 16:00 IST. This15

quick drop of CO2 after sunrise is linked to the dominance of photosynthesis over the
respiration processes in addition to the higher atmospheric mixing height. CO2 levels
start increasing after 16:00 IST peak around 21:00 IST. Higher concentrations of CO2
during these hours are mainly due to the rush hour vehicular emissions and less dilu-
tion due to the lower PBL height. Comparative levels of CO2 during evening rush hours20

except monsoon confirm separately the major influence from the same type of sources
(vehicular emission) in its levels which do not show large variability as in post-midnight
hours.

The diurnal amplitude is defined as the difference between the maximum and mini-
mum concentrations of CO2 in the diurnal cycle. The amplitudes of monthly averaged25

diurnal cycle of CO2 from July 2014 to May 2015 are shown in Fig. 5b. The diurnal am-
plitude shows large month to month variation with increasing trend from July to October
and decreasing trend from October onwards. Lowest diurnal amplitude of about 6 ppm
is observed in July while highest amplitude of about 51 ppm is observed in October.
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The amplitude does not change much from December to March and is observed in the
range of 25–30 ppm. Similarly from April to May, the amplitude also varies in a narrow
range from 12 to 15 ppm. The jump in the amplitude of CO2 diurnal cycle is observed
highest (around 208 %) from July to August. This is mainly due to significant increase of
biospheric productivity from July to August after the rains in Ahmedabad. It is observed5

that during July the noon time CO2 levels are found in the range of 394–397 ppm while
in August the noon time levels are observed in the range of 382–393 ppm. The lower
levels could be due to the higher PBL height during afternoon and cleaner air, but in
case of CO, average day time levels in August are observed higher than July. It rules
out that the lower levels during August are due to the higher PBL height and presence10

of cleaner marine air, and confirms the higher biospheric productivity during August.
The monthly average diurnal cycles of the biospheric net primary productivity from

CASA model for Ahmedabad and for the year of 2014 are shown Fig. 6. The details of
CASA flux are given in the Sect. 3.2. It is observed that the model shows higher bio-
spheric productivity in September and October while the observations are suggesting15

higher productivity in August. This indicates that the CASA model is not able to capture
the signal of higher biospheric productivity for Ahmedabad and need to be improved.
Similar discrepancy in the timing of maximum biospheric uptake is also discussed ear-
lier by Patra et al. (2011) using inverse model CO2 fluxes and CASA biospheric fluxes.

Near surface diurnal amplitude of CO2 has been documented in humid subtropical20

Indian station Dehradun and a dry tropical Indian station Gadanki (Sharma et al., 2014).
In comparison to Ahmedabad, both these stations show distinct seasonal change in
the diurnal amplitude of CO2. The maximum CO2 diurnal amplitude of about 69 ppm is
observed during the monsoon season at Dehradun (30.3◦ N, 78.0◦ E, 435 m), whereas
maximum of about 50 ppm during autumn at Gadanki (13.5◦ N, 79.2◦ E, 360 m).25

4.3.2 Diurnal variation of CO

Figure 7a shows seasonally averaged diurnal variation of CO. In general, the mean
diurnal cycles of CO during all the seasons show lower concentration during noon
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(12:00–17:00 IST) and two peaks, one in the morning (08:00–10:00 IST) and other in
the evening (18:00–22:00 IST). This cycle exhibits the same pattern as the mean diur-
nal cycle of traffic flow, with maxima in the morning and at the end of the afternoon,
which suggests the influence of traffic emissions on CO measurements. Along with the
traffic flow, PBL dynamics also plays a critical role in governing the diurnal cycle of CO.5

The amplitudes of the evening peaks in diurnal cycles of CO are always greater than
the morning peaks. It is because the PBL height evolves side by side with the morning
rush hours traffic and hence increased dilution while during evening hours PBL height
decrease along with evening time rush hours traffic and favours accumulation of pol-
lutants until the late evening under the stable PBL conditions. The noon time minima10

is associated with the combined influence of boundary layer dilution and loss of CO
due to OH radicals. The peaks during morning and evening rush hours, minima during
afternoon hours in CO diurnal cycle during all seasons are similar as in CO2. However,
there are a few noticeable differences in the diurnal cycles of both the gases. The first
noticeable difference is that the CO morning peak appears later than CO2 peak. This is15

because as discussed earlier with sunrise time, PBL height starts to evolve and same
time photosynthesis process also gets started and hence CO2 morning peak depends
on the sunshine time. But in case of CO, timing of the morning peak mostly depends
on the rush hour traffic and is consistent at 08:00–10:00 IST in all seasons. The sec-
ond noticeable difference is the afternoon concentrations of CO show little seasonal20

spread as compared to the afternoon concentrations of CO2. Again, this is due to the
biospheric control on the concentration of CO2 during the afternoon hours of different
seasons while CO levels are mainly controlled by the dilution during these afternoon
hours. The third noticeable difference is that the levels of CO decrease very fast after
evening rush hour in all seasons while this feature is not observed in case of CO2 since25

respiration during night hours contributes to the levels of CO2. The average morning
(08:00–09:00 IST) peak values of CO are observed minimum (0.18±0.1 ppm) in mon-
soon and maximum (0.72±0.16 ppm) in winter while its evening peak shows minimum
value (0.34±0.14 ppm) in monsoon and maximum (1.6±0.74 ppm) in autumn. The
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changes in CO concentrations show large fluctuations from morning peak to afternoon
minima and from afternoon minima to evening peak. From early morning maxima to
noon minima, the changes in CO concentrations are found in the range of 20–200 %
while from noon minima to late evening maxima the changes in CO concentrations are
found in the range of 85 to 680 %. Similar diurnal variations with two peaks have also5

been observed in earlier measurements of CO as well as NOx at this site (Lal et al.,
2000).

The evening peak contributes significantly to the diurnal amplitude of CO. The largest
amplitude in CO cycle is observed in autumn (1.36 ppm) while smallest amplitude is ob-
served in monsoon (0.24 ppm). The diurnal amplitudes of CO are observed to be about10

1.01 and 0.62 ppm respectively during winter and spring. The monthly diurnal cycle of
CO (Fig. 7b) shows minimum (0.156 ppm) amplitude in July and maximum (1.85 ppm)
in October. After October the diurnal amplitude keep on decreasing till monsoon.

4.4 Correlation between CO and CO2

The relationships between CO to CO2 can be useful for investigating the CO source15

types and their combustion characteristics in the city region of Ahmedabad. For corre-
lations study, in principle the baseline levels need to be removed from the measured
concentrations. Although, the most ideal case of determining the background levels are
the continuous measurement of respective gases at a cleaner site. But due to unavail-
ability of measurements at a near by cleaner site, we use the 5th percentile value of20

CO2 and CO for each day as a background for corresponding day. The excess CO2
(CO2exc) and CO (COexc) above the background for Ahmedabad city, are determined
for each day after subtracting the background concentrations from the hours of each
day (CO2exc =CO2obs −CO2bg, COexc =COobs −CObg).

We use robust regression method for the correlation study. It is an alternative to least25

squares regression method and more applicable for analysing time series data with
outliers arising from extreme events (http://www.ats.ucla.edu/stat/stata/dae/rreg.htm).
Figure 8a illustrates the correlations between COexc and CO2exc for the four seasons.
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The impact of the possible sources of CO and CO2 varies from month to month and
hence season to season. The lowest correlation (r = 0.62,p = 0.0001) is observed dur-
ing monsoon, with a ∆COexc/∆CO2exc ratio of 0.6±0.1 ppbppm−1. Lowest correla-
tion suggest that different mechanisms control the levels of CO and CO2 during the
monsoon season. As discussed previously, higher biospheric productivity during this5

season mostly controls the CO2 concentrations while CO concentrations are mostly
controlled by the long range transport and higher loss due to OH. Highest correla-
tion (r = 0.87,p < 0.0001) with ∆COexc/∆CO2exc ratio of 8.4±0.17 ppbppm−1 is ob-
served during spring season. As illustrated by the diurnal cycle, the CO2 is not sig-
nificantly removed by the biosphere during spring with lower draw down in daily CO2.10

Along with this, higher VC during this season will result in very fast mixing. There-
fore, very fast mixing will mostly regulate their relative variation and will result in higher
correlation in this season. Other factors like soil and plant respiration during this pe-
riod may also control CO2 concentrations due to which the correlation coefficient is
not equal to 1. The ratio of ∆COexc/∆COexc is estimated to be 8.5±0.15 ppbppm−1

15

(r = 0.72) and 12.7±0.17 ppbppm−1 (r = 0.74) in autumn and winter respectively. Rel-
atively higher ratios during winter than other three seasons indicate contribution of CO
emission from additional biofuel burning sources. The winter time ratio is similar to
the airmass influenced by both fossil fuel and biofuel emissions as discussed by Lin
et al. (2015) over Pondicherry. Using CARIBIC observations, Lai et al. (2010) also re-20

ported the ∆CO/∆CO2 ratio in the range of 15.6–29.3 ppbppm−1 from the airmass
influenced by both biofuel and fossil fuel burning in the Indo-Chinese Peninsula. Fur-
ther, ∆CO/∆CO2 ratio is also observed of about 13 ppbppm−1 in South-east Asian
outflow in February–April 2001 during the TRACE-P campaign and suggest the com-
bined influence of fossil fuel and biofuel burning (Russo et al., 2003). The narrow range25

of the ratios from autumn to spring (8.4–12.7 ppbppm−1) suggest the dominance of lo-
cal emission sources during these seasons, and this range corresponds to the range
of anthropogenic combustion sources (10–15 ppbppm−1) in developed countries (Sun-
tharalingam et al., 2004; Takegawa et al., 2004; Wada et al., 2011). This suggest that
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the overall emissions of CO over Ahmedabad are mostly dominated by the anthro-
pogenic combustion during these seasons.

The ∆COexc/∆CO2exc slope and their correlation may depend on the time of the day
due to the variation in different controlling factors on their levels. Hence, we computed
the diurnal cycle of ∆COexc/∆CO2exc slope for all the seasons by binning the data for5

both hour and month (3 month×24 h) as shown in Fig. 8b. The colours indicate the
correlation coefficients (r) for respective hour. These ratios do not reflect the diurnally
varying PBL height, but rather the diurnally varying mix of fossil fuels and biogenic
sources. The ∆COexc/∆CO2exc slopes show very distinctive diurnal variation, being
higher (30–50 ppbppm−1) in the evening rush hours with very good correlation (r >10

0.85) and lower (5–20 ppbppm−1) in the afternoon hours with lower correlation (r =
0.5–0.6) during all the four seasons. Negative and lower slopes in afternoon hours
during monsoon season indicate higher biospheric productivity during this period. The
slopes and their correlations are fairly comparable for all the four seasons in the evening
rush hours which indicate stronger influence of common emission sources. Slopes15

during this time can be considered as fresh emissions since dilution and chemical
loss of CO can be considered negligible for this time. These observed ratios are much
lower than ratios related to domestic sources but are similar transport sector mostly
dominated from gasoline combustion (Table 1). Except monsoon, the overall ratios in
all four seasons were found in the range of 10–25 ppbppm−1 during the daytime and20

10–50 ppbppm−1 during night-time.

4.5 Top-down CO emissions from observations

If the emissions of CO2 are known for study locations, the emissions of CO can be es-
timated by multiplying the correlation slopes and molecular mass mixing ratios (Wunch
et al., 2009; Wong et al., 2015). Final emissions of CO will depend on choosing the25

values of correlation slopes. The slopes should not be biased from particular local
sources, chemical processing and PBL dynamics. We exclude monsoon data as the
CO2 variations mainly depend on the biospheric productivity during this season. As
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discussed previously, the morning and evening rush hours data are appropriate for
tracking vehicular emissions, while the afternoon data are affected by other environ-
mental factors, e.g., the PBL dynamics, biospheric activity and chemical process. The
stable, shallow night-time PBL accumulates emissions since the evening and hence
the correlation slope for this period can be used as a signature of the city’s emissions.5

Hence, we calculate the slopes from the data corresponding to the period of 23:00–
05:00 IST. Additionally, slopes for morning hours (06:00–10:00 IST), afternoon hours
(11:00–17:00 IST), and night hours (18:00–06:00 IST) are also used for estimating the
CO emissions to study the difference in the estimation of CO emissions due to choos-
ing different times for slopes. The CO emission (ECO) for Ahmedabad is calculated10

using the following formula.

ECO =

(
αCO

MCO

MCO2

)
ECO2

(1)

Where, αCO is the correlation slope of COexc to CO2exc ppb ppm−1, MCO is the
molecular mass of CO in g mol−1, MCO2

is the molecular mass of CO2 in g mol−1

and ECO2
is the CO2 emission in Gigagram (Gg) over Ahmedabad. The EDGARv4.215

emission inventory reported an annual emissions of CO2 at 0.1◦ ×0.1◦ for the pe-
riod of 2000–2008 (http://edgar.jrc.ec.europa.eu/overview.php?v=42). It reported an
annual CO2 emission of 6231.6 Gg CO2 year−1 by EDGARv4.2 inventory over the box
(72.3< longitude<72.7◦ E, 22.8< latitude<23.2◦ N) which contain Ahmedabad coordi-
nates in center of the box. We assume that the emissions of CO2 are linearly changing20

with time and using increasing rate of emission from 2005 to 2008, we extrapolate
the emission of CO2 for 2014 over same area. The bottom-up CO2 emission for the
Ahmedabad is thus estimated of about 8368.6 Gg for the year of 2014. Further, for
comparing the estimated emission with inventory emissions we extrapolated the CO
emissions also for the year of 2014 using same method applied as for CO2. Further,25

we assumed same slopes for the year of 2008 and calculate CO emission for that year
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also. The slope values for different time period, estimated and inventory emissions of
CO using different values of slope are given in Table 2.

The correlation between COexc and CO2exc for the period of 23:00–05:00 IST is very
tight and slope for this period can be considered for estimating the fossil fuel CO emis-
sions for Ahmedabad. Using this slope and based on CO2 emissions from EDGAR5

inventory, the estimated fossil fuel emission for CO is observed to be 69.2±0.7 Gg for
the year of 2014. The EDGAR inventory underestimates the emission of CO as they
give the estimate of about 45.3 Gg extrapolated for 2014. The slope corresponding to
the night hours (18:00–06:00 IST) gives the highest estimate of CO. Using all combi-
nations of slopes, the derived CO emissions are larger than the bottom-up EDGAR10

emission inventory.

4.6 Diurnal tracking of CO2 emissions

CO has virtually no natural sources in an urban environment except oxidation of hydro-
carbons. As we discussed earlier that incomplete combustion of fossil fuels is the main
source of CO in urban environments and therefore can be used as a surrogate tracers15

to attribute CO2 enhancements to fossil fuel combustion on shorter timescale. Several
studies have demonstrated that the ratio of the excess concentrations of CO and CO2
in background concentrations can be used to determine the fraction of CO2 from fossil
fuels and validated this method using carbon isotope (∆14CO2) measurements (Levin
et al., 2003; Turnbull et al., 2006, 2011; Lopez et al., 2013; Newman et al., 2013). This20

quantification technique is more practical, less expensive and less time consuming in
comparison to the 14CO2 method (Vogel et al., 2010). For performing this analysis, the
background concentrations of CO and CO2 and the emission ratio of CO/CO2 from
anthropogenic emissions are required. The methods for calculating the background
concentrations of CO2 and CO are already discussed in Sect. 4.4. Figure 9a shows25

the excess diurnal variations of CO2 above the background levels during different sea-
sons. As discussed in the previous section, the vehicular emissions are major emission
sources over the study locations. For calculating the emission ratio of CO/CO2 from
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the vehicular emissions, we used the evening time (19:00–21:00 IST) concentrations of
CO2exc and COexc for whole study period since correlation for this period is very high.
The other reason for choosing this time is that there is insignificant contribution of bio-
spheric CO2 and no chemical loss of CO. We assume that negligible influence of other
sources (open biomass burning, oxidation of hydrocarbons) during this period. The5

emission ratio for this time is calculated to be about 47±0.27 ppb CO ppm−1 CO2 with
very high correlation (r = 0.95) (Fig. 9b) after excluding those data points, correspond-
ing for which the mean wind speed is greater than 3 ms−1 for avoiding the effect of fast
ventilation and transport from other sources. The tight correlation imply that there is
no substantial difference in the emission ratio of these gases during the measurement10

period from November 2013 to May 2015. CO2exc and COexc will be poorly correlated
with each other if their emission ratio varies largely with time, assuming the correlation
is mainly driven by emissions. Since this ratio is mostly dominated by the transport
sector, this analysis will give mainly the fraction of CO2 from the emissions of transport
sector. We define it as RCO/CO2veh

. The standard deviation shows the uncertainty asso-15

ciated with slope which is very small. The contribution of transport sector (CO2Veh) in
the diurnal cycle of CO2 is calculated using the following formula.

CO2Veh =
COobs −CObg

RCO/CO2veh

(2)

where COobs is the observed CO concentration and CObg is a background CO value.
Uncertainty in the CO2Veh is dominated by the uncertainty in the RCO/CO2veh

and by the20

choice of CObg. The uncertainty in CO2Veh due to the uncertainty in the RCO/CO2veh
is

about 0.5 % or 0.27 ppm and can be considered negligible. As discussed in Sect. 3,
the uncertainty in the measurements of CObg is very small and also can be considered
negligible. Further, the contributions of CO2 from other major sources are calculated
by subtracting the CO2Veh from the excess concentrations of CO2. These sources are25

those sources which do not emit significant amount of CO and can be considered
mostly as natural sources (respiration), denoted by CO2bio.
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The average diurnal cycles of CO2 above its background for each seasons are shown
in (Fig. 9a). The diurnal pattern of CO2Veh (Fig. 9c) reflects the pattern like CO, because
we are using constant RCO/CO2veh

for all seasons. Overall, this analysis suggests that
the anthropogenic emissions of CO2 from transport sectors during early morning from
06:00 to 10:00 IST varied from 15 to 60 % (4–15 ppm). During afternoon h (11:00–5

17:00 IST), the vehicular emitted CO2 varied from 20 to 70 % (1–11 ppm) and during
evening rush hours (18:00–22:00 IST), it varies from 50 to 95 % (2–44 ppm). During
night/early morning hours (00:00–07:00 IST) respiration contributes from 8 to 41 ppm
of CO2 (Fig. 9d). The highest contributions from 18 to 41 ppm are observed in the
autumn from the respiration sources during night hours, since there is more biomass10

during this season after the South Asian summer monsoon. During afternoon hours,
lower biospheric component of CO2 could be due to a combination of the effects of
afternoon anthropogenic emissions, biospheric uptake of CO2 and higher PBL height.

4.7 Model – observations comparison

4.7.1 Comparison of diurnal cycle of CO215

We first evaluate the ACTM in simulating the mean diurnal cycle of CO2 over Ahmed-
abad by comparing model simulated surface layer mean diurnal cycle of CO2. The
atmospheric concentrations of CO2 are calculated by adding the anthropogenic com-
ponent, oceanic component, biospheric component from CASA process model. Fig-
ure 10a and b shows the residuals (Hourly mean – daily mean) of diurnal cycles of20

CO2 based on the observations and model simulations respectively. Model shows very
little diurnal amplitude as compared to observational diurnal amplitude. Larger differ-
ences and discrepancies in night time and morning CO2 concentrations between the
model and observations might be contributed by diurnal cycle of the anthropogenic
fluxes from local emissions and biospheric fluxes, and uncertainties in the estimation of25

PBLH by the model. Hence, there is a need for efforts in improving the regional anthro-
pogenic emissions as well as module for estimating the PBL height. It may be pointed
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out that the model’s horizontal resolution (1.125◦ ×1.125◦) is coarse for analysing local
scale observations. However, model is able to capture the trend of the diurnal ampli-
tude, highest in autumn and lowest in monsoon. Figure 10c shows better agreement
(r = 0.75) between the monthly change in model and observational diurnal amplitude
of CO2 from monthly mean diurnal cycle however slope (m = 0.17) is very poor. We5

include the diurnal amplitudes of CO2 for November and December 2013 also for im-
proving the total number of data points. The model captured the spread in the day time
concentration of CO2 from monsoon to spring with a difference that model shows lower
concentration of CO2 during noon hours in autumn while observations show lowest in
monsoon. Most of the atmospheric CO2 uptake occur following the Southwest mon-10

soon season during July–September (Patra et al., 2011) and as a consequence, we
observe the lowest CO2 concentration from the measurements during this season. But
model is not able to capture this feature since CASA biospheric flux (Fig. 6) shows
highest productivity in autumn and hence lowest concentrations of CO2 in autumn dur-
ing daytime. This also suggest that there is a need for improving the biospheric flux15

for this region. It should be mentioned here that CASA model used a land use map
corresponding the late 1980s and early 1990s, which should be replaced by rapid
growth in urbanised area in Ahmedabad (area and population increased by 91 and
42 %, respectively, between 1990 and 2011). The model resolution may be another
factor for discrepancy. As Ballav et al. (2012) show that a regional model WRF-CO220

is able to capture both diurnal and synoptic variations at two closely spaced stations
within 25 km. Hence the regional models could be helpful for capturing these variabili-
ties.

4.7.2 Comparison of seasonal cycle of CO2

Figure 11a shows the performance of ACTM simulating mean seasonal cycle of CO225

over Ahmedabad by comparing model simulated mean surface seasonal cycle of CO2.
Due to unavailability of data from March 2014 to June 2014 we plotted the monthly av-
erage of the year 2015 for same periods for visualizing the complete seasonal cycle of
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CO2. The seasonal cycles are calculated after subtracting the annual mean from each
month, and corrected for growth rate using the observations at MLO. For comparison,
we use the seasonal cycle calculated from afternoon time average monthly concen-
trations, since model is not able to capture the local fluctuations and produce better
agreements when boundary layer is well mixed. In Table 3 we present the summary5

of the comparisons of model and observations. The model reproduces the observed
seasonal cycle in CO2 fairly well but with low seasonal amplitude about 4.15 ppm com-
pared to 13.6 ppm observed. Positive bias during monsoon depicts the underestimation
of biospheric productivity by CASA model. The root mean square error is observed
highest to be 3.21 % in monsoon. For understanding the role of biosphere, we also10

compared the seasonal cycle of CO2 from noon time mean data with the seasonal cy-
cle of CO2 fluxes over South Asia region which is taken from the Patra et al. (2011)
where they calculated it using an inverse model by including CARIBIC data and shifted
a sink of 1.5 Pg C yr−1 from July to August and termed it as “TDI64/CARIBIC-modified”.
Positive and negative values of flux show the net release and net sink by the land bio-15

sphere over the South Asia. This comparison shows almost one to one correlation in
the monthly variation of CO2 and suggest that the lower levels of CO2 during July, Au-
gust and higher level in April are mostly due to the moderate source and sink of South
Asian ecosystem during these months respectively. Significant correlation (r = 0.88)
between South Asian CO2 fluxes and monthly mean CO2 data for day time only sug-20

gest that the day time levels of CO2 are mostly controlled by the seasonal cycle of
biosphere (Fig. 11b).

Separate correlation between individual tracers of model and observed data has
been studied to investigate the relative contribution of individual tracer component in
the CO2 variation (Fig. 11b). We did not include the oceanic tracer and observed CO225

correlation result, since no correlation has been observed between them. The com-
parison is based on daily mean of entire time series. Correlation between biospheric
tracers and observed CO2 have been found negative. This is because during growing
season biospheric sources act as a net sink for CO2. Correlation of observed CO2 with
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fossil fuel tracer has been observed fairly well (r = 0.75). Hence, individual tracers cor-
relation study also gives the evidence of the overall dominance of fossil flux in overall
concentrations of CO2 over Ahmedabad for entire study period, and by assuming fossil
fuel CO2 emission we can derive meaningful information on biospheric uptake cycle.

This study suggests that the model is able to capture seasonal cycle with lower5

amplitude for Ahmedabad. However, the model fails to capture the diurnal variability
since local transport and hourly daily flux play important roles for governing the diurnal
cycle and hence there is a need for improving these features of the model.

5 Conclusions

We report simultaneous in-situ measurements of CO2 and CO concentrations in the10

ambient air at Ahmedabad, a semiarid urban region in western India using laser based
CRDS technique during 2013–2015. The unique flow of air masses originating from
both polluted continental regions as well as cleaner marine regions over the study
location during different seasons make this study most important for studying the char-
acteristics of both polluted and relatively cleaner air masses. Several key results are15

presented in this study. The observations show the range of CO2 concentrations from
382 to 609 ppm and CO concentrations from 0.07 to 8.8 ppm, with the average of CO2
and CO to be 416±19 ppm and 0.61±0.6 ppm respectively. The highest concentrations
of both the gases are recorded for lower ventilation and for winds from north-east di-
rection, representing CO2 and CO transported from anthropogenic sources. The lowest20

concentrations of both the gases are observed for higher ventilation and for the south-
west direction, where air travels from the Indian Ocean. Along with these factors, the
biospheric seasonal cycle (photosynthesis outweighs respiration during growing sea-
son and reverse during fall season) also controls the seasonal cycle of CO2. Lowest
day time CO2 concentrations ranging from 382 to 393 ppm in August, suggest for the25

stronger biospheric productivity during this month over the study region, in agreement
with an earlier inverse modelling study. This is in contrast to the terrestrial flux simu-
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lated by the CASA ecosystem model, showing highest productivity in September and
October months. Hence, the seasonal cycles of both the gases reflect the seasonal
variations of natural sources/sinks, anthropogenic emissions and seasonally varying
atmospheric transport. The annual amplitudes of CO2 variation after subtracting the
growth rate based on the Mauna Loa, Hawaii data are observed to be about 26.07 ppm5

using monthly mean of all the data and 13.6 ppm using monthly mean of the afternoon
period (12:00–16:00 IST) data only. Significant difference between these amplitudes
suggests that the annual amplitude from afternoon monthly mean data only does not
give true picture of the variability. It is to be noted that most of the CO2 measurements
in India are based on day time flask samplings only.10

Significant differences in the diurnal patterns of CO2 and CO are also observed,
even though both the gases have major common emission sources and effects of PBL
dynamics and advection. Differences in their diurnal variability is probably the effect
of terrestrial biosphere on CO2 and chemical loss of CO due to reaction with OH rad-
icals. The morning and evening peaks of CO are affected by rush hours traffic and15

PBL height variability and occur almost same time throughout the year. However, the
morning peaks in CO2 changes its time slightly due to shift in photosynthesis activity
according to change in sun rise time during different seasons. The amplitudes of annual
average diurnal cycles of CO2 and CO are observed about 25 and 0.48 ppm respec-
tively (Table 4). Both gases show highest amplitude in autumn and lowest in monsoon.20

This shows that major influencing processes are common for both the gases, specific
to this city and the monsoon India.

The availability of simultaneous and continuous measurements of CO2 and CO
have made it possible to study their correlations during different times of the day
and during different seasons. The minimum value of slope and correlation coefficient25

of 0.8±0.2 ppbppm−1 and 0.62 respectively are observed in monsoon. During other
three seasons, the slopes vary in narrow range (Table 4) and indicate about the com-
mon emission sources of CO during these seasons. These slopes lie in the range
(10–15 ppbppm−1) of anthropogenic sources in developed countries, e.g., Japan. This
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suggest that the overall emissions of CO over Ahmedabad are mostly dominated by
the anthropogenic (fossil fuel) combustion. These slopes also show significant diurnal
variability having lower values (about 5–20 ppbppm−1) during noon hours and higher
values (about 30–50 ppbppm−1) during evening rush hours with highest correlation
(r > 0.9). This diurnal pattern is similar to the traffic density and indicate the strong5

influence of vehicular emissions in the diurnal pattern of CO. Further, using the slope
from the evening rush hours (18:00–22:00 IST) data as vehicular emission ratios, the
contributions of vehicular emissions and biospheric emissions in the diurnal cycle of
CO2 have been segregated. At rush hours, this analysis suggests that 90–95 % of the
total emissions of CO2 are contributed by vehicular emissions. Using the relationship,10

the CO emission from Ahmedabad has been estimated. In this estimation, fossil fuel
derived emission of CO2 from EDGAR v4.2 inventory is extrapolated linearly from 2008
to 2014 and it is assumed that there are no year-to-year variations in the land biotic
and oceanic CO2 emissions. The estimated annual emission CO for Ahmedabad is
estimated to be 69.2±0.7 Gg for the year of 2014. The extrapolated CO emission from15

EDGAR inventory for 2014 shows a value smaller than this estimate by about 52 %.
The observed results of CO2 are also compared with an atmospheric general cir-

culation model based chemistry transport model simulated CO2 concentrations. The
model captures some basic features like the trend of diurnal amplitude, seasonal am-
plitude etc, qualitatively but not quantitatively. The model captures the seasonal cycle20

fairly good but the amplitude is very less as compared to the observations. Similarly,
performance of the model capturing the change in monthly averaged diurnal ampli-
tude is quiet good (r = 0.72), however the slope is very poor. We also examined the
correlation between the hourly averaged observed CO2 and tracer of fossil fuel from
model simulation and found fairly good correlation between them. However, no signif-25

icant correlation has been observed between observed CO2 and biospheric tracer. It
suggests that the levels of CO2 over Ahmedabad are mostly controlled by the fossil fuel
combustion throughout the year.
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This work demonstrates the usefulness of simultaneous measurements of CO2 and
CO in an urban region. The anthropogenic and biospheric components of CO2 have
been studied from its temporally varying atmospheric concentrations, and validity of
“bottom-up” inventory has been assessed. Use of COexc : CO2exc ratios avoid some of
the problems with assumptions that have to be made with modelling. These results5

represent a major urban region of India and will be helpful in validating emission in-
ventories, chemistry-transport and terrestrial ecosystem models. However, a bigger
network of sites is needed to elucidate more accurate distribution of emissions and
their source regions, and run continuously over multiple years for tracking the changes
associated with anthropogenic activities and emission mitigation policies.10
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Table 1. Emission ratios of CO/CO2 (ppb ppm−1), derived from emission factors (gram of gases
emitted per kilogram of fuel burned).

Biomass burning Transport Industry Domestic

Crop-residuea,b,c Dieseld,e,f Gasolined,f Coal Coald,f Biofuelc,d

45.7–123.6 8.6–65.2 33.5 23.5–40.4 53.3–62.2 52.9–98.5

a Dhammapala et al. (2007). b Cao et al. (2008). c Andreae and Merlet (2001). d Streets et al. (2003).
e Sánchez-Ccoyllo et al. (2009). f Westerdahl et al. (2009).
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Table 2. Estimates of emissions of CO using the the CO2 emission from EDGAR inventory
over the box (72.3< longitude<72.7◦ E, 22.8< latitude<23.2◦ N) and observed COexc : CO2exc
slopes for different time periods. The correlation coefficient for corresponding slopes are given
inside the bracket in slope column. Monsoon data are not included for calculating slopes.

Time (IST) Slope (ppb ppm−1)
Correlation coefficient (r)

EDGAR Emissions
(Gg yr−1)

Estimated Emssions
Gg (yr)

CO2 CO

23:00–05:00 IST 13±0.14
(0.84) 69.2±0.7

06:00–10:00 IST 11.4±0.19
(0.75) 60.7±1.0

11:00–16:00 IST 14.9±0.19
(0.78) 8368.6 45.3 79.3±1.0

18:00–05:00 IST 34.6±0.37
(0.76) 184.2±1.9

Full day (24 h) 10.8±0.09
(0.73) 57.5±0.5
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Table 3. Model performance matrices used to quantify the level of agreement between model
simulations and observations. These statistics are based on hourly values in each day.

Parameter Winter Autumn Monsoon All months

MB (ppm) −2.72 12.64 −2.45 2.27
FGE (%) 0.96 3.12 2.0 1.76
RMSE (ppm) 5.21 12.82 9.14 8.60
RMSE (%) 1.27 3.21 2.20 2.09
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Table 4. Summary of results for the study period. The total refers to the average of all the 24 h
data while noon time values refer to the average for 12:00–16:00 IST. The “exc” refer to the
excess concentrations of CO2 and CO after subtracting the background concentrations.

Period Mean (ppm) Diurnal amplitude
(ppm)

Correlation
COexc : CO2exc

CO2 CO CO2 CO Slope
(ppb ppm−1)

Correlation
coefficient (r)

Monsoon 400.3±6.8 0.19±0.13 12.4 0.24 0.6±0.1 0.62
Autumn 419.6±22.8 0.72±0.71 40.9 1.36 8.5±0.2 0.72
Winter 417.2±18.5 0.73±0.68 31.7 1.01 12.7±0.2 0.71
Spring 415.4±14.8 0.41±0.40 15.9 0.62 8.4±0.1 0.87
Annual 413.0±13.7 0.50±0.37 25.0 0.48 8.3±0.7 0.79
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Figure 1. (A1) Spatial distribution of total anthropogenic CO2 emissions from EDGARv4.2 in-
ventory over Ahmedabad and surrounding regions. (A2) The Ahmedabad city map showing
location of the experimental site (PRL). (A3: a–d) Monthly average temperature with monthly
maximum and minimum value, relative humidity (RH), rainfall, wind speed, PBL height and
ventilation coefficient (VC) over Ahmedabad during the year 2014. Temperature, RH and wind
speed are taken from the Wunderground weather (www.wunderground.com) while rainfall and
PBLH data are used from Tropical Rainfall Measuring Mission (TRMM) satellite and MEERA
reanalysis data. (A4) Wind rose plots for Ahmedabad for the four seasons of 2014 using daily
average data from the Wunderground.
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Figure 2. Schematic diagram of the analysis system. We introduced additionally a Nafion dryer
in the inlet of instrument for removing the water vapour from the ambient air. The calibration
mixtures (three) from NOAA, USA are used to calibrate CO2 measurements and one calibration
mixture from Linde, UK is used to calibrate CO measurements.

32229

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

CO (ppm)CO2 (ppm)

C
O

2 
(p

p
m

v)

400

450

500

550

11/13  02/14  05/14  08/14  11/14  02/15  05/15  

C
O

 (
p

p
m

v)

0

2

4

6

CO2 (ppmv)

380 400 420 440 460

C
o

u
n

t 
(*

10
00

)

0

1

2

3

Bin = 100

CO (ppmv)

0.0 0.5 1.0 1.5 2.0

C
o

u
n

t 
(*

10
00

)

0

1

2

3

Bin = 50

Mixing ratios (ppmv)Month / year 

(a) (b)

(c) (d)

(e) (f)

C
O

2
(p

p
m

)
C

O
 (

p
p

m
)

Concentration (ppm)Month / Year

CO (ppm)

CO2 (ppm)

Figure 3. (a, c) Time series of 30 min average values CO2 and CO measured at Ahmedabad for
the study period. (b, d) The frequency distribution in CO2 and CO concentrations for the study
period using 30 min mean of both gases. (e, f) The polar plots show the variation of 30 min
averaged CO2 and CO at this site with wind direction and speed during the study period except
July, August and September due to unavailability of meteorology data.
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Figure 4. The seasonal variation of CO2 and CO at Ahmedabad, India from July 2014 to May
2015 using their monthly mean concentrations. The blue dots and red rectangles show the
monthly average concentrations of these gases for the total (00:00–24:00 IST) and noon time
(12:00–16:00 IST) data respectively with 1σ spread. All times are in Indian Standard Time (IST),
which is 5.5 h ahead of GMT.
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Figure 5. (a) Average diurnal variation of CO2 over Ahmedabad during all the four seasons. (b)
Monthly variation of average diurnal amplitude of CO2 from July 2014 to May 2015.
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Figure 6. Diurnal variation of biospheric fluxes from the CASA ecosystem model.
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Figure 7. (a) Diurnal variation of CO over Ahmedabad during all the four seasons. (b) Monthly
variation of the diurnal amplitude of CO.
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Figure 8. (a) Correlation of excess CO above background (COexc) with the excess CO2 above
background (CO2exc) during all the four different seasons. Each data points are averaged for
30 min. (b) The diurnal variation of the ∆COexc/∆COexc slopes during all the four seasons. The
colour bar in this plot shows the correlation coefficient (r) for corresponding time.
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Figure 9. (a) Diurnal cycle of excess CO2 over background levels during all the four seasons.
(b) Correlation between excess CO and CO2 for evening hours (18:00–21:00 IST) during the
study period. Contributions of fossil fuel (c) and biosphere (d) in the diurnal variation of excess
CO2 in all the four seasons.
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Figure 10. Residual of the diurnal cycle of CO2 (in ppm) for (a) observations and (b) modal
simulation over Ahmedabad in all the four seasons. Please note that the scales of model and
observational diurnal cycles are different. (c) Correlation between observed and model simu-
lated monthly mean diurnal cycle amplitudes.
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Figure 11. (a) The red circles and blue triangles show the mean seasonal cycles of CO2 (in
ppm) using afternoon values only, calculated from measurements and model over Ahmedabad.
The green triangles show the seasonal cycles of CO2 flux over South Asia, calculated from
TDI64/CARIBIC-modified inverse model as given in Patra et al. (2011) (Fig. 3d). (b) Blue bar
and red bar shows the correlation coefficient (r) of model CO2 concentration of biospheric tracer
and fossil fuel tracer component with observed concentrations of CO2 taking the entire annual
time series of daily mean data, respectively. The green bar shows the correlation coefficient
between the monthly residuals of afternoon mean only and the CO2 flux over South Asia.
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Continuous measurements of surface-level carbon di-
oxide (CO2) along with its co-emitted carbon monoxide 
(CO) and methane (CH4) are being made at  
Ahmedabad using a laser-based cavity ring down 
spectrometer, which offers much longer path length 
for accurate and fast measurements of these species 
simultaneously. The average data during November 
2013 show large variability in all the three species. 
These measurements also show significant diurnal 
variations with maximum in CO being relatively the 
shortest-lived species in this set of gases. The correla-
tions and slopes among them have been used to iden-
tify potential emission sources. 
 
Keywords: Cavity ring down spectroscopy, fossil fuel, 
greenhouse gases, India, vehicular emissions. 
 
CARBONDIOXIDE (CO2) is the most important greenhouse 
gas (GHG) of anthropogenic origin. It is found to in-
crease with time due to increasing use of fossil fuel com-
bustion and biomass burning. The present level of 
background CO2 has crossed 400 ppm and it is currently 
increasing at an average rate of 2.13 ppmv per year (in 
2014) based on the Mauna Loa data (www.esrl.noaa.gov/ 
gmd/ccgg/trends). Recent measurements show that the 
amplitude of seasonal variation of atmospheric CO2 in the 
northern hemisphere has increased since 1950s (ref. 1). 
Effects of rising levels of this gas as well as other GHGs 
like CH4 and N2O are clearly evident in rising air tem-
perature and associated effects all over the globe2, as well 
as in the Indian region3–5. The Asian countries, including 
India and China are growing fast, which leads to increase 
in the emissions of these gases. Since the lifetimes of 
these species are high, the effects are going to be felt all 
over the globe irrespective of the emission locations. 
 Sources and sinks of these GHGs need to be identified 
and estimated accurately to understand their variability 
and future trends. The budgets of these gases can be  
estimated using top-down and bottom-up approaches. 
However, both approaches show larger uncertainties 
(100–150%) in the biospheric flux of CO2 over South 
Asia than other continents, as shown by Patra et al.6,7. 
One of the major sources for these larger uncertainties is 
the lack of measurements with required temporal and spa-
tial resolutions. There are several groups in the developed 

countries making such measurements, but these are lack-
ing in India. Hence, there is a need for an observational 
network covering different ecosystems in India to make 
precise measurements of these gases in order to under-
stand their variability, trends and improved understanding 
of their emission budgets in the Indian region. Since CO2 
is also related to the biosphere (photosynthesis and respi-
ration), its measurements in different ecosystems are  
necessary. Several groups are now involved in the meas-
urement of surface-level CO2 in India8–12. Some of them 
are also making measurements of CO2 flux using tower 
measurements13–15. However, there are limited measure-
ments of CO2 with other co-emitted gases like carbon 
monoxide (CO), methane (CH4), etc. Simultaneous meas-
urements of CO2 with CO and CH4 have their importance 
in terms of constraining emission sources and their na-
ture. CO2 measurements alone can give information on 
basic features in terms of diurnal variation, seasonal vari-
ation and their amplitudes, but cannot give information 
related to source types. Interrelations among these gases 
can yield important information on the type of emission 
sources. This communication presents some initial results 
from a recently initiated project as a part of the ISRO-
GBP to study the levels, variability and trends in CO2 and 
related trace gases at Ahmedabad. 
 There are many techniques to measure CO2 in air. The 
collected air samples can be analysed using a gas chro-
matograph equipped with a flame ionization detector and 
a Ni-catalyst to convert CO2 to methane, which is finally 
detected. Though the system is rugged, it has limitation 
related to portability, precision and accuracy. Infrared  
absorption-based (using non-dispersive infrared NDIR 
technique) analysers are highly portable with better sensi-
tivity and accuracy. These systems have been extensively 
used for field studies, including aircraft-based measure-
ments16,17. However, these have the problem of drift (zero 
and temperature drift) in the system and need frequent  
calibration. This problem is overcome in the systems 
based on cavity ring down spectroscopy (CRDS) tech-
nique. This technique is based on the measurement of the 
rate of absorption rather than the magnitude of absorption 
of a laser pulse confined in a closed optical cavity filled 
with the sample air. Since many atmospheric gases have  
absorption bands in the near-infrared region, it is possible 
to tune the laser wavelength for a specific gas molecule. 
Since the effective path length inside the cavity becomes 
very large (many kilometres), the sensitivity of this sys-
tem becomes extremely good. It can measure gases in 
parts per billion level with high accuracy and with very 
fast response in seconds or less18,19. We have used an ana-
lyser based on this technique for the simultaneous meas-
urements of CO2, CO, CH4 and water vapour (Picarro, 
G2401). The precisions for a 5 min average are ∼50, ∼2 
and ∼0.7 ppb for CO2, CO and CH4 respectively. It uses a 
pump to suck the inlet air through the analyser. Since we 
are not interested in measuring water vapour and to avoid 
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its calibration and correction to calculate dry mole frac-
tions, we remove water in the sample air before it enters 
into the system using a Nafion dryer (100 tubes, 24 inch 
length). It brings down the water level to about 0.03% 
from 2% to 3%. This analyser is frequently calibrated  
using three CO2 mixtures from NOAA, USA at 350, 400 
and 425 ppmv. The analyser is also calibrated for CO and 
CH4 using gas mixtures from Linde, UK. 
 The measurements are being made from the sixth floor 
of the main building of the Physical Research Laboratory 
(PRL), Ahmedabad (23N, 72.5E, 49 m amsl). It is  
located in the western region of the city, dominated by 
various educational organizations and residential socie-
ties. A power house and some industries are located in 
the eastern parts of the city. The city has a population of 
about 50 lakhs and about 32 lakh registered vehicles, 
which are growing by about 10% per year. All these  
stationary and mobile fossil-fuel burning systems are a 
good source of gaseous and particulate pollutants. The 
city has a warm climate with high temperatures going up 
to 44C in May and lowest temperature of about 8C in 
January. The wind is mostly from the west except during 
the monsoon season, when it becomes southwest. Cool air 
during the winter comes from the northwest direction. 
The average annual rainfall is about 780 mm, which 
mostly occurs in July and August. Figure 1 shows air tem-
perature, relative humidity, wind direction and wind speed, 
and solar radiation received at the ground in November 
2013. These measurements are made using a weather sta-
tion located in the PRL campus. There are some breaks in 
the data due to technical problems. The air temperature 
during this month was in the range 17–33C. The relative 
humidity was in the range 25–75%. Wind speed varied 
from 1 to 4 m s–1 and the direction changed from north-
east to southwest. The relative humidity as well as the  
 
 
 

 
 

Figure 1. Variability of meteorological parameters measured using a 
weather station located at PRL, Ahmedabad. 

solar radiation showed slight decreasing trend during this 
month. 
 Continuous in situ surface-level observations of CO2, 
CO and CH4 using this system started at PRL in Novem-
ber 2013. Figurer 2 shows the 30-min average mixing  
ratios of these species from 3 to 30 November. There is a 
large variability in the levels of these gases during this 
month. Relatively lower values of these gases were  
observed during 16–19 November, while higher levels 
were observed during 20–27 November. A plume of very 
high levels of these gases was observed on 21 November. 
However, CH4 level was highest on 7 November when 
the other two gases did not show any abnormal increase. 
The minimum level of CO2 observed during this month 
was about 390 ppmv and it went as high as 558.6 ppmv. 
The average level of CO2 during this month was found to 
be 418.3  17.6 ppmv. Similarly, minimum level of CO 
was found to be 0.2 ppmv and highest level (7.0 ppmv) 
was observed coinciding with the high level of CO2. The 
average level of CO was found to be 0.73  0.65 ppmv. 
Methane showed 1.95, 5.7 and 2.41  0.42 ppmv respec-
tively, for minimum, highest and mean levels. Maximum 
variability has been observed in the levels of CO as its 
lifetime (few weeks to two months) is the shortest among 
the three gases. 
 To illustrate the nature of average diurnal cycle of 
CO2, CO and CH4, we standardized it by averaging  
 

 
 

Figure 2. Variability in the 30-min average mixing ratios of CO2, CO 
and CH4 measured at PRL, Ahmedabad during November 2013. 
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of every second data for respective hour of all the days of 
observations after removing the outer values beyond two 
sigma as outliers. Figure 3 shows the average diurnal  
patterns based on hourly average values for these gases 
during November 2013. Highest values of hourly average 
CO2 (431 ppmv) are observed during the morning around 
0800 h and in the late evening around 2200 h. These are 
also the periods of maximum variability. There is a slow 
increase in the levels of CO2 after the midnight (∼0200 h) 
low. This is mainly due to respiration by the plants. After 
the peak around 0800 h, the level of CO2 starts decreasing 
as the planetary boundary layer (PBL) height increases and 
as the photosynthesis in plants increases. The minimum 
CO2 (396 ppmv) during the day is observed around 
1600 h, when the diurnal value of air temperature is high-
est and the PBL height is also high. This gives higher  
volume for mixing of the pollutants in the atmosphere. 
CO2 levels again increase after this minimum due to  
lowering of the PBL, increase in the vehicular traffic as 
well as decrease in the photosynthesis activity. The  
variability in CO2 is high from late night to morning (2–
3%) and minimum (0.6%) during afternoon hours. The 
 
 

 
 

Figure 3. Average diurnal variations of CO2, CO and CH4 observed 
during November 2013 at Ahmedabad. 

average diurnal amplitude during this month is about 
35 ppmv. The only other measurements for diurnal varia-
tions in India are available for Dehradun and Gadanki11, 
and for Sriharikota10. Dehradun and Gadanki show diur-
nal amplitudes of 30 and 40 ppmv respectively, whereas 
Sriharikota shows an amplitude of only 17 ppmv. Though 
the diurnal amplitude observed at Ahmedabad is in the 
range of Dehradun and Gadanki, but their average CO2 
levels during 2010–2011 are much lower (∼355–
360 ppmv), than the average CO2 level of 418.3 ppmv 
observed at Ahmedabad during November 2013. CO also 
shows a similar diurnal variation but with some differ-
ences. Its levels keep on decreasing after the evening 
maximum around 2000 h to a low value of about 
0.370 ppmv around 0500 h. After this, there is a slight  
increase till about 0900 h after which its values start  
decreasing again. 
 The minimum (0.325 ppmv) is reached around 1500 h. 
Like CO2, CO values also start increasing after this min-
imum, but peak around 2000 h in the evening. Timings 
are slightly different for CO compared to CO2, which also 
has the effects of biosphere in addition to fossil-fuel 
combustion and biomass burning. The variability in CO is 
also high (30–65%) from late night to early morning, and 
minimum (16%) during afternoon hours. CH4, on the  
other hand, has different diurnal variation. After the peak 
(2.81 ppmv) in the evening around 2200 h, its values keep 
on decreasing till the afternoon minimum (2.02 ppmv) 
around 15 h. This species also has high variability (12–
16%) in the late night and early morning, and minimum 
(2%) during afternoon hours. 
 These three gases have some common emission 
sources and some specific different sources. As men-
tioned earlier, CO2 has both biospheric and combustion of 
fossil fuel and biomass burning. CO has emission sources 
from fossil-fuel combustion and biomass burning as well 
as oxidation from hydrocarbons. However, CH4 has dif-
ferent sources such as wetlands, rice agriculture, landfills, 
coal mines, biomass burning as well as losses of com-
pressed natural gas (CNG). There are many buses and  
autos being run on CNG in this city. Hence, the diurnal 
variations of these gases are different. The only common 
features are minimum in the afternoon and maximum in 
late evening/night. These features are dominated by the 
change in the height of the PBL from highest in the after-
noon to lowest in the night/early morning. Also, both CO 
and CH4 have losses by OH radicals. Since mixing ratios 
of OH are maximum during noon hours, so is the loss of 
both these gases. However, the reaction rate of OH with 
CH4 is very slow (6.3  10–15 cm3 mol–1 s–1), which is only 
1/24th that of reaction with CO (1.5  10–13 cm3 mol–1 
s–1). The lifetime of CH4 is about 8–10 years. CO2 does 
not have any chemical loss. Hence its lifetime is highest 
(∼40–50 years) among these gases. 
 Meteorological factors also play an important role in 
the distribution of trace gases. We have already discussed
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Figure 4. a, Variations of measured CO2, CO and CH4 with wind speed observed at Ahmedabad during November 
2013. b, Polar diagrams showing variations of observed trace gases with wind speed and wind direction. 

 

 
 

Figure 5. Correlations and slopes for CO–CO2, CH4–CO2 and CO–CH4 combinations during day and 
night. These are based on 15 min average data observed during November 2013 at Ahmedabad. 

 
 

the role of PBL earlier. Air temperature and humidity  
also have an impact on some of the emission sources as 
well as chemistry. However, advection can change their 
concentrations significantly. Figure 4 a shows variation of 
mixing ratios of these species with wind speed. It is clearly 

evident that higher wind speed lowers the levels of these 
gases. However, the correlations are not good as wind di-
rection and other factors also contribute to their changes. 
 Figure 4 b shows the wind polar diagrams, colour coded 
with the mixing ratios of CO2, CO and CH4, for November 
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2013. The episodes of higher mixing ratios of CO2 
(>425 ppmv), CO (>1 ppmv) and CH4 (>2.5 ppmv) are 
mostly found when wind direction is in between 30 and 
150. The main city, a power house and several industries 
lie in this direction range. Also, higher levels of these 
gases are observed when the wind speed is low. 
 These three gases have some common emission sources 
and losses. Correlations and slopes can give some hint on 
the dominant emission sources or losses. For example, 
fossil fuel and biomass burning both emit CO2 and CO, 
but CO emission is more during biomass/biofuel burning 
compared to that from fossil-fuel combustion. Hence the 
correlation slopes of CO with CO2 will vary with the effi-
ciency of combustion20–22 and thus will provide a good 
proxy for evaluating the signature of source type and 
their combustion efficiencies. A good correlation between 
two gases will indicate if major emission sources or loss 
processes are common. In order to study the important 
common sources of CO2, CO and CH4, we calculated the 
correlations of CO–CO2 and CH4–CO2 separately for day 
(07 : 00–18 : 45 h) and night (19 : 00–06 : 45 h). The ordi-
nary least square regression method has been imposed to 
the 15-min average data of CO, CH4 and CO2 for estimating 
the correlation slopes and regression coefficients. Figure 5 
shows correlations and slopes for different combinations. 
 Correlation of CO2 with CO is not good, particularly 
during daytime as CO2 has other biospheric sources and 
sinks and the lifetimes of the two gases are different. The 
slope (CO/CO2) is found to be 8 and 37 ppbv/ppmv 
during day and night respectively, for this month at  
Ahmedabad. The average slope based on all the data is 
16 ppbv/ppmv. The average ratio (CO/CO2) is found 
around 13.4 ppbv/ppmv over Puducherry, India during 
April–May–June only based on weekly flask measure-
ments during 2007–2011. Similar measurements for 
Hanle, India, a free tropospheric site, give this ratio in the 
range 35–55 ppbv/ppmv (ref. 12). Over China, the 
CO/CO2 ratios are found in the range of 40–
45 ppbv/ppmv (refs 23, 24), while southern California 
shows this ratio to be around 11 ppbv/ppmv (ref. 25). 
This shows the dominance of fossil fuel at Ahmedabad. 
 The correlation between CH4 and CO2 is found to be 
higher, 0.67 and 0.55 during day and night respectively, 
even though they are not emitted from common major 
sources. The atmospheric lifetimes of both gases are 
much longer than the timescale for mesoscale transport. 
Even if emitted from different sources, the dynamics in 
the boundary layer will cause mixing on very short time-
scales. The slope (CH4/CO2) is observed to be 11.1 
and 23.8 ppbv/ppmv during day and night respectively, 
and the slope based on all the data is found to be 
18 ppbv/ppmv in November at Ahmedabad. Puducherry, 
a southeast coastal station shows this ratio in the range of 
6–9 ppbv/ppmv (ref. 12). Several studies have reported 
strong correlation between CH4 and CO2 over different 
urban regions and observed slopes in the range of 5–8 

ppbv/ppmv (refs 25, 26). Higher ratio at Ahmedabad  
indicates relatively stronger source for methane. 
 Further, we have also derived the slope for CO–CH4 
(CO/CH4), which is observed to be 0.71 and 
0.95 ppmv/ppmv during day and night respectively. 
These are not very different from the average slope of 
0.96 ppmv/ppmv based on all the data. However, correla-
tions are poor (~0.35). Puducherry and Port-Blair show 
this ratio in the range of 0.4–1.4 ppbv/ppmv (ref. 12). 
The difference in the slopes is due to different types of 
emission sources. 
 Continuous measurements of CO2 together with CO 
and CH4 have been initiated at Ahmedabad. The average 
values of CO2, CO and CH4 for November 2013 are 418.3 
 17.6, 0.73  0.65 and 2.41  0.42 ppmv respectively. 
Higher variabilities have been observed during the day 
and from day-to-day. Higher variability in CO is due to 
its relatively shorter lifetime. The observed CO/CO2 
slope indicates emissions in Ahmedabad are dominated 
by fossil fuel. The CH4/CO2 slope is higher than other 
sites, which suggests that there is significant source for 
CH4 also in this city. 
 This analysis shows the importance of such simultane-
ous measurements to find the major emission sources. 
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Observations of snow–meteorological  
parameters in Gangotri glacier region 
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In this communication analysis of the snow–meteoro-
logical parameters recorded in the Gangotri glacier 
region has been presented. Maximum temperature, 
minimum temperature, snowfall, snow cover thick-
ness, incoming shortwave radiation flux, reflected 
shortwave radiation flux and albedo have been recor-
ded at ‘Bhojbasa’ observation station. Meteorological 
data of 13 years from 2000 to 2012 have been pre-
sented for annual and seasonal variations in tempera-
ture, snowfall and snow cover thickness. Winter, pre-
monsoon, monsoon and post-monsoon data have been 
considered for analysis. Annual mean maximum and 
minimum temperature are 11.1  0.7C and –2.3  
0.4C respectively. Mean values of these parameters 
obtained for winter season are 3.0  1.0C and  
–10.4  1.3C respectively. Mean annual snowfall 
amount is 257.5  81.6 cm and maximum snow cover 
thickness varies from 42 to 205 cm for different years. 
Incoming shortwave radiation flux and reflected 
shortwave radiation flux have been recorded using 
pyranometer sensor mounted on automatic weather 
station, and data for 2012 and 2013 are presented. In-
coming shortwave radiation flux and total atmos-
pheric transmissivity have been estimated. Mean 
annual atmospheric transmissivity is 0.37 at the ob-
servation location. Mean seasonal albedo for winter 
season is observed to be quite high compared to other 
seasons. Maximum and minimum temperature reveal 
an increase of 0.9C and 0.05C respectively, during 
the decade. Annual snowfall amount reveals a de-
crease of 37 cm in the decade. The observed tempera-
ture and snowfall patterns during the past 13 years, at 
the present study location, indicate that trends in Cen-
tral Himalaya may be in accordance with the observed 
trends in the Western Himalaya.  
 
Keywords: Albedo, glacier, snowfall, snow cover, 
temperature. 
 
THE Himalaya Mountains are the abode of the largest 
number of glaciers outside the polar regions. These glaciers 
are the major source of many perennial river systems, in-
cluding the Ganga, Indus and Brahmaputra1. These rivers 
play a critical role in meeting the demands of water, irri-
gation and hydropower1,2. Gangotri glacier is one of the 
most well-studied glaciers in India and is the largest gla-
cier in the Garhwal Himalaya3. Studies of the Gangotri 
glacier have been conducted for analyses of glacier  
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