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Abstract

Earth’s ionosphere-thermosphere system is driven by forcing from the top (radiation &

high energy particles of solar origin) and the bottom (atmospheric waves). In addition,

over low- and equatorial-latitudes, these upper atmospheric regions are affected by sev-

eral phenomena driven by the equatorial electrodynamics. Further, during geomagnetic

storms, high-latitude processes influence the dynamics of these regions. As a result of all

these processes, the upper atmospheric dynamics over the low- and equatorial-latitudes is

highly inter-coupled in nature. Systematic information on the gravity wave propagation

characteristics in different geophysical conditions at thermospheric altitudes is crucial to

gain a comprehensive understanding of the atmospheric coupling and dynamics.

This doctoral thesis presents new results on the daytime thermospheric wave dy-

namics obtained from low- and equatorial-latitude locations over different seasons and

geomagnetic conditions. These results have been made possible by using an innovative

approach to derive propagation characteristics of gravity waves in the daytime thermo-

sphere, which has been arrived at as a part of the thesis work. This method has opened

up new possibilities for investigations of daytime thermospheric wave dynamics on a con-

tinuous basis. Furthermore, the gravity wave characteristics, such as the time periods,

vertical phase speeds, and scale sizes, obtained using this approach correspond to the

highest possible altitude region reported so far in the literature.

The prediction of the occurrence of one of the equatorial phenomena, the equatorial

spread F (ESF), which refers to the generation of plasma irregularities in the nighttime,

has been one of the missing elements in the understanding of the equatorial upper atmo-

sphere. Some of the earlier works had suggested that the daytime thermospheric dynamics

makes the conditions, conducive or otherwise, for the occurrence of plasma irregularities

in the nighttime equatorial ionosphere. In the recent past, the possibility of gravity waves

offering the seed perturbation has been proposed, and investigations are underway around

i



the globe. In this context, as now an effective method is available to estimate the vertical

propagation activity of gravity waves in the daytime, this aspect has been investigated

further. It has been found that the vertical propagation activity is present on 85% of ESF

days as compared to around 50% of non-ESF days. Also, the vertical propagation speeds

of gravity waves on ESF days are higher compared to non-ESF days. ESF has been found

to occur on 100% of occasions whenever the vertical phase speeds of daytime gravity

waves were greater than 80 ms−1. This threshold value of vertical propagation speeds of

gravity waves can be used to predict the occurrence of ESF as early as 16 LT. The analysis

shows that the time periods associated with these upward propagating gravity waves that

are present in the afternoon persists until late in the evening of ESF occurrence, thereby

offering a plausible connection of gravity wave seeding of ESF bubbles in the daytime.

The gravity wave propagation characteristics were studied to investigate the sea-

sonal behavior. It has been found that the magnitudes of vertical propagation speeds

and wavelengths of gravity waves in the daytime thermosphere over low-latitudes are

maximum during equinoxes and minimum in the summers. The comparison between the

gravity wave characteristics and model-derived winds indicates that these gravity waves

propagate mostly in the westward direction. During geomagnetic storms, the values of

wave speeds and vertical scale sizes are significantly different than those seen on geomag-

netically quiet days. These differences are very similar to the variation in energy inputs

at the high-latitudes, as characterized by the strength of the auroral electrojet index.

This result presented direct evidence of high-to-low latitude coupling in the neutral wave

dynamics during geomagnetically disturbed times. Numerical relations have been arrived

at to represent variations in the vertical propagation speeds of gravity waves during both

geomagnetic quiet and disturbed conditions.

Even though the gravity waves in the thermosphere are considered to be omnipresent,

their vertical propagation in the daytime upper atmosphere is observed on only around

40% of the days. Nevertheless, the days in which vertical propagation exists, it is seen

that the vertical propagation activity increases with increasing solar flux. This is inferred

to be due to an increase in the scale height and decrease in the Brunt-Väisälä period of

the upper atmosphere with increasing solar flux. Further, the number of gravity waves in

the daytime thermosphere increases due to the weakening in wave dissipations during the

period of higher solar flux. These influences of solar flux on the gravity wave characteristics

ii



have been quantified, and empirical relations have been obtained.

Results obtained in this thesis work have provided new insights, which have signifi-

cantly enhanced our understanding of the daytime neutral wave dynamics. The empirical

relations established in this thesis work can form inputs to global-scale models of thermo-

spheric dynamics. Furthermore, the innovative approach of using radio wave technique

to derive neutral gravity waves, as demonstrated in this thesis, has opened up a new

dimension in the investigations of Earth’s upper atmospheric dynamics.
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Chapter 1

Introduction

1.1 Background

Earth is the only planet known so far where life exists. The ozone layer, the upper atmo-

sphere, and the geomagnetic field lines around the Earth form a shield from the harmful

radiation and energetic particles of solar origin from reaching the surface. Earth’s up-

per atmospheric species interact with the incoming radiation from the nearest star, the

Sun, whereby charged particles are generated due to ionization. However, the density of

charged particles is three orders of magnitude less than the neutral density in the up-

per atmosphere. Therefore, both the neutral and electrodynamical processes affect the

dynamics of the Earth’s upper atmosphere. These dynamics are not similar at all lati-

tudes as different latitudinal and longitudinal regions receive different amounts of solar

radiation at any given time. This differential nature in the amounts of absorption of the

solar radiation engenders wind motions of varying magnitudes. Further, the curvature

of the geomagnetic field lines leads to an anisotropic movement of plasma in the upper

atmosphere. The horizontal nature of the geomagnetic field lines over the dip-equator in

combination with the altitude-dependent differential responses of ions and electrons to

neutral winds, gives rise to several electrodynamical phenomena. These processes con-

trol the distribution of plasma and neutral density over the low- and equatorial-latitudes.

Also, the energy budget of the upper atmosphere is significantly influenced by the lower

atmospheric waves, which can have different spatial and temporal characteristics in dif-

ferent parts of the Earth. In addition to these, during geomagnetic storms, the upper

1
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atmosphere over low- and equatorial-latitudes get affected by the high-latitude processes.

The effects of all these drivers on the upper atmosphere can be direct, indirect, and mixed.

The highly unpredictable nature of occurrence of the nighttime plasma irregularities in

the equatorial ionosphere, which depend on the prevailing neutral and plasma dynam-

ics, adds further complications as they adversely affect the trans-ionospheric GPS and

satellite communications. Therefore, a comprehensive understanding of the upper atmo-

spheric dynamics over low- and equatorial-latitudes is essential for gaining insights into

not only the fundamental aspects of space physics, but also possible space applications.

The investigations of the upper atmospheric dynamics in the daytime gain importance as

there are several dynamic and inter-coupled phenomena that occur in the daytime (dis-

cussed in section 1.3.1). Further, information on the wave dynamics in the daytime is

quite sparse. This thesis aims to address some of these aspects. The work reported in

this thesis has significantly enhanced our knowledge on the wave dynamical behavior over

low- and equatorial-latitudes in the daytime.

In this chapter, we briefly discuss the structure of the Earth’s atmosphere and various

manifestations of upper atmospheric phenomena. The ionosphere-thermosphere system

over the low- and equatorial-latitudes is replete with several electrodynamical processes.

We have briefly outlined these forces that dominate the morphology, structure, and dy-

namics of these regions. Other drivers, such as the winds and the solar radiation that

significantly alter the thermospheric composition and energy budget, are also discussed.

Short descriptions are provided on different atmospheric waves in terms of their spatial

and temporal scales, in general, and gravity waves, in particular. The effects of geomag-

netic storms on the thermospheric dynamics over low- and equatorial-latitudes are also

described in this chapter.

1.2 Atmospheric structure

The atmosphere refers to the thin gaseous layer that co-rotates with the Earth under

the action of gravity. In terms of neutral constituents, our atmosphere consists of 78%

N2, 21% O2, and 1% of other species. The number density of these neutral species de-
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creases exponentially with altitude. Based on the variation in the temperature gradient,

the atmosphere is divided into the troposphere (0-15 km), the stratosphere (15-50 km),

the mesosphere (50-90 km), and the thermosphere (above 90 km). In the troposphere, the

temperature drops at a rate of around 6.5 K-km−1 as we go away from the Earth’s sur-

face. Then temperature increases in the stratosphere owing to the absorption of the solar

ultraviolet (UV) radiation by ozone. Radiative cooling by CO2 causes negative tempera-

ture gradient in the mesosphere, which is located above the stratosphere. Mesopause, the

upper boundary of the mesosphere, is the coldest region of the Earth’s atmosphere with a

temperature of around 180 K. Above mesopause, the atmospheric temperature increases

due to the absorption of solar X-ray and extreme ultraviolet(EUV) radiation. Eventually,

the temperature at these altitudes becomes constant due to high thermal conductivity. In

the region below 100 km, where all the atmospheric constituents are evenly mixed due to

turbulence, and composition does not vary with altitude, is known as the homosphere. The

region above 100 km is known as the heterosphere, wherein the atmospheric constituents

are distributed based on their masses through molecular diffusion, hence the composition

varies significantly with altitude. The boundary between the homosphere and heterosphere

is called the turbopause. For example, below the turbopause, the atmospheric composition

is dominated by N2 and O2 in the ratio of 4:1. In contrast, around 120 km, the amount

of atomic oxygen becomes equivalent to that of O2, and at 250 km altitude, the atomic

oxygen density is higher than that of N2. This happens due to photo-dissociation of O2 by

solar EUV radiation and molecular diffusion at altitudes above the turbopause. Hydrogen

dominated region of the atmosphere is known as the protonosphere. The altitude region

beyond 600 km is termed as the exosphere. The region of the atmosphere, where the

plasma corotates with the Earth, is known as the plasmasphere, which over the equatorial

plane can be extended up to 4-5 RE (Earth’s radius) depending on the magnetic activity

level. The magnetosphere refers to the outermost region, where the motion of plasma

is generally governed by the convective electric fields of solar wind origin. The partially

ionized region of the atmosphere is known as the ionosphere, which has enough plasma

densities to affect the propagation of radio waves. The ionosphere is embedded in the

mesosphere, the thermosphere, and the exosphere. The upper atmosphere refers to the

region above 60 km. Figure 1.1 summarizes the different classifications of the Earth’s

atmosphere. The different layers of the ionosphere are defined as D-region (60-90 km;
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Figure 1.1: Structure of the Earth’s atmosphere. Different classifications based on tem-

perature, composition, and ionization are shown. [After Hargreaves (1992)]

electron density: 108-1010 m−3), E-region (90-150 km; electron density: 1011 m−3), and

F-region (150 km and above; electron density: 1012 m−3 and higher). Depending on the

seasons and locations, the F-region splits into two layers around the noon-time, namely

F1 and F2. During the nighttime, the D-layer vanishes due to the recombination of ions

and electrons, and the E-layer remains present with lesser electron density than in the

daytime. Over the high-latitude regions, in addition to the ionization of N2, O2, and O

by incoming solar UV and X-rays, incoming energetic particles contribute significantly to

the ionospheric plasma densities.

1.3 Upper atmospheric dynamics

The solar ionizing radiation that produces charged particles in the ionosphere varies with

solar activity level. Also, the incoming charged particles from the Sun, deposit a significant

amount of energy at the high-latitudes. The thermospheric temperature has been shown

to vary by a factor of two, depending on the solar activity (e.g., Roble and Dickinson,

1973; Stolarski et al., 1975; Hinteregger , 1976). Waves generated in the lower altitudes can

travel deep into the upper atmosphere under favorable background conditions (e.g., winds,

temperature, and neutral density, etc.) and contribute to the energy budget of these
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regions. Neutral winds varying with seasons cause compositional changes, variation in

the ionospheric heights, and coupling between different parts of the atmosphere. All these

different drivers that influence the upper atmosphere over low- and equatorial-latitudes

are briefly discussed in the following sections.

1.3.1 Different phenomena of the ionosphere-thermosphere system over

the low- and equatorial-latitudes

In the presence of the geomagnetic field, both ions and electrons gyrate along the geo-

magnetic field lines with gyro-frequencies Ωi & Ωe, respectively. Further, they undergo

collisions with the neutrals (with collision frequencies νi & νe, respectively). These col-

lision frequencies decrease with altitude as a result of an exponential reduction in the

neutral densities. The motions of ions and electrons in the ionospheric D-region are con-

trolled by the neutral winds as Ωi � νi and Ωe < νe. In the F-region, both ions and

electrons are bound to the geomagnetic field lines since their gyro-frequencies are higher

than their collision frequencies with the neutrals. However, the ions and electrons in the

E-region show differential behavior in their movements. Here, the motions of ions are

governed by the neutral winds as Ωi < νi, whereas, the geomagnetic field controls the

movement of the electrons as Ωe > νe.

1.3.1.1 Equatorial elctrojet (EEJ)

Tidal forces due to solar heating and lunar gravitation pull set up horizontal wind motions

in the ionosphere. In the E-region, due to the differential motion of ions and electrons

under the influence of these neutral winds flowing across the magnetic field lines, an emf

is generated. This results in an eastward electric field in E-region in the daytime. This

process is akin to the dynamo action, and in the ionosphere, this is referred to as the E-

region dynamo mechanism. This primary eastward electric field (~Ex), in combination with

the horizontal field lines of the northward geomagnetic field (~B) over the dip-equatorial

region, drives an (~Ex × ~B) drift in the vertical direction. As ions in the E-region are

controlled by tidal winds, only electrons respond to this upward drift. A sharp reduction

in the hall conductivity above 110 km restricts the upward drift of electrons, which results
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in an upward polarization electric field (~Ez). This upward polarization electric field is

nearly 30 times stronger than the primary electric field (e.g., Anandarao, 1976; Pandey

et al., 2016). Furthermore, a westward drift is generated as the aforementioned vertical

polarization electric field crosses with the northward magnetic field lines. Again, only

electrons experience a strong westward drift, as their gyrofrequency is higher than their

collision frequency in the E-region. This leads to an enhanced eastward current in the

E-region in the daytime, known as the equatorial electrojet (EEJ) (Chapman, 1951).

The strength of this current maximizes over the dip-equator and drastically reduces at

Figure 1.2: Variation in the noon-time strength of horizontal component of the magnetic

field at different latitudes as measured using ground-based magnetometers. [After On-

wumechilli (1967)]

higher latitudes (as depicted in figure 1.2). In-situ measurements of this current using

magnetometers on-board sounding rockets revealed that this current maximizes around

the altitude of 105 km (e.g., Davis et al., 1967; Sampath and Sastry , 1979). Many models

have been developed over the years to explain the features of the EEJ (e.g., Baker and

Martyn, 1953; Sugiura and Cain, 1966; Anandarao, 1976). On some days, in the afternoon

hours, this current flows in the westward direction for a brief period, which is known as

the counter electrojet (CEJ). Different mechanisms have been proposed for the generation

of CEJ (e.g., Raghavarao and Anandarao, 1980; Blanc and Richmond , 1980; Somayajulu

et al., 1993; Stening et al., 1996; Gurubaran, 2002; Kikuchi et al., 2003; Fejer et al., 2008;

Sridharan et al., 2009; Pandey et al., 2018).
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1.3.1.2 Equatorial ionization anomaly (EIA)

The ionospheric electron density is expected to be higher over the equatorial-latitudes

as it receives a major amount of incoming solar radiation. In contrast, an anomalous

latitudinal distribution of plasma is observed with a density trough over the dip-equator

and two crests at around ±15◦ dip-latitudes (Namba and Maeda, 1939; Appleton, 1946;

Mitra, 1946), known as equatorial ionization anomaly (EIA). The E-region electric field

from the off-equatorial locations maps to dip-equatorial F-region through the highly con-

ducting magnetic field lines (Farley , 1959, 1960) (depicted in figure 1.3a). This mapped

eastward electric field crosses with the northward magnetic field perpendicularly over the

(a)

(b)

Figure 1.3: (a) Mapping of E-region dynamo electric field from the off-equatorial latitudes

to equatorial F-region through geomagnetic field lines. [After Schunk and Nagy (2009)].

(b) Plasma movement over equatorial-latitudes due to ~E×~B upward drift and their down-

ward diffusion through magnetic field lines to low-latitudes. [After Hanson and Moffett

(1966)]



8 Chapter 1. Introduction

dip-equator and pushes the plasma through the generation of (~E×~B) drift in the upward

direction (e.g., Hanson and Moffett , 1966; Anderson, 1973). In the F-region, as the gy-

rofrequencies of both ions and electrons are greater than their collision frequencies with

neutrals, they move upward in response to this drift, Vd, which is independent of charge

and mass. Owing to pressure gradient and gravity, this upward moving plasma in the

equatorial F-region gets deposited over the low-latitudes on both sides of the equator sim-

ilar to a fountain (as shown in figure 1.3b) and so this is also called the plasma fountain

effect. Hence, the latitudinal distribution in F-region plasma shows an altitude dependent

double-humped structure in the low-latitudes. The EIA structure is asymmetric about

the geomagnetic equator due to season-dependent meridional winds (e.g., Anderson, 1973;

Raghavarao et al., 1988b; Balan et al., 1995). The EIA strength has been shown to be

remarkably correlated with the integrated EEJ strength (Raghavarao et al., 1978). The

strength of the EIA, which controls the plasma distribution over low-latitudes, varies with

local time, day-to-day, season, and solar activity (e.g., Raghavarao et al., 1988b; Sastri ,

1990; Pallam Raju et al., 1996; Balan et al., 2018).

1.3.1.3 Pre-reversal enhancement of electric field (PRE)

Another unique electrodynamical process of dip-equatorial latitudes is the pre-reversal

enhancement of the zonal electric field (PRE). It refers to a significant increase in the

strength of the daytime eastward electric field in the post-sunset hours for a brief period

of time over the equatorial region. In the post-sunset hours, an increase in eastward zonal

wind and sharp conductivity gradient at the day-night terminator are considered to be

the cause of the PRE (Heelis et al., 1974). Because of this PRE, the F-layer plasma

is often pushed to higher altitudes, where the recombinations are less due to infrequent

collisions. Figure 1.4 showing the average vertical drift over Jicamarca as measured by

incoherent scatter radar (ISR) during geomagnetically quiet times in different seasons for

three different solar flux levels. The presence of PRE in all the seasons can be clearly

seen as enhanced values of vertical drift near the evening times. Further, it can be noted

that in the daytime ~E×~B drift does not vary much with the solar flux, whereas, the PRE

magnitude significantly changes with variation in the solar flux and seasons. This increase

in the PRE is due to faster zonal winds over the equatorial region and an increase in E-



1.3. Upper atmospheric dynamics 9

Figure 1.4: Average vertical plasma drift measured over Jicamarca during equinox (March-

April, September-October), winter (May-August), and summer months (November-

February) for three different solar flux levels. [After Fejer et al. (1991)]

layer conductivity gradient resulted from increasing solar flux (e.g., Farley et al., 1986;

Goel et al., 1990; Fejer et al., 1991).

1.3.1.4 Neutral anomaly (NA)

Equatorial electrodynamics not only controls the plasma distribution in the tropical lat-

itudes but also affects the latitudinal distribution of neutral density. The off-equatorial

EIA crest regions with higher plasma density offer greater resistance due to collision to

the neutrals than those over the dip-equatorial region. As a result of such ion-neutral

drag force, neutrals get accumulated at the crest regions, and lead to a double-humped

structure in their latitudinal distribution with two peaks on both sides of the dip-equator,

similar to the latitudinal distribution of plasma as in the case of EIA. This anomalous

distribution of neutrals is known as the neutral anomaly (NA). The latitudinal distribu-

tion of N2 and O obtained from the OGO-6 satellite measurements revealed that their
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(a): 1700LT (b): 0600LT

Figure 1.5: (a) The distribution of N2 densities corresponding to 1700 LT as obtained from

the OGO-6 satellite measurements showing minimum densities over the dip-equatorial

region and two maxima on both sides of the equator. (b) Same as in (a) but with an

increased density over the dip-equator at 0600 LT. [After Hedin and Mayr (1973)]

densities over the geomagnetic equator are 20% and 10% less, respectively, than those

over the EIA crest locations (Hedin and Mayr , 1973). This satellite was instrumented

for 26 experiments to understand the inter-relationships between different atmospheric

parameters. Some of these experiments enabled measurements of airglow, auroral emis-

sions, cosmic rays, electric fields, neutral compositions, solar radiation, etc. Figure 1.5a,

shows the latitudinal distribution of N2 density measured from the OGO-6 satellite corre-

sponding to 1700 LT. But the N2 distribution around 0600 LT, when the EIA strength is

very weak, was found to be maximum over the geomagnetic equator (as depicted in figure

1.5b).

1.3.1.5 Equatorial temperature and wind anomaly (ETWA)

An anomalous distribution in the neutral temperature and zonal winds in the low- and

equatorial-latitudes were first observed in the measurements from the DE-2 (Dynamics

Explorer) satellite. As discussed above, the neutral wind motions experience more re-

sistance over the EIA crest regions due to the ion-drag forces than the trough region.
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Consequently, the zonal wind motions get slower over the crest locations than the EIA

trough location. Higher ion-neutral collisions cause the temperature to rise over the crest

regions that lead to an enhancement in temperature by ∼50-100 K in the region of higher

plasma densities, compared to those at the trough region. Such structure in the magni-

tudes of temperature and zonal winds in the low- and equatorial-latitudes, is known as the

equatorial temperature and wind anomaly (ETWA) (Raghavarao et al., 1991). Variations

(a)

(b)

(c)

Figure 1.6: Latitudinal distribution of (a) electron density (symbols P) and zonal winds

(symbols z), (b) neutral temperature (symbol T), and (d) vertical winds as obtained from

Wind and Temperature Spectrometer (WATS) instrument on-board the DE-2 satellite.

These values correspond to 2100 LT and 27◦ W longitude. [After Raghavarao et al. (1993)]
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in them are depicted in figure 1.6 as obtained from the DE-2 satellite for 2100 LT. From

the top panel of this figure, it can be seen that the zonal winds (curve with symbol z )

magnitudes are smaller at the places of higher electron density (curve with symbol p) as

compared to those over the equatorial region, where the electron densities are minimum.

The middle panel of figure 1.6, depicts the latitudinal variation in temperature (curve

with symbol T ), with higher values at the crest locations and lower values at the dip-

equatorial region. Therefore, the ETWA is clearly seen from figure 1.6a and 1.6b. The

temperature gradient over the low- and equatorial-latitudes sets up meridional circula-

tion, which leads to vertically upward wind over the crest, and downward wind over the

trough regions. Variation in these vertical wind magnitudes can be seen in the bottom

panel (figure 1.6c), wherein, the vertical wind magnitudes are showing similar latitudinal

distribution to those observed in the temperature (figure 1.6b). Therefore, over the low-

and equatorial latitudes, EIA is not only responsible for the redistribution of ionospheric

plasma, but also for the latitudinal distribution of the neutrals.

1.3.1.6 Equatorial spread-F (ESF)

The various upper atmospheric phenomena discussed above briefly, not only make the

ionosphere-thermosphere system of low- and equatorial-latitudes highly dynamic, but

also influence the nighttime processes. One such example is the occurrence of equato-

rial spread-F (ESF) in the post-sunset hours over the dip-equatorial region. ESF refers

to the large scale plasma irregularities in the nighttime F-region, one of whose manifes-

tations is the range spread in the return echoes of ionograms obtained by ionosonde (as

can be seen in figure 1.7). These plasma irregularities severely affect trans-ionospheric

communication and navigation systems. In the post-sunset hours, a sharp vertical den-

sity gradient in plasma develops in the F-region, as during this time production of plasma

stops, and the ionization in the bottom side of the ionosphere rapidly recombines. This

configuration of heavier fluid (plasma) resting on a lighter fluid is an unstable condi-

tion, and on occasions, the Rayleigh-Taylor instability can get triggered. Even though

such configuration of heavier fluid being balanced by lighter one is present in all the

nights, there are only some nights when this Rayleigh-Taylor instability gets triggered.

The published literature is rich with reports of several works, which address the pre-
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Figure 1.7: ESF occurrence, as observed by the digisonde at Trivandrum, a magnetic

equatorial location in India.

conditions of the ionosphere-thermosphere system to enable triggering of Rayleigh-Taylor

instability. Any density perturbations in the ionosphere caused by gravity waves (dis-

cussed in section 1.3.4) are thought to form the seeds that instigate the upward rise of

lower density plasma. This leads to the generation of plasma irregularities through the

Rayleigh-Taylor instability mechanism. Once generated, these irregularities grow non-

linearly and can have spatial scales ranging from a few centimeters to a few hundreds of

kilometers. Variability in the occurrence of ESF with seasons, solar activity, and longi-

tudes is relatively well-understood (e.g., Chandra and Rastogi , 1970; Rastogi , 1980; Abdu

et al., 1981a; Maruyama and Matuura, 1984; Tsunoda, 1985; Raghavarao et al., 1988a;

Mendillo et al., 1992), whereas the day-to-day variation in its occurrence still remains

a mystery. As discussed earlier, the higher values of the PRE push the ionosphere to

higher altitudes where the collisions are lesser, which helps these plasma irregularities to

grow. Numerous results have been reported in the literature addressing the day-to-day

variability in the ESF occurrence in the light of PRE strength (e.g., Sekar and Kelley ,

1998; Sastri , 1996; Fejer et al., 1999; Anderson et al., 2004; Ram et al., 2006; Abdu et al.,

2006b, 2009; Prakash et al., 2009). Strong EIA development in the daytime have been

shown to be a necessary condition that makes the ionosphere-thermosphere region con-

ducive for the occurrence of plasma irregularities in the nighttime over Indian longitudes
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(e.g., Raghavarao et al., 1988a; Sridharan et al., 1994; Jayachandran et al., 1997; Prakash

et al., 2009). Independent measurements were followed up by different research groups

from other longitudes, which verified and confirmed these results (e.g., Mendillo et al.,

2001; Valladares et al., 2001; Pallamraju et al., 2004b). ETWA leads to the generation

of vertically downward winds (Raghavarao et al., 1993) over the dip-equator (shown in

figure 1.6), and these downward vertical winds can play a crucial role in the growth rate

of plasma irregularities in the nighttime ionosphere (Sekar and Raghavarao, 1987). These

works suggest that the daytime thermosphere prepares the background conditions in this

region, and make them conducive or otherwise for the occurrence of nighttime plasma

irregularities in the ionosphere.

All these different upper atmospheric phenomena discussed so far (e.g., EEJ, EIA,

NA, ETWA, and ESF) make the ionosphere-thermosphere system over low-and equatorial

latitudes highly dynamic as their strength varies from day-to-day, day-to-night, seasons,

solar activity, and geomagnetic activity.

1.3.2 Influence of solar flux variation on the ionosphere-thermosphere

system

Solar radiation is the endless source of energy for the Earth’s atmosphere. The activity

level of the Sun changes with the 11-year cycle. The solar X-ray, EUV, and UV flux,

which influence the upper atmospheric dynamics and plasma densities, change with the

solar activity level. In addition to the 11-year cycle, solar radiation also shows an intrinsic

27-day periodicity, which is related to the solar rotation. There are several other period-

icities as well that are displayed by the solar flux (Willson, 1982). Therefore, the upper

atmospheric parameters show variability similar to those present in solar radiation (e.g.,

Balan et al., 1994, 1996; Pancheva et al., 2002; Altadill and Apostolov , 2003; Pallamraju

et al., 2010, 2020; Kutiev et al., 2012; Chakrabarty et al., 2012; Mandal et al., 2020). As

can be seen from figure 1.8, in the entire solar cycle, the upper atmospheric neutral tem-

peratures changes by a factor of two, whereas the densities of neutrals and electrons can

vary by a factor of ten (Lean, 1997). As the high-energy electromagnetic radiations from

the Sun get absorbed in the Earth’s upper atmosphere, they can not be measured from the
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Figure 1.8: Variation in the Earth’s upper atmospheric neutral temperature, electron and

neutral density for low and high activity in a solar cycle is shown. Thick and thin lines in

each case represent the values in high and low solar activity levels. [After Lean (1997)]

ground. One of the most commonly used indices for monitoring the solar activity level is

F10.7cm flux (Tapping , 2013), whose variations are found to be similar to those in the solar

EUV and X-ray radiation. These are discussed in chapter 2 of this thesis. High-speed

energetic particles that are emitted from the active regions of the Sun during coronal mass

ejections (CME) events, travel via the interplanetary magnetic fields (IMF) and interact

with the Earth’s magnetic field. On occasions, when the IMF is directed southward, the

solar energetic particles can enter the upper atmosphere of the Earth over high-latitudes

and produce what is called a geomagnetic storm. Geomagnetic storms can further modify

the upper atmospheric dynamics over the low- and equatorial-latitudes as well through

various transport mechanisms between high-to-low latitudes. Transient solar flare events

lead to a surge in solar ionizing radiation and hence they significantly alter the background

dynamics (e.g., Mitra, 1974; Mendillo et al., 1974; Mendillo and Evans , 1974; Immel et al.,

2003; Tsurutani et al., 2005; Das et al., 2010; Pallamraju et al., 2010; Le et al., 2012, 2013,

2015; Sumod et al., 2014). Different amounts of absorption of solar radiation with lati-

tudes generate wind motions of varying magnitudes in different directions. These winds
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contribute significantly to the variability of the ionosphere-thermosphere system.

1.3.3 Thermospheric Winds

Primarily, the pressure gradient forces associated with temperature differences, drive

winds in the upper atmosphere. These wind motions alter the compositions and bring

in changes in neutral and plasma densities in different latitudes. In the thermosphere,

winds flow in zonal, meridional, and vertical directions. The daytime zonal winds in the

ionospheric E-region generates an electric field through the E-region dynamo (e.g., Gouin

and Mayaud , 1967; Onwumechilli , 1967; Anandarao and Raghavarao, 1987). In the post-

sunset hours, an enhanced eastward wind in the F-region causes PRE through the F-region

dynamo (discussed in section 1.3.1.3). The meridional winds (equatorward or poleward)

push the plasma (to higher or lower altitudes) along the magnetic field lines (Rishbeth and

Garriott , 1969; Rishbeth, 1979). However, as the magnetic field lines are horizontal over

the dip-equator, the meridional wind does not change the ionospheric heights over the dip-

equator. Meridional and trans-equatorial winds have been shown to affect the evolution

of plasma irregularities in the nighttime (e.g., Maruyama and Matuura, 1984; Mendillo

et al., 2001; Devasia et al., 2002; Abdu et al., 2006b). Equatorward meridional winds,

driven by Joule heating in the polar region during geomagnetic storms, change the neu-

tral composition and electric field over the low- and equatorial-latitudes (e.g., Richmond

and Matsushita, 1975; Mayr et al., 1978; Richmond , 1978, 1979; Pallamraju et al., 2004b;

Karan and Pallamraju, 2018). Several reports are available in the literature on the ther-

mospheric winds measured from satellites as well as ground (e.g., Salah and Holt , 1974;

Hernandez and Roble, 1976; Spencer et al., 1981; Forbes et al., 1987; Herrero et al., 1988;

Meriwether et al., 1984, 1986; Gurubaran et al., 1995; Shiokawa et al., 2003; Shepherd

et al., 2012). Different empirical and physics based models also provide thermospheric

neutral wind variation (e.g., Hedin et al., 1988, 1996; Drob et al., 2008, 2015). Ther-

mospheric meridional and zonal winds vary with latitudes, longitudes, and seasons (e.g.,

Gurubaran et al., 1995; Pant and Sridharan, 1998; Emmert et al., 2002). Vertical winds

in the thermosphere have been shown to contribute to the growth of plasma irregularities

and at thermospheric altitudes, their effects can be comparable to the effect of gravity

(e.g., Sekar and Raghavarao, 1987; Sekar et al., 1994). Measurement of vertical winds at
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thermospheric altitudes are very limited (e.g., Biondi and Sipler , 1985; Raghavarao et al.,

1987, 1993; Herrero and Meriwether Jr , 1994; Smith, 1998).

1.3.4 Atmospheric waves

Waves are motions induced by perturbations in the atmosphere due to internal or external

sources. As the waves propagate away from the origin, they carry the energy from their

source region. Hence, these waves play a crucial role in the atmosphere’s energy budget.

The Earth’s atmosphere supports different kinds of wave motions. These waves can be

categorized based on their spatial extents (planetary waves, tides, and gravity waves),

excitation modes (free and forced waves), propagation in the atmosphere (stationary,

evanescent, and traveling waves), and vertical displacement of the medium (longitudinal

and transverse waves) (Beer , 1974; Andrews, 1987). Figure 1.9 depicts the direction of

oscillations of the particles in the medium in the cases of acoustic waves (longitudinal),

gravity waves (vertical transverse), and Rossby waves (horizontal transverse). Planetary

Figure 1.9: Schematic of longitudinal, vertically transverse, and horizontally transverse

wave motion and the direction of wave-induced motions of the medium. [After Beer

(1974)]
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waves are large scale waves present in the atmosphere, whose motion is affected by Earth’s

rotation. These are global-scale waves and are mostly generated due to instability pro-

cesses or dissimilar heating between land and ocean. These waves have periods of the order

of 2-30 days and horizontal wavelengths of the order of Earth’s radius. The sudden strato-

spheric warming (SSW) events, wherein the stratospheric temperature increases by tens

of Kelvins, are considered to be caused by the interaction of planetary waves and zonal

mean flow in the wintertime stratosphere of high-latitudes (e.g., Matsuno, 1971; Holton,

1980; Chau and Woodman, 2005; Chau et al., 2012). Even though SSW is a high-latitude

phenomenon, its effects have been observed in the different parameters of middle and

lower thermosphere (MLT) regions of low- and equatorial-latitudes (e.g., Liu and Roble,

2005; Sridharan et al., 2009; Chau et al., 2009; Pedatella and Forbes , 2010; Yue et al.,

2010; Pancheva and Mukhtarov , 2011b; Fejer et al., 2010; Guharay and Sekar , 2012; Gon-

charenko et al., 2013; Chandran et al., 2013; Singh and Pallamraju, 2015; Laskar et al.,

2013, 2014, 2019; Laskar and Pallamraju, 2014). The planetary wave activity of quasi-16

day periodicity has been found to be enhanced during the SSW events (e.g., Pancheva

et al., 2008; Laskar et al., 2013; Laskar and Pallamraju, 2014). Planetary waves do not

directly propagate beyond 100-110 km (Pogoreltsev et al., 2007), but their effects are

transferred to the mesosphere and thermosphere regions through interaction with grav-

ity waves or tidal winds. These effects of planetary waves in the middle atmospheric

dynamics and results on the vertical coupling have been reported in the literature (e.g.,

Forbes , 1982; Salby , 1984; Parish et al., 1994; Gurubaran et al., 2001; Abdu et al., 2006a;

Pancheva et al., 2008; Guharay et al., 2014; Sassi et al., 2012). The tidal wave motion in

the upper atmosphere sets in due to differential heating by the solar radiation or lunar

gravitational pull. These atmospheric tides play a major role in the general circulation of

the MLT region, and their amplitude in the temperature and zonal winds can reach tens

of Kelvin and ms−1, respectively (Chapman and Lindzen, 1970; Miyoshi et al., 2017). The

tides can be both migrating (move westward with the Sun and are fixed in local time)

or non-migrating (do not follow the apparent motion of Sun) in nature. The migrating

diurnal and semi-diurnal modes are the atmospheric tides with the largest amplitudes.

Non-migrating tides are generated due to a contrast in heating between land and ocean,

and they cause a difference in the diurnal variation in the surface pressure between them

(Kato et al., 1982; Miyoshi et al., 2017). In the lower thermosphere, semi-diurnal tides
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dominate due to the absorption of solar radiation in the Schumann-Runge band by atomic

oxygen. In altitudes above 250 km, solar heating driven diurnal tides can be observed,

whereas, in the altitude region 100-250 km, both diurnal and semi-diurnal components

of tides are present. These large scale wave motions exhibit systematic behavior in both

longitudes and latitudes (Oberheide and Gusev , 2002; Oberheide et al., 2009). The tidal

wind motions in the ionospheric E-region generate an electric field through dynamo ac-

tion. The longitudinal distribution of electron density in the ionospheric F-region has

been shown to be affected by the non-migrating tides and communicated through the

variation in the E-region electric field (e.g., Immel et al., 2006; Hagan et al., 2007; Jin

et al., 2008). Atmospheric gravity waves refer to the smaller spatial scale waves, which

are not affected by the Coriolis force, and gravity acts as the restoring force for these

waves. The smallest spatial scale waves present in the atmosphere are the acoustic waves,

which do not play any significant role in the upper atmospheric dynamics. In this thesis,

we have studied the gravity wave activity in the daytime thermosphere using combined

radio and optical measurements. In the following section, we present a brief discussion on

the source, dissipation, and dispersion of gravity waves in the atmosphere. Generalized

mathematical treatment of gravity waves can be found in the literature (e.g., Hines , 1960;

Beer , 1974; Holton, 1980; Lindzen, 1990). Due to the presence of density gradients in the

Earth’s atmosphere, it acts as an anisotropic and dispersive medium to wave propagation.

The spectrum of acoustic-gravity waves can be presented by the dispersion relation given

by the equation 1.1.

m2 = (1− ωa
2

ω2 )
ω2

s2 − k2(1− ωb
2

ω2 ) (1.1)

where m is the vertical wave vector; k is the horizontal wave vector; ωa is the acoustic

cut-off frequency; ωb is Brunt-Väisälä frequency, s is the speed of sound waves, and ω is

the intrinsic frequency of the propagating wave.

The figure 1.10 depicts the different branches, namely, the acoustic waves (ω > ωa),

evanescent waves, and internal gravity waves (ω < ωb) of the dispersion relation. For

propagating waves, both m and k must be real and positive. This criterion is achieved

for either ω > ωa or ω < ωb, and these refer to waves of acoustic and internal gravity

wave regimes. For complex values of m, the waves do not propagate vertically and they
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Figure 1.10: The different regimes of acoustic-gravity waves. [After Hargreaves (1992)]

are called evanescent waves (Salby , 1996). As the gravity waves do not get affected by

the Earth’s curvature, they refer to atmospheric oscillations of frequencies (ω), such that

ωb>ω> f (where, f = 2Ωsinφ , is the Coriolis parameter; Ω is the Earth’s rotation rate,

and φ is the latitude). The propagation direction (θ ) of gravity waves can be estimated

as θ = tan−1(m
k ). The linear theory of gravity waves in the Earth’s atmosphere leads to

the gravity wave dispersion relation of the form (Fritts and Alexander , 2003),

m2 =
k2(ωb

2−ω2)

(ω2− f 2)
− 1

4H2 (1.2)

where, H is the neutral scale height.

The group velocity of the waves determines the direction and rate of energy transport. As

gravity wave periods are much smaller than the Earth’s rotation period, we can neglect

the parameter f in equation 1.2. Hence, the above equation reduces to equation 1.3.

ω
2 =

ωb
2k2

(k2 +m2 + 1
4H2 )

(1.3)

Therefore, the vertical phase speed of gravity waves (cpz), is given by:

cpz =
ω

m
=± ωbk

m(k2 +m2 + 1
4H2 )

1
2

(1.4)



1.3. Upper atmospheric dynamics 21

and, the vertical group velocity (cgz) is given by:

cgz =
∂ω

∂m
=∓ ωbkm

(k2 +m2 + 1
4H2 )

3
2

(1.5)

It can be noted from equations 1.4 and 1.5 that the direction of phase propagation and the

wave propagation (i.e., direction of group velocity) are opposite to one another. Therefore,

downward moving phases are always associated with upward propagating gravity waves

(Hines , 1960; Lindzen, 1990). Pictorial representation of gravity wave propagation in the

atmosphere is shown in figure 1.11a, wherein, variations in the background density are

shown by nearly horizontal parallel lines. For downward phase propagation, an association

of energy propagation in an obliquely vertical direction can also be seen here. As these

waves propagate higher in altitudes, due to exponentially decreasing neutral density, the

wave amplitude increases as a result of energy conservation. Such an increase in wave

amplitude as the wave propagates to higher altitudes can be noted in figure 1.11a. Djuth

et al. (1997) have shown the presence of gravity wave activity in the consecutive electron

density profiles obtained from Arecibo radar (depicted in figure 1.11b). Here, gravity

waves can be seen causing fluctuations of ∼4% in the electron density at around 130 km.

(a) (b)

Figure 1.11: (a) Schematic representation of gravity wave propagation. Instantaneous

neutral velocity vectors are shown by the arrows. Background density variations are shown

by nearly horizontal parallel lines. [After (Hines et al., 1974)] (b) Electron density profiles

measured by the Arecibo radar. The downward movement of the phase fronts can be clearly

noticed here. [After Djuth et al. (1997)]
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Clear downward phase movements with upward propagating gravity waves can be noted.

But on this day, these waves are not seen in the region above about 130 km, which could

be due to the dissipation of these waves with short vertical wavelength caused by viscous

drag.

In the lower atmosphere, gravity waves can be generated due to changes in orography

(e.g., Long , 1955; Smith and Lyjak , 1985; Durran and Klemp, 1987; Alexander , 1996;

Nance and Durran, 1998; Lott and Miller , 1997; Farmer and Armi , 1999) or by the

convective activities supported by the negative temperature gradient in this region (e.g.,

Sato, 1993; Sato et al., 1995; Alexander and Pfister , 1995; Dewan et al., 1998; McLandress

et al., 2000; Alexander et al., 2000; Singh and Pallamraju, 2016). Gravity waves generated

through topography have defined phase speed and frequency, whereas, convective activity

excites a large spectrum of gravity waves (Fritts and Alexander , 2003). Generation of

gravity waves from wind shears (e.g., Davis and Peltier , 1979; Fritts , 1982, 1984; Scinocca

and Ford , 2000; Pallamraju et al., 2014; Pramitha et al., 2015), auroral processes over

the high-latitudes (Hocke, 1996; Pallamraju et al., 2001), and equatorial electrojet over

low-latitudes (Raghavarao et al., 1988b; Pallamraju et al., 2010) have also been reported.

If the background conditions are favorable, these waves can propagate to higher altitudes

and significantly contribute to the middle atmospheric dynamics (Fritts and Alexander ,

2003). As the wave amplitudes increase with altitude, non-linear wave-wave interaction

occurs in the MLT region, which leads to breaking of these waves. Energy deposition by

the dissipation of waves accelerates the background mean flow at these altitudes. These

further excite secondary waves in the MLT region (Medvedev and Klaassen, 2000; Yigit

et al., 2008), which can reach thermospheric altitudes. Hence, a critical understanding of

the gravity wave propagation activity in the thermospheric altitude is essential in order

to address the coupling issues in the atmosphere.

1.3.5 Geomagnetic storms

So far we have discussed the effects of equatorial electrodynamics, different upper atmo-

spheric phenomena, seasonally varying thermospheric wind structures, and neutral wave

activity on the thermospheric dynamics. Furthermore, these drivers can get modified dur-
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ing geomagnetically disturbed periods. The magnetosphere of the Earth is continuously

bathed by the high-speed solar winds. The frozen-in magnetic fields in the high-speed

solar winds drive geomagnetic disturbances in the Earth’s magnetosphere. On occasions,

when the IMF is directed southward, they merge with the northward directed geomagnetic

field lines in the dayside, which is known as magnetic reconnection. After reconnection

in the dayside, the geomagnetic field lines are dragged by the high-speed solar wind to

the night side magnetotail region. Then the large-scale reconnections in the night side

bring the plasma closer to the Earth. Eventually, these charged particles get trapped by

the geomagnetic field lines. A resultant westward current gets developed due to the drifts

of electrons and protons towards the east and west, respectively, when they encounter

closed geomagnetic field lines. This westward current is known as the ring current, in-

duces a southward magnetic field as measured by the magnetometers on the ground.

Thus, an increase in the strength of the ring current indicates the onset of a geomag-

netic storm. Different phases of a geomagnetic storm are characterized by measuring the

induced southward magnetic field and represented by the disturbance storm time (Dst)

index, which has been described in chapter 2. During geomagnetic storms, modifications

in the ionospheric electric fields over the low- and equatorial-latitudes can be both prompt

and delayed in nature. The convection electric field at the high-latitudes during geomag-

netically disturbed periods promptly penetrate to the equatorial latitudes under favorable

conditions, which is known as the prompt penetration electric field (e.g., Nishida, 1968;

Wolf , 1970; Senior and Blanc, 1984; Sastri et al., 2000; Kelley et al., 2003; Huba et al.,

2005; Chakrabarty et al., 2005, 2015, 2017). Auroral electrojet currents get intensified dur-

ing the active phases of the geomagnetic storm as high energy particle precipitation takes

place over high-latitude regions. Increased ionospheric currents generate Joule heating

in the high-latitudes, which causes a rise in gas temperature (as shown in figure 1.12a)

and drives meridional winds from the polar to the equatorial regions. These equator-

ward winds under the influence of Coriolis force generate an anti-Sq current vortex, that

when encountered by the conductivity gradients, generates an electric field known as the

disturbance dynamo field (e.g., Blanc and Richmond , 1980; Scherliess and Fejer , 1997;

Fejer et al., 2008; Yadav and Pallamraju, 2015; Yamazaki and Kosch, 2015; Fejer et al.,

2017; Pandey et al., 2018). In the equatorial region, the daytime disturbance dynamo

electric field is in the westward direction and it is in the eastward direction during the
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(a) (b)

Figure 1.12: (a) Schematic diagram depicting energy and mass transport during geomag-

netic storms. (b) Graphic representation of composition changes and effects of the winds

due to geomagnetic storms. [After Mayr et al. (1978)]

nighttime. Therefore, the disturbance dynamo effect can reduce or reverse the quiet time

values of the equatorial electric fields. It can be readily noticed that all the phenomena

discussed in section 1.3.1, will get modified in their strengths and extents, through these

electric field perturbations during geomagnetic storms. As discussed above, Joule heating

at high-latitudes during geomagnetic storm drives equatorward meridional wind circula-

tions (e.g., Richmond and Matsushita, 1975; Mayr et al., 1978; Richmond , 1978, 1979;

Pallamraju et al., 2004b, 2011; Karan and Pallamraju, 2018; Mandal and Pallamraju,

2020). These wind circulations change the composition of the thermosphere at different

latitudes during geomagnetic storms. Equatorward meridional wind pushes the plasma

to higher altitudes along the magnetic field lines through ion-neutral collisions, where the

loss processes are weak. This causes an increase in the ionization at the higher altitudes

of the polar region, and the peak electron density increases initially (phase I, as shown

in figure 1.12b). Gradually when the wind-induced diffusion becomes dominant in these

regions, then densities of heavier elements (N2 and O2) increases, and atomic oxygen gets

transported to lower latitudes. As a result, the ionization over the high-latitudes reduces

(as marked by phase II in figure 1.12b). The transport of atomic oxygen from the polar

region leads to an increase in the O
N2

ratio over the low- and equatorial-latitude regions
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(phase III in figure 1.12b). Also, during these times, large scale wave features such as,

the traveling ionospheric disturbances (TIDs) or the traveling atmospheric disturbances

(TADs) are generated, which can bring the effect of the changes taking places at the

high-latitudes to low- and equatorial-latitudes (Mayr et al., 1978; Prolss , 1980). Storm

time variation in the upper atmospheric composition has been observed in all the latitudes

(e.g., Hedin et al., 1977; Mayr et al., 1978; Prolss et al., 1988; Zhang and Shepherd , 2000;

Zhang et al., 2004, 2014). Figure 1.13 shows the results of the thermospheric circulation

model (Roble, 1977), depicting changes in the thermospheric meridional wind pattern due

to the Joule heating over high-latitudes. The top panel shows the thermospheric merid-

ional wind patterns during geomagnetically quiet conditions. During equinoxes (figure

1.13a), the winds are poleward in both the hemisphere, whereas, during solstices (figure

1.13d), asymmetry in solar heating leads to the flow of the meridional winds from summer

to winter hemisphere. The middle panel depicts the thermospheric wind pattern during

equinox times (left side) and solstice times (right side) for moderate geomagnetic activity

(e)

(d)

(f)

Figure 1.13: Thermospheric meridional wind circulation pattern for equinoctial times dur-

ing (a) quiet day, (b) average geomagnetic activity, and (c) in case of intense precipitation

of energetic particles. (d), (e), and (f) are same as in (a), (b), and (c) but for solstice

times. [After (Roble, 1977)]
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(1018 erg-s−1). Due to heating at the high-latitudes, equatorward winds are set in, and

they can reach up to 20◦ latitudes on both sides of the equator during equinoxes. But

below 150 km, the winds remain poleward in all latitudes as a result of the absorption of

solar UV radiation. In solstices, the equatorward winds generated from Joule heating at

high-latitudes can reach 40◦ latitudes from the winter hemisphere, and below 150 km, the

wind pattern remains unaltered. However, in the case of significant heating over the polar

latitudes (1019 erg-s−1) (bottom panel of figure 1.13), the equatorward meridional wind

circulation increases drastically and alters the prevailing wind pattern above 150 km even

till equatorial latitudes during equinoxes. Also, during solstices, high-latitude heating

significantly modifies the thermospheric wind structure. These equatorward winds bring

in the extra energy during geomagnetically active times from high-latitudes to low- and

equatorial-latitudes. Therefore, during geomagnetic storms, the thermospheric dynamics

of low- and equatorial-latitudes are coupled with the high-latitude processes.

1.4 Summary

Different drivers that control the morphology of the highly dynamic upper atmosphere of

low- and equatorial-latitudes have been briefly discussed in this chapter. Their strengths

are not the same every day but vary from day-to-day, day-to-night, seasons, solar activity,

and geomagnetic activity. Energy transfer in the thermosphere through large-scale circula-

tion has been shown to be comparable to the globally varying component of the solar EUV

heating (Dickinson et al., 1968; Volland and Mayr , 1970). Also, during geomagnetically

active periods, the energy received in the high-latitudes through particle precipitation

and electric fields is comparable to that from the absorption of solar EUV radiation (e.g.,

Cole, 1962, 1975; Roble and Matsushita, 1975; Banks, 1977). The morphological features

of these different phenomena have been extensively studied. A negative temperature gra-

dient in the troposphere supports convective activity, which generates wave motions of

different spatial and temporal scales. These waves, while propagating, redistribute the

energy and momentum in different parts of the atmosphere. Several dissipation factors,

such as radiative damping, wave-induced diffusion, eddy diffusion, non-linear wave-wave

interaction, thermal diffusion, kinematic molecular viscosity, and ion-drag affect the wave
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propagation in the upper atmosphere (e.g., Hines , 1960; Pitteway and Hines, 1963; Fritts ,

1982, 1984; Vadas and Fritts , 2005). The first three parameters are effective in the region

below the turbopause (∼100 km altitude), whereas, the others are important for wave

propagation in the altitudes above the turbopause. Large scale wave motions (planetary

waves and tides) can be characterized by low temporal resolution measurements as these

waves have higher time periods, whereas, in order to obtain information on gravity waves

(of periods of few minutes to few hours), high-resolution measurements are needed. Nu-

merous studies report the effects and morphology of planetary waves (e.g., Gurubaran

et al., 2001; Sridharan et al., 2009; Chau et al., 2009; Pedatella and Forbes , 2010; Sassi

et al., 2012; Guharay and Sekar , 2012; Guharay et al., 2014, 2015; Laskar et al., 2013,

2014, 2015; Laskar and Pallamraju, 2014; Singh and Pallamraju, 2015) and tidal motions

(Talaat and Lieberman, 1999; Oberheide and Gusev , 2002; Forbes et al., 2002; Hagan

and Forbes , 2002; Immel et al., 2006; Forbes et al., 2008; Pancheva et al., 2008, 2009;

Pancheva and Mukhtarov , 2011a; Guharay et al., 2018, 2020; Sridharan, 2017; Sridha-

ran and Meenakshi , 2020) on the upper atmosphere. Conventionally, measurement of

thermospheric airglow emissions using ground-based optical techniques have been used to

understand the wave activity in the thermospheric altitudes. Gravity wave activity using

nightglow measurements have been reported in many articles (e.g., Shiokawa et al., 2009;

Taylor et al., 1995, 1998, 2007; Lakshmi Narayanan et al., 2010; Singh and Pallamraju,

2015, 2016, 2017, 2018). But in the daytime, these optical measurements are sparse ow-

ing to the challenge of extracting faint dayglow from intense solar background radiation.

Dayglow measurements using high-resolution photometers (e.g., Narayanan et al., 1989;

Sridharan et al., 1991b, 1992b, 1993a, 1998; Pallam Raju et al., 1996) and imaging spec-

trographs (e.g., Pallamraju et al., 2002, 2013; Chakrabarti et al., 2001, 2012) have opened

up new avenues for understanding the thermospheric dynamics in the daytime. These de-

velopments have broadened our understanding of the daytime dynamics (e.g., Sridharan

et al., 1991a, 1992a, 1993b, 1994, 1995, 1999; Pallam Raju et al., 1995, 1996; Pallamraju

et al., 2000, 2004b, 2010, 2011, 2020; Pallamraju and Sridharan, 1998; Pallamraju and

Chakrabarti , 2005, 2006; Das et al., 2010; Laskar and Pallamraju, 2014; Karan et al.,

2016; Karan and Pallamraju, 2017, 2018, 2020). Such high-resolution dayglow measure-

ments enable investigations on the coupling between the different atmosphere regions in

the daytime through waves over low- and equatorial latitudes (e.g., Laskar et al., 2013,
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2014; Pallamraju et al., 2014; Laskar et al., 2015; Pallamraju et al., 2016).

1.5 The objective of the thesis

As mentioned above, significant advancement has taken place in the understanding of

daytime wave dynamics using optical measurements in the past two decades. However,

the presence of clouds prevents the measurement of these optical emissions, and thereby

hinders systematic investigations of gravity wave activity in the daytime thermosphere.

Even when measurements are possible, photometric data provide information only on the

gravity wave time periods. Specialized instruments of large field-of-view can yield infor-

mation on spatial scale sizes in horizontal directions. Also, in the daytime, the emission

layer thickness of three prominent thermospheric emissions (557.7, 630.0, & 777.4 nm) is

very large. Therefore, from measurements of column-integrated dayglow, information on

the vertical propagation of gravity waves, if any, can not be obtained unambiguously. In

order to obtain information on the vertical propagation of gravity waves, measurements at

close-by separated altitudes are needed. Knowledge of the vertically upward propagating

gravity waves is extremely crucial as they alter the prevailing dynamics and energetic of the

thermospheric altitude regions. The propagation of waves is affected by the background

conditions (temperature, neutral density, winds, etc.). Therefore, any changes, such as

solar flux and thermospheric winds, are expected to strongly influence the wave activity

in the thermosphere. Also, gravity waves propagating in the vertical direction are consid-

ered to offer the seed perturbation for the generation of ESF irregularities in the evening

hours, which adversely affects the trans-ionospheric radio wave communication. Based on

the earlier works on the daytime dynamics, it is thought that the daytime thermosphere

prepares the conditions, conducive or otherwise, for these plasma irregularities to occur in

the nighttime ionosphere. In this background, this thesis aims to understand the following

aspects of the daytime thermospheric dynamics of low- and equatorial-latitudes:

I. Is it possible to obtain information on the vertical propagation characteristics of

gravity waves in the daytime thermosphere?

II. How do the changes in thermospheric background conditions (e.g., winds, tempera-
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tures, and neutral densities) affect wave propagation in the daytime?

III. Are the vertical propagation characteristics of gravity waves over low-and equatorial-

latitudes influenced by the different energy inputs to the thermosphere (such as,

solar radiation, particle precipitation at the high altitudes)? If they do, how can

one quantify such variations?

IV. Can the daytime gravity wave activity in thermospheric altitudes over the equato-

rial regions lead the way in the understanding of the day-to-day variation in ESF

occurrences in the post-sunset hours?

1.6 Overview of the thesis

The different data sets used in the thesis work have been described in chapter 2. Spec-

tral analysis techniques that are used to obtain wave characteristics, are discussed in this

chapter. Chapter 3 describes an innovative approach to derive vertical propagation char-

acteristics of gravity waves using digisonde derived electron densities. They have been

compared with the wave properties obtained from the well-established optical measure-

ments and earlier reported radar measurements. In chapter 4, daytime vertical propa-

gation characteristics of gravity waves present in the equatorial thermosphere have been

investigated to understand the day-to-day variability in the occurrence of ESF. Chapter

5 provides information on the variation in vertical propagation characteristics of gravity

waves in geomagnetically quiet and disturbed conditions. Further, changes in them during

disturbed days as compared to their quiet time values have been described in the light of

high-to-low latitude coupling. Variation in solar activity level add additional variability in

the incoming X-ray and EUV flux, which alter the thermospheric background conditions.

The effect of these changes on the vertical propagation activity of gravity waves has been

presented in chapter 6. Chapter 7 of the thesis summarizes all the findings presented in

this thesis. Future scope for further investigation is also discussed in this chapter.





Chapter 2

Data sets and analyses techniques

2.1 Background

The Earth’s upper atmosphere is a natural laboratory where different kinds of neutral

and plasma processes occurring at all times. Critical understanding of these processes

depends on how accurately we observe them and interpret the data that results from

the measurements. Therefore, every researcher working in experimental/observational

aspects needs to understand the data sets based on the existing knowledge in order to

recognize the underlying processes. This thesis aims to understand the aspects of gravity

wave activity in the daytime thermosphere over low- and equatorial-latitudes. Influences

of different drivers on the thermospheric neutral wave dynamics have been investigated

using independent measurements and observations along with some of the well-established

empirical model outputs. In this chapter, we have briefly described these data sets and

analyses techniques that have been used in this thesis.

2.2 Introduction

Measurements of different atmospheric parameters using both in-situ and remote sensing

techniques, are used to derive information on the upper atmospheric dynamics. Measure-

ments using satellites based platforms provide higher spatial resolution, whereas, ground-

31
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based measurements yield high temporal resolution over a particular location. We have

used ground-based experiments and observations to investigate the daytime thermospheric

wave dynamics. Further, ground-based remote sensing can be both active and passive. For

example, airglow measurement is a passive remote sensing method, wherein the naturally

occurring emission rates are measured, and the medium is not disturbed during the course

of observation. However, in the case of active remote sensing, such as digisonde/radars,

radio waves are sent into the medium, and the reflected/scattered echo as a result of

interactions between the radio waves and medium, is measured.

In this thesis, digisonde measurements from Ahmedabad (23◦N, 72.5◦E; 14.9◦N

MLAT) and Trivandrum (8.5◦N, 76.9◦E; 0.07◦N MLAT); dayglow observation at OI 630.0

nm wavelength from Hyderabad (17.5◦N, 78.5◦E; 8.9◦N MLAT) have been used for the
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Figure 2.1: The different locations of India from where the ground-based measurements

have been obtained are shown. Digisonde measurements are taken from Ahmedabad and

Trivandrum (red-colored circles). Dayglow observation at OI 630.0 nm emission data have

been obtained from Hyderabad (orange-colored triangle). Magnetometer measurements

used in the thesis are taken from Tirunelveli and Alibag stations (blue-colored squares).

The solid and dashed lines represent the geomagnetic equator (obtained from IGRF-12;

Emmert et al. 2010) and the typical location of the northern crest of EIA, respectively.
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investigation of daytime thermospheric neutral wave dynamics over low- and equatorial-

latitudes. In addition, ground-based magnetometer measurements from Tirunelveli (8.7◦N,

77.8◦E; 0.15◦N MLAT) and Alibag (18.6◦N, 72.9◦E; 10.5◦N MLAT) have been used to

calculate the strength of the EEJ over Indian longitudes. These locations over India are

shown in figure 2.1.

2.3 Measurement techniques and data sets

2.3.1 Digisonde

Digisonde operates on the principle of radio wave reflection from the Earth’s ionosphere.

The height of reflection of these radio waves is calculated based on the time delay between

transmitted and received signals. Information on the reflected frequency versus height

of reflection is known as an ionogram (shown in figure 2.2). The reflection of radio

waves from the ionosphere can be understood in the light of magneto-ionic theory. The

Appleton-Hartree equation gives the refractive index (n) for radio waves propagating in

the ionosphere (Ratcliffe, 1959; Hargreaves , 1992).

n2 = 1− X

1− jZ− [ YT 2

2(1−X− jZ) ]± [ YT 4

4(1−X− jZ)2 +YL2]
1
2

(2.1)

where, X =
ω2

N
ω2 , (ωN and ω are the angular frequencies of plasma and radio waves,

respectively); YL = ωB cosθ

ω
and YT = ωB sinθ

ω
, (ωB is the gyrofrequency of electrons; θ is

the angle between radio wave propagation direction and geomagnetic field); and Z = ν

ω
,

(ν is the collision frequency of electrons) represents the absorption of radio waves in the

medium. The angular frequency of electrons (ωN) in the ionosphere is given by,

ωN =

√
Ne e2

m ε0
(2.2)

where, Ne is the electron density; e is the electronic charge; m is the mass of the electron,

and the permittivity of free space is denoted by ε0.
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For simplification, if we neglect the absorption of radio waves (i.e., Z = 0) and effects of

Earth’s magnetic field (YL = 0 and YT = 0), then equation 2.1 reduces to,

n2 = 1−X = 1− (
ωN

2

ω2 ) (2.3)

If the effects of the geomagnetic field are considered (i.e., YL 6= 0 and YT 6= 0), then equation

2.1 will give two values of refractive index. This is because, the presence of the magnetic

field makes the ionosphere acts like a birefringent medium, and gives a double reflection of

radio waves, i.e., ordinary and extraordinary (as shown in figure 2.2). The ionosphere does
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Figure 2.2: A typical ionogram obtained from digisonde at Ahmedabad, India on 18 May

2015 at 12.57 LT. Ordinary reflection (red-colored trace) and extraordinary reflection

(green-colored trace) of radio waves in the ionosphere can be seen.

not change significantly within the distance of few wavelengths of radio waves (3-30 MHz

of transmitted frequency corresponds to 100-10 m, respectively) with the assumption that

the ionosphere is horizontally stratified. As the transmitted radio waves penetrate further

into the ionosphere of increasing electron density (i.e., higher values of ωN as per equation

2.2), the refractive index becomes smaller. Therefore, the ionosphere can be treated as

slowly varying media of decreasing refractive indices with altitudes. The radio waves will

bend more as they propagate deeper into the ionosphere and will get reflected at the

critical level, where the frequency matches the plasma frequency (ω = ωN). Digisonde,

which uses the principle of radio wave reflection from the ionosphere, is one of the oldest,

yet a very reliable technique to probe the ionosphere. Putting the values of the constants
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in equation 2.2, the condition for radio wave reflection from the ionosphere becomes,

fN =
√

80.5Ne & Ne = 1.24×10−2× fN
2 (2.4)

where, fN is the frequency of the transmitted radio signal in Hz, and Ne is the electron

density in m−3.

Transmitted radio waves with frequencies higher than the frequency given by equation 2.4,

will penetrate higher into the ionosphere and get lost in space. Therefore, ground-based

digisonde measurements only provide information on the bottom side of the ionosphere.

Similarly, topside profiles can be obtained from digisonde on-board satellites. The maxi-

mum value of the frequency reflected from the ionosphere is known as the critical frequency

( f oF2). In the ionosphere, these radio pulses do not travel at the speed of light in free

space but with the group velocity. The group speed of transmitted radio pulse is always

less than the speed of light in free space, and hence, the true height of the plasma is always

lower than the height of reflected echoes that appear in ionograms, which are known as

virtual heights (as marked in figure 2.2). In this thesis work, the major portion of the data

(a) (b)
(c)

(d)

Figure 2.3: Different components of digisonde of Ahmedabad, India. (a) Transmitter

antenna, (b) Receiving antenna, (c) Layout of the four antennas, (d) Electronics and

data acquisition system.
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sets used has been acquired from a digisonde portable sounder (DPS-4D) (Reinisch et al.,

2009) that is in operation from Ahmedabad, India. Different components of the DPS-4D

located at Ahmedabad are shown in figure 2.3. Digisonde has one antenna for transmit-

ting radio waves, an array of four crossed loop receiver antennae, and an electronics unit.

Typically, a digisonde is capable of transmitting radio waves in the frequency range of

0.1-30 MHz. For the digisonde located at Ahmedabad, ionograms are obtained every 7.5

minutes in continuous sounding mode with a sweep frequency in the range of 1-18 MHz

in the daytime and 1-12 MHz in the nighttime. As Ahmedabad lies usually under the

northern crest region of the EIA, the plasma parameters over this location are greatly

affected by the varying strengths of the electrodynamics over the equatorial region (e.g.,

Raghavarao et al., 1988b, 1991; Sastri , 1990). These make the ionosphere highly dynamic,

and therefore, the SAO software’s auto-scaling feature (Huang and Reinisch, 1996) does

not always accurately mark the traces of the reflected echoes (depicted in figure 2.4) in

ionograms obtained from digisonde. Hence, all the ionograms are meticulously scaled
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Figure 2.4: Auto-scaling of the ionogram shown in figure 2.2. It can be noted here that

even though the reflected echo ranges from 4.25 MHz to 13.5 MHz, the auto-scaling feature

marked it incompletely (only from 5.75 MHz to 10.75 MHz; as can be seen by the black-

colored vertical dashed lines).

manually to avoid errors in the estimation of heights due to the auto-scaling. One can ap-

preciate the need for manual scaling of ionograms when notices the bottom-side electron

density profiles shown in figure 2.5. It can be clearly seen that the electron density profile

obtained from auto-scaling (red-colored dashed line) is very different compared to that
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Figure 2.5: Digisonde derived bottom-side electron density profile for 18 May 2015 for

auto-scaled (red-colored dashed line) and manually scaled ionogram (blue-colored solid

line).

obtained from manual scaling (blue-colored line) of the ionogram. Therefore, in order to

avoid any ambiguity in the inferences we draw or the results we would obtain from such

analyses, in this thesis work we have only used manually scaled ionogram data. Further

comparison between manual and auto-scaling is presented in figure 2.6. Here, variations

in the daily noon-time values of the peak F2-layer frequency ( f oF2), the peak F2-layer

height (hmF2), and the base height of F-layer (h′F) derived from auto-scaled and man-

ually scaled ionograms are shown. The values of these ionospheric parameters obtained

from manually scaled ionograms are significantly different compared to those obtained

from auto-scaled ionograms. In the cases of f oF2 (figures 2.6a & 2.6b) and hmF2 (figures

2.6c & 2.6d), auto-scaling of ionograms leads to underestimation of their values, whereas

for the h´F (figures 2.6e & 2.6f), the values are overestimated in auto-scaling when com-

pared with those obtained from manual scaling of ionograms. Further, spectral analyses

(figures 2.6g, 2.6h, and 2.6i) of these parameters reveal that variations in their auto-scaled

and manually-scaled values show slightly different statistically significant periods.

We believe that as a result of these careful analyses, we have been able to obtain

insightful results, hitherto not reported in the literature. These results are discussed in

detail in chapters 3, 4, 5, and 6. Unlike the incoherent scatter radars, digisondes are

low-cost instruments and are easy to install and operate. Also, being a radio technique,

digisonde operations do not suffer from unfavorable weather conditions (such as clouds and

rains), and thereby enabling uninterrupted measurements, which provide the much needed
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continuous data to investigate the systemic behavior of the Earth’s upper atmosphere.
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Figure 2.6: Variation in the local noon-time values of different ionospheric parameters for

the duration of July 2012 - June 2014 as obtained from auto-scaled and manually scaled

ionograms from Ahmedabad, India. (a) Variation in the daily noon-time values of f oF2 ob-

tained from manually scaled (blue color) and auto-scaled (red) ionograms. (b) Percentage

difference between the values obtained from auto-scaled and manually-scaled ionograms.

(g) Periodogram analyses of the f oF2 values obtained from auto-scaled ionograms (blue

color) and manually scaled ionograms (red color). Statistical significance levels of 90%

are indicated by the dashed lines. (c), (d), and (h) are same as in (a), (b), and (g) but

for the hmF2 values. (e), (f), and (i) are same as in (a), (b), and (g) but for h′F values.
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2.3.2 Dayglow measurement

Naturally occurring emissions in the daytime upper atmosphere are known as dayglow,

which are emitted as a result of the de-excitations of atmospheric species that are in the

excited states. Dayglow emission rate depends on the concentration of the reactants and

the background conditions. As a result, these emissions peak at different altitudes and

they correspond to information on the dynamics that exist at the altitudes of their ori-

gin. These faint dayglow emissions are extremely difficult to measure as these are buried

in the intense solar background continuum. However, measurements have become pos-

sible with the advent of new and innovative high spectral resolution optical techniques.

These include those that use Fabry-Perot etalons (e.g., Narayanan et al., 1989; Sridharan

et al., 1993a, 1998; Pallam Raju et al., 1996) and those that use high-resolution gratings

(Pallamraju et al., 2002, 2013, 2014; Chakrabarti et al., 2012). An overview of the past

attempts made to detect dayglow has been explained in detail by Pallam Raju et al.

(1996) and Chakrabarti (1998). Some of the results obtained by these high-resolution

spectrographs are reviewed in Pallamraju and Chakrabarti (2006). In this thesis work,

however, we have used the data obtained from the multi-wavelength imaging spectrograph

using echelle grating (MISE). It is a high-resolution and large field-of-view spectrograph,

capable of obtaining information on the emission rates at three different wavelengths (e.g.,

557.7, 630.0, and 777.4 nm) simultaneously (Pallamraju et al., 2013). The schematic dia-

gram of MISE is shown in figure 2.7, wherein, light from a large field-of-view is collected

using an all-sky lens and then passed through a narrow slit. Further, this incoming light

is collimated using an f/11 lens of focal length 1130 mm, and the parallel beams are

then made to fall on an echelle grating. The diffracted beam from the grating (31.6 lines

mm−1, blaze angle = 63.5◦) is imaged on a CCD through f/6 optics with an apochromatic

lens of 600 mm focal length. In order to extract the dayglow from the strong solar back-

ground, high-resolution in MISE is achieved using an echelle grating operating at higher

incident and diffraction angles. Mosaic filters are used at the image plane to avoid over-

lapping of multiple orders of different wavelengths. In this thesis, dayglow measurement

at 630.0 nm wavelength using MISE from Hyderabad has been used. The OI 630.0 nm

photons are emitted when the atomic oxygen de-excites from O(1D) to O(3P) energy state.

Therefore, the variation in emission intensity of OI 630.0 nm depends on the production
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Figure 2.7: Schematic of the MISE that is used to obtain dayglow emission rates at three

wavelengths, namely 557.7 nm, 630.0 nm, and 777.4 nm. Red-colored lines represent the

ray diagram. [After Pallamraju et al. (2013)]

of O(1D) state through various mechanisms, such as photoelectron impact excitation of

atomic oxygen, photo-dissociation of molecular oxygen, dissociative recombination of O+
2 ,

and cascading of O(1S) (Solomon and Abreu, 1989; Witasse et al., 1999). Photoelectron

impact excitation contributes maximum to the production of O(1D), followed by photo-

dissociation of molecular oxygen, whereas, dissociative recombination plays a significant

role in causing the observed temporal variability in the emissions (Sridharan et al., 1992a;

Pallam Raju et al., 1996). The OI 630.0 nm dayglow emission peaks at an altitude of

around 230 km and has a layer thickness of about 100 km (Zhang and Shepherd , 2004;

Shepherd and Cho, 2021). The daysky spectra obtained using MISE (shown in figure 2.8a)

are compared with the normalized solar spectrum obtained from the BASS2000 Solar Sur-

vey Archive (http: // bass2000. obspm. fr/ solar_ spect. php ). The daysky spectra

http://bass2000.obspm.fr/solar_spect.php
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are scaled to the continuum levels of the solar spectrum. The difference between the sky

spectra and solar spectrum could be due to emissions (dayglow), absorption (telluric ab-

sorption), and scattering in the Earth’s atmosphere. The filling-in of Fraunhofer lines due

to atmospheric scattering is known as the Ring effect (Grainger and Ring , 1962). The

magnitude of the Ring effect has been shown to be similar for nearby spectral lines with

equivalent line strengths (normalized depth × half-width) (Pallamraju et al., 2000). Here

in figure 2.8c, the difference between the solar spectrum and sky spectra represents the

atmospheric contribution. Filling-in at a wavelength of 630.03 nm is due to both dayglow

emission and Ring effect, whereas, in the case of the 630.06 nm, it is only due to the Ring

Figure 2.8: Method of extraction of dayglow emission rate at 630.0 nm wavelength. (a)

Sky spectrum obtained from MISE are shown (red-colored curve) along with the standard

solar spectrum (black-colored curve). The dotted rectangle refers to the emission region of

interest around 630.0 nm. (b) Same as above but zoomed in around the emission region

of OI 630.0 nm emission. It can be seen that the sky spectrum is filled-in as compared

to the solar spectrum. (c) Difference between the sky and the solar spectrum showing

the contribution of dayglow emission and atmospheric scattering (Ring effect). [After

Pallamraju et al. (2013)]
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effect. Further, as these two wavelengths are not of identical line strengths, in order to

scale the scattering contribution at 630.06 nm for the dayglow emission line, factor f is

calculated.

f =
(Ic1− Id1)×λω1

(Ic2− Id2)×λω2

(2.5)

where, Ic1 is the normalized intensity at the continuum level, Id1 is the depth of the Fraun-

hofer line where emission exists and λω1 is the half-width of the Fraunhofer absorption

line centered at 630.03 nm, and Ic2 , Id2 , and λω2 are the corresponding values at 630.06

nm.

Therefore, the dayglow emission intensity rate at 630.03 nm is given by,

Dayglow = (Areacurve1−Areacurve2)× f (2.6)

where, Areacurve1 is the area under the curve for the Fraunhofer line centered at 630.03

nm, and Areacurve2 is the area under the curve for the line centered at 630.06 nm. This

retrieval method of dayglow is well-established and is described in great detail in the

literature (Pallamraju et al., 2002, 2013).

2.3.3 EEJ Data

EEJ refers to the intense eastward current in the daytime over the geomagnetic equatorial

E-region, which is confined to a very narrow range of latitudes and altitudes. A brief

description of the EEJ is given in chapter 1 (section 1.3.1.1). Conventionally, EEJ strength

is derived from the observations of the horizontal component of the geomagnetic field

(H) from equatorial and off-equatorial stations (Cohen and Bowles , 1963; Rastogi and

Iyer , 1976; Rastogi and Patil , 1986). Over Indian longitudes, EEJ strength is calculated

from the measurements of H from Tirunelveli (TIR), and Alibag (ABG). Alibag being

a magnetically off-equatorial location, it is not influenced by the EEJ currents, whereas,

Tirunelveli (TIR), a magnetic equatorial location with the maximum influence of currents

induced due to the EEJ.

EEJ = ∆HT IR−∆HABG (2.7)
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Here, the ∆H values are obtained by subtracting the average nighttime values (23-03

LT) for each station to remove the effects of Earth’s crustal magnetic fields. The off-

equatorial ∆H values are finally subtracted from those of the equatorial station to remove

the contribution of magnetospheric currents. Therefore, the difference between ∆HT IR and

∆HABG provides the strength of the EEJ current. Hourly values of the horizontal com-

ponent of the Earth’s magnetic field are available at http: // wdciig. res. in/ WebUI/

ObservatoryDatahInfo. aspx .

2.3.4 Solar F10.7cm flux

The solar EUV and X-ray radiation, which directly impact the thermospheric dynamics,

significantly vary with the solar cycle of 11 years. As these high energy radiations can

not be measured from the ground, solar F10.7cm flux is used as a proxy. Solar F10.7cm flux

is the flux density measured in 100 MHz band centered at 2800 MHz and measured in

solar flux units (sfu; 1 sfu = 10−22 Wm−2 Hz−1). Solar F10.7cm flux is known to correlate

extremely well with the sunspot number (Floyd et al., 2005). From figure 2.9, it can be

seen that the variation in measured F10.7cm flux (bottom panel) for different solar cycles for
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Figure 2.9: Top panel shows the variation in daily sunspot numbers for the duration

01/01/1950 to 31/12/2014. And the bottom panel shows the daily solar F10.7cm flux values

measured in solar flux unit (sfu) for the same duration.

http://wdciig.res.in/WebUI/ObservatoryDatahInfo.aspx
http://wdciig.res.in/WebUI/ObservatoryDatahInfo.aspx
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the duration of 01/01/1950 to 31/12/2014 are identical to the variation in solar activity

level for the same period, as represented by the daily sunspot numbers (shown in the

top panel). Further, the solar F10.7cm flux can be measured accurately from the ground

in all weather conditions and hence can be used as a proxy to solar activity variation.

Solar F10.7cm flux data have been obtained from http: // lasp. colorado. edu/ lisird/

data/ noaa_ radio_ flux/ .

2.3.5 Disturbance storm time (Dst) index

Dst index is calculated as the average of horizontal magnetic fields, measured from four

different locations, namely, Hermanus (34.4◦S, 19.2◦E), Kakioka (36.2◦N, 140.2◦E), Hon-

olulu (21.3◦N, 158.1◦W) and Sanjuan (18.4◦N, 66.1◦W). These mid-latitude observatories

are chosen as they are sufficiently away to be free from the effects of the auroral and

equatorial electrojets and they are evenly distributed in longitudes. Due to particle pre-

cipitation over high-latitudes during geomagnetic storms, ring current (westward) gets

enhanced, which leads to an increase in the induced magnetic field (southward). The Dst

index represents the strength of this induced magnetic field and is used as an indicator of

the occurrence of geomagnetic storms. In figure 2.10a, the variation in the Dst index for

17/03/2015 to 26/03/2015 is shown. For a typical geomagnetic storm, the Dst index first

shows a sudden rise due to compression of the geomagnetic field lines by the incoming

solar wind pressure. This rise in the Dst values refers to the storm sudden commencement

(yellow-colored shaded region in figure 2.10a). The sharp decrease in the Dst values to a

minimum due to increased ring current is known as the main phase of the storm (green-

colored region of figure 2.10a). As the ring current decays, the Dst values start increasing

and recovers to positive values. This phase is termed as the recovery phase of the storm

(orange-colored shaded region of figure 2.10a). In the present thesis, we have obtained the

Dst index from the ISGI website (http: // isgi. unistra. fr/ index. php ) to identify

the geomagnetic storms.

http://lasp.colorado.edu/lisird/data/noaa_radio_flux/
http://lasp.colorado.edu/lisird/data/noaa_radio_flux/
http://isgi.unistra.fr/index.php
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2.3.6 Auroral electrojet (AE) index

The AE indices are characterized as a measure of auroral electrojet currents over the

high-latitude region (Davis and Sugiura, 1966). It is calculated using the measurement

of the horizontal component of geomagnetic fields in the northern auroral region (60◦-70◦

N). Variations in the horizontal magnetic field values above quiet time level (average of

five geomagnetically quiet days) corresponding to the same universal times for all the

stations are superposed. The upper and lower envelopes of this superposition define the

AU (amplitude upper) and the AL (amplitude lower) indices, respectively. In the absence

of zonal currents in the auroral ionosphere or magnetosphere, AU and AL represent the

maximum eastward and westward electrojet at any given time. Therefore, the difference

between the two solely depends on the strength of auroral electrojet currents and is inde-

pendent of other currents present in the ionosphere, if any. Hence, AE values are defined

Recovery phase

Storm sudden commencement 
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Figure 2.10: Variation in geomagnetic indices for the duration 17/03/2015 to 26/03/2015.

(a) Hourly Dst index variation showing different phases of geomagnetic storms. (b) Vari-

ation in AE (pink-colored curve), AU (orange-colored curve), and AL (blue-colored curve)

for the same duration.
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as the separation between these two envelopes (AE = AU - AL). Variation in these indices

during the St. Patrick’s day storm of 2015 are shown in figure 2.10b. During geomagnetic

storms, high energy particle precipitation causes an enhancement in auroral currents,

which is seen in the auroral electrojet (AE) index. We have used the AE indices as a

proxy of the energy deposition (Akasofu, 1981) over the high-latitude upper atmosphere

during the times of geomagnetic storms. The AE index values have been obtained from

http: // isgi. unistra. fr/ index. php .

2.3.7 HWM14 wind and NRLMSISE temperature

To investigate the effects of seasonally varying winds on the thermospheric neutral wave

dynamics, we have used the HWM14 model-derived thermospheric winds (Drob et al.,

2015) over Ahmedabad for geomagnetically quiet days. Also, the NRLMSISE model-

derived parameters (Picone et al., 2002), such as, neutral temperatures and mass density

of the thermosphere in the daytime have been used in the thesis.

2.4 Analyses techniques

As discussed in chapter 1 (section 1.3.4), waves perturb the atmospheric parameters dur-

ing their course of propagation and manifest themselves as time-varying fluctuations in

different parameters. Therefore, wave characteristics can be obtained from these fluctua-

tions using time series analysis. Various methods have been used over the years to find the

periodic signals present in the data, namely Fourier methods (Schuster , 1898; Lomb, 1976;

Scargle, 1982; VanderPlas , 2018), phase-folding methods (Stellingwerf , 1978; Dworetsky ,

1983; Graham et al., 2013), least-square methods (Reimann, 1994), Bayesian approaches

(Bretthorst , 2013; Gregory and Loredo, 1992). In the thesis, we have carried out time se-

ries analysis using Fourier transform (FT) and Lomb-Scargle Fourier transform (LSFT),

which are briefly discussed in the following sections.

http://isgi.unistra.fr/index.php
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2.4.1 Fourier Transform (FT)

The Fourier transform G( f ) of a continuous function g(t) is given by,

G( f ) =
∫ +∞

−∞

g(t)e−2π j f tdt (2.8)

where, j =
√
−1.

The above equation suggests that G( f ) will have large non-zero values only if the function

g(t) has a periodic component of scale t. And, the inverse Fourier transform is given by,

g(t) =
∫ +∞

−∞

G( f )e2π j f td f (2.9)

The power spectral density (PSD) is defined as the squared amplitude of the Fourier

transform. PSD is a function of frequency ( f ) and represents the contribution of each

frequency to the signal. It is given by,

P( f ) = |G( f )|2 (2.10)

In Fourier transform, a function with characteristic scale T will transform to a scale of

1/T . Therefore, a narrow function will transform into a broad function and vice-versa. So

far, we have been discussing the Fourier transformation of continuous signals that are well

defined for all the times, i.e.,−∞ < t < +∞. But in practice, measurement of any signal

is always limited to finite time and with a particular sampling rate. Fourier transform

of such measurement is known as discrete Fourier transform (DFT), and it will be of the

form,

G( f ) =
N0

∑
i=1

g(ti)e−2π j f ti (2.11)

where, g(ti) corresponds to measurement at a time ti, with i = 1, 2, 3, . . . , N0. The

corresponding power spectral density will be known as a periodogram (Schuster , 1898;
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Thompson, 1971; Deeming , 1975).

P( f ) =
1

N0
|

N0

∑
i=1

g(ti)e−2π j f ti|2 (2.12)

The factor 1/N0 is the normalization factor of the transformation. For an illustration of

the effects of measurements of a signal at particular sample rates, we have reproduced an

example from VanderPlas (2018) and presented it in figure 2.11. The observation of any

continuous signal, g(t), at a uniform sampling rate, W (t), for a finite span of time, can be

represented as the product of the two.

gobs(t) = g(t)W (t) (2.13)

The uniform sampling can be thought of well-known Dirac-comb function as shown in the

middle panel of figure 2.11. The Fourier transform of a Dirac-comb is also a Dirac-comb

𝑊(𝑡)

𝑔(𝑡)

𝑔𝑜𝑏𝑠(𝑡)

Figure 2.11: In the top panel a signal g(t) and its Fourier transform are shown. The

middle panel represents an evenly spaced sampling, W (t), which resembles the Dirac-

comb function and the corresponding Fourier transform. The bottom panel shows the

observation gobs(t). The Fourier transform of gobs(t) is given by the convolution of the

Fourier transforms of g(t) and W (t). [After VanderPlas (2018)]
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with a characteristic scale inverse of the actual function (shown in the middle panel of

figure 2.11). Therefore, the observations limited for a finite time lead to measurement of

the signal as gobs(t) as shown in the bottom panel of figure 2.11. By virtue of its definition,

the Fourier transform of the product of two functions is equal to the convolution of Fourier

transforms of each function. Hence, the effects of the observing window lead to multiple

identical frequencies that resulted in the transformation with spacing 1/T . Therefore,

evaluating the Fourier transform in the frequency range 0 ≤ f < 1
T is sufficient to ascertain

all the frequency information of the signal. This implies that if we sample a signal at a

rate of 1/T , we can only retrieve information fully on the frequencies present in the signal,

if the signal is band-limited between ±1/2T . This is the famous Nyquist criterion of data

sampling. Therefore, for evenly spaced data at an interval of T , evaluation of DFT (given

in equation 2.11) at a set of frequencies fi is enough to retrieve information on the original

data.

fi =
i
T

(2.14)

where i =−N0
2 , . . . . . . ..,+N0

2 . The periodogram defined by equation 2.12 is an even func-

tion, therefore, all the information is present in the positive values of fi.

2.4.2 Lomb Scargle Fourier transformation (LSFT)

In real-time experiments or observations, the sampling rate of measurements becomes

non-uniform due to several practical considerations, such as, technical issues, unfavorable

sky conditions, varying integration or exposure times, etc. In such cases of non-uniform

sampling of a signal, the symmetry shown in the Dirac-comb structure (middle panel of

figure 2.11) breaks and results in a very noisy Fourier transform. This makes it nearly im-

possible to recover the periodic information present in the actual signal. Also, these noises

remain non-zero even with finer sampling. Another issue with this classical periodogram

is the spectral leakage, which refers to non-zero finite values of periodogram (equation

2.12) in frequencies other than the signal frequency. Aliasing in frequencies is an example

of spectral power leakage from high frequencies to low frequencies. In this background,

Scargle derived a modified periodogram (equations 2.15 and 2.16) for spectral analysis of
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a signal sampled at a non-uniform rate (Scargle, 1982).

PLSFT ( f ) =
1
2
[
(∑i g(ti)cos(2π f [ti− τ]))2

∑i cos2(2π f [ti− τ])
+

(∑i g(ti)sin(2π f [ti− τ]))2

∑i sin2(2π f [ti− τ])
] (2.15)

where, τ =
1

4π f
tan−1(

∑i sin(4π f ti)
∑i cos(4π f ti)

) (2.16)

The difference between classical periodogram P( f ) (equation 2.12) and PLSFT ( f ) (equation

2.15) is that the denominators ∑i cos2(2π f [ti− τ]) and ∑i sin2(2π f [ti− τ]) are dissimilar

than N0
2 , which is the expectation values of the two for the limit of evenly sampled case.

The Scargle periodogram matches well with the model fitted frequencies constructed by

χ2, the goodness of fit, as considered by Lomb (1976). This similarity between the Fourier

periodogram by Scargle (equation 2.15) and least square analysis (Lomb, 1976) has led

to the name of the Lomb-Scargle periodogram for equation 2.15. The values of τ for

each frequency ensure the invariance of the periodogram by time shifts. In the case of

input data containing only noise, the PLSFT ( f ) shows an exponentially decaying nature,

which helps to distinguish the spectral peaks due to signal and those due to noise. The

significance of the derived frequencies using the Lomb-Scargle periodogram is quantified

by the false alarm probability (FAP). The FAP value is related to spectral power (z) and

the number of independent frequencies (Ni) by the following relation,

FAP = 1− (1− e−z)Ni (2.17)

Ni =−6.362+1.193 N0 +0.00098 N0
2 (2.18)

where, N0 is the number of data points in the observation. Therefore, the frequencies with

spectral peaks greater than or equal to z will be significant for a given FAP. For example,

FAP=0.01 means that the significant level z will be calculated with 99% statistical sig-

nificance (Scargle, 1982; Horne and Baliunas , 1986). The uncertainty in the frequencies

estimated from the Lomb-Scargle periodogram is given by Bretthorst (1988).

δ f =
1.1σ

ATtotal
√

N0
(2.19)
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where, σ is the standard deviation of the data obtained after the signal has been sub-

tracted (which corresponds to the noise), Ttotal is the total observation time, and N0 is the

number of data points in the observation. An example is shown in figure 2.12 to illustrate

the advantage of the Lomb-Scargle periodogram over classical Fourier transformation.

Variation in daily values of solar F10.7cm for 2012 is shown in figure 2.12a. Both the

Fourier transform (figure 2.12b) and the Lomb-Scargle periodogram (figure 2.12c) show
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Figure 2.12: (a) Variation of the evenly spaced solar F10.7cm flux data for 2012. (d) Same

as in (a) but unevenly spaced. (b) A periodogram obtained using the Fourier transform

(FT). The presence of a well-known 27-day periodicity can be seen. (c) Same as in (b)

but obtained using the Lomb-Scargle Fourier transform (LSFT). Here also 27-day period

is significant. The dashed line represents the significance level of 99%. (e) Same as in

(b), and (f) is same as shown in (c) but for the case of uneven spacing of solar F10.7cm

flux as shown in (d).
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the presence of the well-known 27-day period owing to solar rotation. Then the solar

F10.7cm values for some random days are removed to make the data unevenly spaced and

are shown in figure 2.12d. The Fourier transform of this unevenly spaced data becomes

noisy with spectral powers showing higher values than those for the 27-day period (figure

2.12d). In contrast, the Lomb-Scargle periodogram still recovers the information on the

27-day periodicity that is present in the input data, even when the data are unevenly

spaced.

The Lomb-Scargle periodogram is a unique and very popular technique to derive fre-

quencies present in unevenly sampled data as it is based on Fourier analysis (Scargle,

1982), but can be understood as a least-square fitting method (Lomb, 1976), and can also

be derived from the approach of Bayesian probability theory (Jaynes , 2003; Smith and

Erickson, 2012).

2.4.3 Wavelet analysis

Both the classical Fourier transform and the Lomb-Scargle periodogram discussed in the

previous sections, consider the signal to be stationary in time. Therefore, they do not

provide information on the temporal evolution of the frequencies present in the signal.

Assume a signal y1 (shown in figure 2.13a) contains three different periods as given by

equation 2.20.

y1 = 3.0sin(
2π

40x
)+2.5cos(

2π

90x
)+3.5sin(

2π

180x
) (2.20)

where, x = 0, 1, . . . . . . . . . , 1000.

Here, this synthetically generated signal has periods of 40, 90, and 180 days throughout

the data range. The FFT periodogram confirms the presence of these periods in figure

2.13b. In contrast to figure 2.13a, the signal shown in figure 2.13d is created in such

a way that these periods are present in the data for different time intervals. Also, in

this case, the time series analysis indicates the presence of those periods in the signal

(as depicted in figure 2.13e), albeit with smaller PSD values as these periods are not

present all through the data range (as shown in figure 2.13d). Hence, it can be seen

that the FFT brings out the periods that are present in the data. However, in almost
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Figure 2.13: Synthetically generated signals depicting the presence of periods of 40.0, 90.0,

and 180.0 days (a) constant and (c) discrete in time. FFT periodogram of the data shown

in (a & d) is shown in (b & e). Wavelet transforms of these signals are shown in figures

(c) and (f). The white dashed lines correspond to the Cone of Influence (COI).

all of the investigations of geophysical processes, it is extremely essential to know the

duration of occurrence of a particular period in addition to information on the existence

of that period. In order to obtain information on the spectral power localized in time for

frequencies present in the dataset, we have used wavelet analysis in this thesis. Wavelet

decomposes the one-dimensional time series to a two-dimensional time-frequency image.

Detailed discussions of wavelet analysis are available in numerous numbers in the literature

(Morlet et al., 1982; Grossmann and Morlet , 1984; Goupillaud et al., 1984; Daubechies,

1988, 1990; Farge, 1992; Lau and Weng , 1995; Meyers et al., 1993; Liu, 1994). We have

used wavelet analysis using the Morlet technique (Torrence and Compo, 1998). A brief
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description of the same is given below.

Consider a dataset, yn, having values at equal time spacing with n = 1,2, . . . . . . . . . , N0

and ψ(η) be a wavelet function that depends on dimensionless time parameter η . If

ψ(η) have zero mean and localized in both time and frequency space, then only it will

be admissible as a wavelet function (Farge, 1992). For the Morlet technique, the wavelet

function is given by,

ψ(η) = π
−0.25e( jωη−0.5η2) (2.21)

where, ω is the dimensionless frequency parameter. The continuous wavelet transfor-

mation (Wn) of discrete parameter yn is the convolution of yn with the translated ψ(η)

(Torrence and Compo, 1998).

Wn(s) =
N0

∑
m=1

xmψ
∗[
(m−n)δ t

s
] (2.22)

where, s is the scale parameter; n is the translation parameter, and ψ∗ represents the

complex conjugate of ψ . Therefore, as per the convolution theorem of Fourier transform,

the coefficients of wavelet transformation (given in equation 2.22) will be the product of

Fourier transforms of xm andψ∗(t/s).

Wn(s) =
N0

∑
k=1

xkψ
∗(sωk)e( jωknδ t) (2.23)

where, xk and ψ∗(sωk) are the Fourier transforms of xm and ψ∗(t/s), respectively.

The temporal evolution of the time periods for the signals shown in figures 2.13a and

2.13d can be seen in the wavelet spectra in figures 2.13e and 2.13f. Figure 2.13e confirms

the presence of the periods throughout the data range. And for signal shown in 2.13d,

wavelet spectra distinguishes the occurrence of these dominant periods at different time.

In real-world measurements, we always deal with the finite length of the data. Therefore

erroneous values will result in the beginning and at the end of the wavelet spectra. Zero

paddings, i.e., putting zero values at the end, may solve the problem to some extent.

Still, even in that case, wavelet amplitude will decrease near the edges due to zero values
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in the data set. The Cone of influence (COI) of a wavelet spectra refers to the region,

where these edge effects become significant. The COI is defined as the e-folding time of

the auto-correlation of wavelet power. This e-folding time is chosen in such a way that

the wavelet power for the discontinuity at the edges falls by a factor of e−2 (Torrence

and Compo, 1998), which is
√

2 sec for the Morlet function. Therefore, it is difficult to

ascertain whether the decrease in wavelet power in the COI (outer region beyond the white

dashed lines shown in figures 2.13e and 2.13f) is due to the edge effect or a true reduction

in the variance. Further, wavelet analysis is applicable to data of uniform intervals.

2.5 Summary

Digisonde measurements have been primarily used in this thesis work. In this chapter,

the working principle, and importance of manual scaling of the raw ionograms obtained

from digisonde have been briefly presented. We have also discussed other data sets and

measurements, that have been used throughout the thesis work. Time series analysis of

fluctuations in the measured atmospheric parameters provides information on the wave

activity. Classical Fourier periodogram can retrieve the complete information on the fre-

quencies present in the evenly spaced data, whereas, the Lomb-Scargle method is capable

of spectral analysis of unevenly spaced data as well. Both of these techniques do not pro-

vide the temporal distribution of the frequencies present in the signal. Therefore, Morlet

wavelet analysis becomes a useful tool for deriving the temporal evolution of frequencies

present in the signal.





Chapter 3

Deriving thermospheric gravity wave char-

acteristics using digisonde

3.1 Background

Different drivers affect the dynamics of the Earth’s upper atmosphere. Perturbations from

the lower atmosphere come in the form of waves. As described in section 1.3.4, waves of

different spatial and temporal scales (planetary waves, tidal waves, and gravity waves)

play a significant role in the redistribution of energy and momentum in the atmosphere

as they propagate away from their source regions. Critical understanding of variation

in their spatial or temporal scales is needed in addressing the issues of coupling in the

atmosphere. Effects of gravity waves extend to relatively short distances from the place

of their origin (a couple of thousands of kilometers), and they play important roles in

modifying the atmospheric processes around the source regions. In general, gravity waves

are characterized as those oscillations in the atmosphere whose time periods are smaller

than the Coriolis period. In this chapter, we will discuss an innovative approach to derive

vertical propagation characteristics of gravity waves present in the daytime thermosphere

using digisonde measurements.
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3.2 Introduction

After Hines (1960) postulated the existence of gravity waves in the atmosphere, there

have been several experiments using optical, radio, and magnetic measurements from the

ground (Laskar et al., 2015), balloon (Pallamraju et al., 2014), and space-borne (e.g., Wu

et al., 2006; Park et al., 2014; Ern et al., 2018) instruments to characterize them. As

these waves propagate, they alter the density, pressure, and temperature of the atmo-

sphere. Therefore, by monitoring fluctuations in these parameters, information on waves

can be derived. The emission rates of airglow depend on the densities of the reactants

that produce the excited atomic and molecular states, and also several of the reaction

rates are temperature dependent. Therefore, by passively sensing the variations in air-

glow emissions as a function of time, information on waves can be obtained. Optical

measurement techniques, being relatively inexpensive and easily portable, have been con-

ventionally used to derive gravity wave characteristics (time periods, speeds, scale sizes,

propagation directions, etc.) in the mesosphere and the thermosphere. Single point mea-

surements provide information on the gravity wave periods (e.g., Pallam Raju et al., 1996;

Chakrabarty et al., 2004), whereas measurement over a large field-of-view is needed to de-

rive scale sizes and propagation directions (e.g., Shiokawa et al., 2009; Lakshmi Narayanan

et al., 2010; Karan and Pallamraju, 2017; Pallamraju et al., 2013, 2014, 2016). As dis-

cussed in section 1.4, information on gravity waves in the daytime is very sparse due

to the technical difficulty of extracting faint airglow emissions buried in the bright solar

background. As both the neutrals and plasma share the same volume of the upper atmo-

sphere, these waves also alter the plasma parameters. By monitoring these fluctuations

in plasma parameters using radar measurements, information on gravity waves has been

derived in the daytime (Oliver et al., 1997; Djuth et al., 2004). Large scale motions, such

as TIDs/TADs have been studied by monitoring variations of different ionospheric pa-

rameters using radio measurements (e.g., Hunsucker , 1982; Rastogi and Klobuchar , 1990;

Rao et al., 2006; Mendillo, 2006). Any changes in the electric fields, winds, temperature,

and wave activity can cause the variations observed in ionospheric heights. Therefore,

variations in the base height of the ionosphere (h′F) or the peak F2-layer height (hmF2)

used for the investigations of wave-like phenomena may not give accurate information on
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gravity waves. Also, integrated electron content (IEC) or total electron content (T EC)

measurements, being column integrated parameters, do not yield information on the prop-

agation of gravity waves. In addition, the prominent thermospheric airglow emissions in

the daytime come from an altitude range, and consequently the gravity wave propagation

features in the vertical direction, if any, get averaged out. Therefore, to obtain vertical

propagation characteristics, simultaneous measurements at multiple nearby heights are

needed, which is possible by monitoring the height variations at different fixed electron

densities, as measured by digisonde. Klausner et al. (2009) have carried out one of the

initial attempts in this regard, wherein variations in virtual heights for six fixed transmis-

sion frequencies were obtained, which showed quasi-periodic variations. However, being

variations in virtual heights, ambiguity exists in the values of derived phase speeds, time

periods, and vertical scale sizes of gravity waves.

In this chapter, we have presented a detailed methodology based on digisonde mea-

surements to derive vertical propagation characteristics of gravity waves. Comparison

is made between the gravity wave time periods obtained from the radio measurements

and those from the well-established optical measurements of daytime airglow emissions to

investigate the relation, if any. Also, simulations have been carried out using the gravity

wave dispersion relation for estimation of the horizontal scale sizes as a function of the

time period, vertical wavelength, and ambient winds. This method of deriving propaga-

tion characteristics of gravity waves opens up new possibilities of studying gravity waves

globally at different locations as digisondes are available aplenty as compared to opti-

cal techniques. Investigations can be carried out around the year, including during the

monsoon seasons, as radio measurements are not hindered by the opacity of clouds, as in

optical measurements. Thus, this method fills in a much-needed gap in the investigations

of neutral wave dynamics.

3.3 Data sets used

Data resulted from manual scaling of ionograms obtained by the digisonde of Ahmedabad,

India, have been used in this work. Details of its working principle, measurements, and
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output parameters have been discussed in the chapter 2 (section 2.3.1). Also, the thermo-

spheric OI 630.0 nm dayglow measurements using MISE (figure 2.7) from a low-latitude

location, Hyderabad, India, have been used. Specifications, observational capabilities of

MISE, and dayglow extraction methodology have been described in section 2.3.2.

3.4 Results and Discussions

Spectral images obtained by MISE at varying times of integration are co-added for 5

minutes. As discussed in the chapter 2 (section 2.3.2), the daysky spectra obtained from

MISE are compared with the solar spectra in both wavelength and continuum. Fur-

ther, the scattering contribution is taken into account and dayglow emission rates are

obtained. To compare the wave dynamics in the ionosphere as derived from the analysis

of the digisonde data with those in the thermosphere as derived by optical measurement

techniques, the height region from where optical OI 630.0 nm dayglow emission emanates

(∼230 km) is considered to be most optimal. The peak heights of the other two dayglow

emissions measured by MISE are 130 km and peak F2 layer altitude, which are either too

low or too high when compared to the altitude region under consideration.

3.4.1 Gravity wave time periods (τ) from optical data

Diurnal variation of OI 630.0 nm emission rate in the daytime (dotted red-colored line)

obtained for a sample day (18 May 2015), is shown in figure 3.1a. Such variation is

governed by the three primary production mechanisms of daytime OI 630.0 nm airglow:

photoelectron impact on atomic oxygen, photodissociation of molecular oxygen, and dis-

sociative recombination of molecular oxygen ion (Solomon and Abreu, 1989; Pallamraju

et al., 2004b). A broad solar zenith angle dependent variation is expected as these three

production mechanisms are dependent on the solar flux. In addition to the solar zenith

angle variation, other smaller fluctuations in the dayglow emissions can be seen as well.

These fluctuations are known to be caused by gravity waves, which are convolved with

those emissions engendered by the changes in the solar zenith angle. However, these

smaller-scale waves (periods less than 3 h) can be submerged in the waves of larger time
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Figure 3.1: (a) Diurnal variation in OI 630.0 nm dayglow (dotted red-colored line) for 18

May 2015 along with the 3 h running average (solid blue-colored line) and the residual

(dash-dotted black-colored line). (b) The Lomb-Scargle periodogram of the residual showing

the presence of significant periods of 1.07, 1.30, 1.87, 2.66 h, which are of gravity wave

regime.

periods. So their spectral power may not be above the statistical significance level on

various occasions. Therefore, a 3 h running average (solid blue-colored line in figure 3.1a)

is subtracted from the original data to obtain the residual (dashed-dotted black-colored

line in figure 3.1a). The obtained residuals thus contain information on the fluctuations

of wave periods smaller than 3 h, enabling comparison with the results on gravity waves

reported in the literature. Spectral analysis of the residual obtained has been carried out

(solid red-colored line and the 90% significance level is shown as dashed black-colored line

in figure 3.1b) using the Lomb-Scargle periodogram analysis (Lomb, 1976; Scargle, 1982),

which has been described in chapter 2 (section 2.4.2). Gravity waves of time periods of

1.07±0.03, 1.30±0.02, 1.87±0.04, and 2.66±0.06 h are found to be present in the daytime
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thermosphere on this day. The uncertainty in the values of time periods is estimated

using the relation as given by Bretthorst (1988), which has been discussed in the chapter

2 (section 2.4.2). The uncertainty δ f as given by equation 2.19, δ f = 1.1σ

ATtotal
√

N0
; where,

A is the amplitude of the signal, Ttotal is the total duration of observation, N0 is the total

number of observations, and σ is the standard deviation of the data obtained after the

signal has been subtracted (which corresponds to the noise). Various aspects of neutral

wave dynamics in low-latitudes, along with their dependence on the effects of equatorial

processes and the solar activity, have been studied using such analyses for time periods

of gravity waves (e.g., Pallamraju et al., 2010; Laskar et al., 2015).

3.4.2 Gravity waves from digisonde data

Scaled ionograms yield information on the variation of electron density and ionospheric

height as a function of time. We have considered variations in different ionospheric param-

eters (IEC, hmF2, & f oF2) on a sample day, which are conventionally used to infer gravity

waves present in the ionosphere. To find out the periodic variations present in these

ionospheric parameters, we have followed a similar analysis methodology, as described

in section 3.4.1, for integrated dayglow data (figure 3.1). The IEC values provided by

digisonde are calculated by approximating the topside profile to an α-Chapman function

with a scale height that is estimated from the shape of electron density profile near the

peak F2-layer. Detailed descriptions can be found in Huang and Reinisch (2001), wherein

it is shown that the digisonde derived IEC values agree well with those obtained from the

radar measurements. The dotted (red-colored) line in figure 3.2a shows the IEC values

in the units of 1016 electrons-m−2 as provided by the digisonde of Ahmedabad. The 3

h running averaged values of the IEC data are shown by the blue-colored curve. The

dash-dotted (black-colored) curve shows the residual obtained by subtracting the running

averaged values from the IEC data. The Lomb-Scargle spectral analyses show (figure

3.2b) that no periods are significant in the variation of IEC in contrast to the dayglow

emissions on the same day. This difference in the existence of gravity wave features in

optical versus radio data is not surprising. It can be understood, if one considers the

fact that the IEC from the radio data is averaged over a large height range (in this case

100-800 km) whereas, the daytime OI 630.0 nm emission layers semi-thickness is around
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Figure 3.2: (a) Integrated electron content (IEC) (dotted red-colored line) from the

digisonde along with 3 h running average (solid blue-colored line) and its residual (dash-

dotted black-colored curve). (b) Normalized power spectral density of IEC, showing that

there are no periods in the gravity wave domain that are significant (as their spectral power

is lower than the FAL). (c & d) same as in (a & b) but for the height of peak F2 layer,

and (e & f) the same as in (a & b) but for the critical frequency of F2 layer.

100 km. Thus, the dayglow emissions retain the information of fluctuations of smaller

time scales as the reactants responsible for the airglow emissions do get affected by the

passage of any wave-like fluctuations in the medium (e.g., Pallamraju et al., 2010, 2014,

2016; Laskar et al., 2015; Karan and Pallamraju, 2017, 2018). When modulations occur

in the ionosphere as a whole, they reflect in the spectral analysis of IEC measurements.

Therefore, large scale features, such as TIDs, have been conventionally investigated using

data obtained from digisondes. However, as gravity waves do not perturb the ionosphere
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at all the heights simultaneously with the same phase, it is impossible to unambiguously

determine the gravity wave periods from the IEC variations. Similar analyses have been

carried out for peak F2-layer height (hmF2) variation and peak frequency of the F2 layer

( f oF2) variation, the results of which are shown in figures 3.2c-e. Variations in hmF2 and

f oF2, when subjected to spectral analyses, confirm the presence of periodicities of 2.68 h

and 2.63 h, respectively. Conventionally, these time periods in hmF2 and f oF2 variation

are attributed to gravity wave origin (Rao et al., 2006; Ram et al., 2012). But as discussed

in section 3.2, these wave-like fluctuations can be caused by either one or combined effects

of variations in the electric field, wind, temperature, and wave activity. Therefore, these

time periods cannot be stated unambiguously to be of gravity wave origin. Also, any infor-

mation in terms of propagation characteristics of gravity waves can not be estimated from

these parameters as their variations refer to either integrated effect (in the case of IEC) or

fluctuations at a particular height of the ionosphere (e.g., hmF2 & f oF2). Depending on

the strength of the source, gravity waves propagate both horizontally and vertically and

alter the ionospheric densities at different heights at different times (phases). Therefore,

independent investigations on height variations of different electron densities are required

to gain more significant insights into the wave dynamics. Accordingly, all the individual

ionograms have been meticulously scaled and analyzed for obtaining information on the

true heights of the ionosphere at different frequencies of transmissions. The results of

such analyses are shown in figure 3.3 for the same day, as in figure 3.2. Each of these

fixed frequencies corresponds to particular values of electron density. And the variation

in true heights of these fixed electron densities is known as isoelectron density contour.

In figure 3.3a, the true height variations of isoelectron density contours from 8 to 12 MHz

of operational frequencies of digisonde at an interval of 1 MHz are shown as a function

of time. It may be noted that there exists a clear time difference in the modulations

of ionospheric heights, which are earlier at greater transmission frequencies (and higher

altitudes) as compared to the smaller ones (lower altitudes). To aid the eye, these are

also shown as black dashed lines at different times in figure 3.3a. From Hines (1960)

gravity wave theory, it is known that the downward phase movement is associated with

upward propagation of gravity waves (discussed in section 1.3.4). If this downward phase

movement is indeed caused by the upward propagation of a gravity wave, then it should

be verifiable by spectral analyses, in terms of time periods present in the variations in the
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heights of different isoelectron densities. Similar to the optical data shown above (figure

3.1), residuals have been obtained for the height variations of these isoelectron density

contours by subtracting 3 h running averaged values. Such residuals for each of these

isoelectron density contours have been subjected to the Lomb-Scargle spectral analysis

and the results are shown in figure 3.3b. It may be noted that a common time period of

2.20±0.08 h is present in the height variations of all the isoelectron density contours. The

presence of a common period and downward phase propagation in the temporal variation

of optical emissions from different altitudes have provided the signature of propagation of

gravity waves from lower to higher altitudes in the MLT region (Singh and Pallamraju,

2016). Similarly, in the present case, the height variations of isoelectron density con-
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Figure 3.3: (a) True heights of isoelectron density variations at frequencies 8, 9, 10, 11,

and 12 MHz on 18 May 2015. (b) The Lomb-Scargle periodogram showing the 1.54, 2.06,

and 4.11 h periods to be significant for all the transmission frequencies. (c & d) Same as

in (a & b) but obtained from auto-scaled ionograms. (e & f) same as in (a & b) but for

variations in the virtual heights corresponding to fixed transmission frequencies.
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tours show a common time period and downward phase movement (figure 3.3a), which

confirm the propagation of gravity waves from lower to higher altitudes in the ionosphere-

thermosphere region. The effect of diffusion on the thermosphere is non-linear in nature

as it depends on temperature and neutral densities, which vary with altitude. As the

magnitude of diffusion varies with altitude, its effect is not expected to produce any sys-

tematic phase offsets in the height variations of multiple isoelectron density contours (as

seen in figure 3.3a). Further, fluctuations in multiple isoelectron density height variations

may not show a common time period due to the effects of diffusion. Therefore, derivation

of gravity wave propagation characteristics using the present approach is not expected to

be affected by diffusion processes. The importance of manual scaling of the ionograms

for estimating wave parameters through radio measurements, as discussed in this work,

becomes obvious when one compares figures 3.3c & 3.3d with figures 3.3a & 3.3b. If one

uses heights of isoelectron density variations obtained through auto-scaling software, the

presence of several spurious fluctuations leads to common periods of around 1.80 h and

4.5 h in the Lomb-Scargle spectral analysis (figure 3.3d). They can be misunderstood

to be the periods of gravity waves. Further, the virtual height variations of isoelectron

densities are also analyzed (shown in figure 3.3e), and periodograms have been obtained

(as shown in figure 3.3f). Although there exists a common period of around 2.1 h, the

detailed analysis may not yield accurate information on the propagation of gravity waves

as the height differences between different isoelectron density contours are very different

than the case of manually scaled data (figure 3.3a). Hence, for reliable estimation of grav-

ity waves characteristics, we have only used the data that resulted from manual scaling

of these ionograms.

3.4.3 Estimation of vertical propagation speeds (cz) of gravity waves

As seen in figure 3.3a & 3.3b for 18 May 2015, each of the isoelectron density contours

shows the presence of periods other than the common time period, which will exhibit inde-

pendent behavior. Therefore, the variations in the heights of isoelectron density contours

are a superposition of fluctuations of different scales. In order to derive propagation char-

acteristics of gravity wave of time period 2.2 h, one has to remove the effects of the others

from the height variations of isoelectron density contours. For that, we have considered
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one significant common time period at a time and removed the contributions of all other

time periods in the Fourier domain. In this process, only the power corresponding to a

particular dominant time period (PSD > FAL) is considered by using a bandpass filter

with a width of peak period±Brunt-Väisälä period1. The Brunt-Väisälä period is around

0.25 h for these altitudes. The powers of the rest of the spectra are equated to zero.

While doing so, the imaginary part (which contains the phase information) of the power

spectral density value corresponding to the particular time period is kept unchanged.

Therefore, the phase of gravity wave before and after passing through this filter remains

the same. Thus, by such a treatment (Hocke and Kämpfer , 2009; Pallamraju et al., 2016),

the power of the common gravity wave period corresponding to the fluctuations in isoelec-

tron density contour at a given transmission frequency is isolated in the Fourier frequency

domain. The inverse Fourier transformation of this spectral series yields information of

gravity wave fluctuations in the time domain. Such a method was successfully used in an

earlier study to obtain the first three-dimensional gravity wave characteristics in the day-

time through the optical measurement technique (Pallamraju et al., 2016). In the present

case, the results obtained for the dominant time period of 2.2 h are shown in figure 3.4a.

Here, an average height corresponding to each of the transmission frequencies is added to

the relative variations in order to obtain information on temporal variations due to one

gravity wave time period only. Clear wave-like fluctuations of a given time period are

evident with troughs and crests at a given altitude. It can also be noted that the crests

and troughs at lower heights occur at a slightly later time than those at higher altitudes

showing a clear downward phase propagation in the height variations of isoelectron den-

sity contours, indicating the characteristic signature of upward propagating gravity waves

(Hines , 1960). The vertical phase speed (cz) of the gravity waves can be calculated with

the information of the difference in heights (∆h) and the phase offset times (∆t), by using

the relation, cz =
∆h
∆t . The time offsets between the crests/troughs of the height variations

of consecutive isoelectron density contours have been linearly fitted to obtain a consoli-

dated picture. On this day (figure 3.4a), vertical phase speeds vary from 37.74±5.40 to

39.81±5.62 ms−1 for the time period of 2.2h. However, these are not distinct as they are

within the uncertainties associated with each of these values.

1Brunt-Väisälä frequency, is estimated as, N = ( 2g∗
5H )

1/2
(Shiokawa et al., 2009); where, H is the neutral

scale height (∼50 km for these altitude region), and g∗ is the acceleration due to gravity at this altitude.
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Figure 3.4: (a) Height variations of isoelectron density contours corresponding to trans-

mission frequencies of 8, 9, 10, 11, and 12 MHz on 18 May 2015 for the gravity wave time

period of 2.2 h. A clear downward phase movement can be seen. (b) The vertical scale

sizes (blue-colored squares) obtained for the duration of 16–20 May 2015. (c) Variation

in vertical wavelengths of gravity waves with altitude as observed from different measure-

ments is shown. Here, boxes A, B, C, & D are taken from Yamanaka and Fukao (1994);

box-E is from Oliver et al. (1997). And box-F is the results obtained from digisonde in

the current method. Results shown in box-F are consistent with the earlier reported trend

(as shown by the black-colored solid line).

3.4.4 Estimation of vertical scale sizes (λz) of gravity waves

In figure 3.4a, the phase variations correspond to the gravity wave period of 2.2 h have

been shown. On such occasions, from the common period (τ) obtained and the derived

phase speeds (cz), the vertical scale sizes (λz) of gravity waves were estimated as cz× τ ,

with an assumption that the phase speed does not change for the duration of the time

period. On this day, the vertical scale sizes range from 298.92±44.21 to 315.35±46.07
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Date τ (h) cz (ms−1) ∆cz (ms−1) λz (km) ∆λz (km)

16.05.2015 1.96 42.26 - 4.73 7.0-8.11 297.93 - 315.37 50.79 - 58.61

17.05.2015 No vertical propagation of gravity waves

18.05.2015 1.92 37.74 - 39.82 5.40 - 5.62 260.43 - 274.74 44.21 - 46.07

19.05.2015 2.64 30.06 - 41.38 4.90 - 6.89 285.58 - 393.03 47.36 - 66.38

20.05.2015 1.47 34.70 - 45.69 7.56 - 11.84 183.21 - 241.26 39.23 - 63.10

Table 3.1: The derived values of time period (τ), vertical propagation speeds (cz), uncer-

tainty in vertical propagation speeds (∆cz), vertical wavelengths (λz), and uncertainty in

vertical wavelengths (∆λz) of gravity waves in the daytime thermosphere for 16-21 May

2015.

km. Such analyses, as shown in figure 3.3a and figure 3.4a, have been carried out for

the duration of 16-20 May 2015. The obtained time periods, vertical propagation speeds,

and the vertical wavelengths of gravity waves are listed in table 3.1. On 17 May 2015, no

signatures of vertical propagation of gravity waves are seen. The uncertainties in phase

speeds, which turn out to be in the range of 14-26%, are estimated by considering the

data cadence of digisonde and uncertainties in the values of heights. Similar analyses for

deriving vertical propagation characteristics, as described above, have been successfully

applied to nighttime airglow intensity variations originating at multiple altitudes in the

MLT region to characterize the effect of lower atmospheric tropical cyclone generated

gravity waves on the upper atmosphere (Singh and Pallamraju, 2016). Figure 3.4b shows

all the vertical scale sizes (blue squares) of gravity waves obtained from digisonde for this

duration. It can be clearly noted that the magnitudes of the vertical scale sizes of gravity

waves vary from one day to another. Further, as there are waves of different periods that

travel at different speeds, multiple vertical scale sizes of gravity waves can exist on the

same day. In this duration, all the vertical scale sizes obtained in a day vary within the

estimated uncertainties. During this observational window, the range of vertical scale sizes

obtained is around 183.21±39.23 to 393.07±66.38 km. We have compared these values of

vertical scale sizes that resulted from our analysis using digisonde data with the earlier

reported systematic measurements of vertical scale sizes of gravity waves obtained from

MU radar observations (Yamanaka and Fukao, 1994; Oliver et al., 1997). Figure 3.4c is

adapted from Oliver et al. (1997) and updated with the values of vertical wavelengths that



70 Chapter 3. Deriving thermospheric gravity wave characteristics using digisonde

resulted from the present work. The x- and y-axes of this figure represent the vertical scale

sizes and the altitudes at which they are calculated, respectively. The boxes A, B, C, & D

are as reported in Yamanaka and Fukao (1994). The box-E depicts the results obtained

from the MU radar observations by Oliver et al. (1997). And the box-F presents the

vertical scale sizes of gravity waves estimated from digisonde measurements as described

in this work. Considering a scale height of 50 km in the numerical relation of vertical

wavenumber m (in units of km−1) of gravity waves as a function of height z as given by

Yamanaka and Fukao (1994), the resulting vertical scale sizes are plotted in figure 3.4c

(solid black line).

m =
2π

1.5
exp(
−z
50

) (3.1)

It may be noted that the λz values obtained in the present work, as reported in box F,

agree well with the numerical estimate given by equation 3.1 and they correspond to an

altitude ∼270 km. To the best of our knowledge, information on gravity wave propagation

characteristics at heights ∼270 km (box F as depicted in figure 3.4c) is being reported for

the first time.

3.4.5 Comparison of gravity wave periods from simultaneous radio and

optical measurements

In this section, we have compared the time periods of gravity waves obtained from the

optical and radio measurements from two different locations to investigate if any similar-

ities exist. The data available from optical measurements are for a duration of 7-17 h. In

the case of digisonde measurements, the time duration of the echo corresponding to the

transmission frequency of 12 MHz has been considered, which exists typically during 11-20

h. The data duration for other transmission frequencies has been truncated accordingly

to keep the same data range for the sake of consistency in analysis. Nevertheless, there

is a considerable overlap between these two data sets of around 6 h (from 11 h to 17 h)

to enable inter-comparison. Spectral analyses have been carried out for optical measure-

ments for all clear sky days during 16-20 May 2015. Figure 3.5a shows the comparison
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of the time periods obtained from optical (red-colored triangles) and digisonde measure-

ments (blue-colored circles). The data duration of each of the sets is ∼10 h, which is

much higher than the time periods that are being considered here (less than 3 h). In the

case of periods obtained from digisonde data, each blue-colored circle corresponds to the

common time period present at height variations of all the isoelectron density contours,

which also show phase propagation features in the downward direction. In this way, it is

ensured that they are of gravity wave origin. No gravity wave propagation features were

seen on 17 May 2015 in the variation of isoelectron density contours. Optical measure-

ments were not available on 16 May 2015 due to unfavorable sky conditions. It can be

noted that the gravity wave periods present in the height variations of all the isoelectron

densities match with the daytime optical data on 19 and 20 May 2015 (encircled values

in figure 3.5a). The solid and dashed circles represent the matching of time periods cor-

responding to a similar/dissimilar phase evolution between the two, as described below.

While matching, time periods within the limits of the Brunt-Väisälä period of around

0.25 h have been considered to be the same. Also, while there are similarities between the

gravity wave time periods obtained by optical and radio measurements, not all of them

match exactly with one another. This can be understood to be due to the fact that (i) the

altitude regions of integration for optical emission and radio measurements are not ex-

actly similar, and (ii) although the data are obtained simultaneously, the instruments are

not collocated in the present study, therefore, depending on the ambient wind structures

and thermospheric neutral temperatures, which could be different at different latitudes,

these waves could evolve and propagate differently. These similar values of gravity wave

time periods could be due to either the presence of the same wave structures at these two

locations or a common source of fluctuations. To investigate the reason for the existence

of similar gravity wave time periods measured from both the methods, the phase evolu-

tion obtained by these two measurements is compared. For such comparison, the height

variation of isoelectron density contour corresponding to the transmission frequency of 8

MHz is chosen, since it is closest to the altitude of peak emission of OI 630.0 nm dayglow

emission (∼230 km). The times are shown in figures 3.5b and 3.5c corresponds to the local

time for Ahmedabad. The same method to derive the variation in heights of isoelectron

density contour for a particular period as described above (section 3.4.3 & figure 3.4a)

has been applied to the optical OI 630.0 nm dayglow emission data analysis as well to
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obtain the variation in emission intensity for a particular gravity wave time period. On 19

May 2015, the variation in them corresponding to periods of 2.52 h and 2.63 h for optical

(dashed red-colored curve in figure 3.5b) and radio (solid black-colored curve in figure

3.5b) measurements, do match well with each other (within the limit of Brunt-Väisälä
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Figure 3.5: (a) Gravity wave periods obtained by optical (red-colored triangles) and radio

(blue-colored circles) measurements during 16–20 May 2015. The dotted and solid circles

around the time periods indicate a matching between the optical and radio measurements.

The solid and dashed circles indicate that the gravity wave behavior from simultaneous

dayglow and radio measurements are in phase (b), and out of phase (c), respectively. (b)

Comparison of phase evolution of these periods from OI 630.0 nm dayglow and 8 MHz

isoelectron density contour for 19 May 2015. (c) same as in (b) but for 20 May 2015.

The OI 630.0 nm dayglow data are available from 7–17 h, and 8MHz isoelectron density

contour data are typically available from 11 h onwards.
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time period) (figure 3.5b). In spite of the large separation (∼1000 km) between the two

observational locations, such similarity is remarkable. Therefore, on days like 19 May

2015, when the gravity wave time period and their phase evolution match, it is possible

that a similar broad source influences these two locations (e.g., equatorial electric field),

which can simultaneously affect the spatially separated regions along the same longitude.

On 20 May, however, the phase evolution corresponding to time periods of 1.51 h and

1.47 h obtained in a similar method do not match with each other (figure 3.5c). In such

cases, the plausible causes for such observations are that these two locations are being

influenced by independent sources/causes. Such a comparison between the gravity wave

time period and phase at these two spatially separated locations provides a broader re-

gional scale picture of the gravity wave characteristics in the daytime thermosphere over

low-latitudes.

3.4.6 Estimation of horizontal scale sizes (λH) of gravity waves

So far, we have discussed the detailed analyses of digisonde data to derive time periods,

vertical phase propagation speeds, and vertical scale sizes of gravity waves. Here, an

attempt has been made to estimate the horizontal scale sizes of gravity waves using some

of these derived parameters in the gravity wave dispersion relation. The gravity wave

dispersion relation (Fritts and Alexander , 2003) is discussed in chapter 1 (section 1.3.4)

and also given below:

m2 =
(k2 + l2)(N2− ω̄2)

(ω̄2− f 2)
− 1

4H2 (3.2)

Here, k, l, and m are the wavenumbers of gravity waves in X , Y (horizontal), and Z

(vertical) directions, respectively; N is the Brunt-Väisälä frequency; H is the neutral scale

height, and f is the Coriolis parameter.

The intrinsic frequency (ω̄) of gravity waves is related to the observed frequency (ω) by

the following formula.

ω̄ = ω−~k.~u−~l.~v (3.3)
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where, ~u and ~v are the zonal and meridional components of the background wind.

The vertical scale size (λz =
2π

m ) values obtained from the analysis and the NRLMSISE

model (Picone et al., 2002) derived atmospheric neutral parameters have been used as

inputs in equation 3.2 to calculate the horizontal scale sizes (λH = 2π

kH
; kH =

√
k2 + l2)

of gravity waves. Here, we have carries out simulations to estimate the horizontal scale

sizes (λH) for different vertical scale sizes (λz) with varying magnitudes (0-100 ms−1)

of horizontal winds (UH). As the relative direction of winds to that of propagation of

gravity waves (∆θ = θUH − θc; θUH is the horizontal wind propagation direction, and θc

is the direction of wave propagation) has a bearing on the gravity wave characteristics,

several representative angles (∆θ ) of 0◦, 45◦, 90◦, 145◦, and 180◦ have been considered.

The results for two different time periods (1.5 h and 2.5 h) of gravity waves are shown

in the figure 3.6 as solid and dashed lines. If the ambient winds are in the direction

of propagation of gravity wave (i.e., ∆θ = 0◦), then horizontal scale size grows at the

expense of vertical scales. Conversely, if the wind in the opposite direction to gravity

wave propagation (∆θ = 180◦), then the vertical scale increases as the ambient wind speed

increases. Thus, as ∆θ increases from 0◦–180◦, the same value of horizontal scale size of

1000 km corresponds to higher values of vertical scale sizes. It may be noted that when

the winds flow in the orthogonal direction (∆θ = 90◦) to that of the wave propagation, the

magnitudes of ambient wind speeds do not have any effect on the vertical and horizontal

scale sizes of gravity waves. Therefore, in the absence of information on background winds

and wave propagation direction, we have considered orthogonality in the wind flows to

gravity wave propagation direction (∆θ = 90◦) to get an estimate of λH values for the

measured time periods, and λz values of gravity waves. It is important to understand that

such assumption may not hold in reality, nevertheless, this simulation is essentially meant

to provide a first-order estimate of λH of gravity waves for the values of λz obtained from

digisonde data analysis. These results are shown in figure 3.6b. These are carried out

for different gravity wave periods, such as 1.0 h (dotted red-colored line), 1.5 h (dashed

yellow-colored line), 2.0 h (dash-dotted cyan-colored line), 2.5 h (dash-dot-dot-dot blue-

colored line), and 3.0 h (solid purple-colored line). These simulation results given in the

figure 3.6 can be used to estimate the horizontal scale sizes of a gravity wave, given the

values of τ , and λz. For example, it can be seen from this figure that for τ ∼= 2.0 h, and λz

of 300 km, λH turns out to be 2500 km; whereas, for τ ∼= 1.5 h and λz of 300 km, the value
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of λH is 1400 km. These values are consistent with the earlier reported simulations (e.g.,

Vadas , 2007; Richmond , 1978; Hocke, 1996), which have considered the wave dissipation

as a function of altitudes. As mentioned above, these estimated values of horizontal scale

sizes of gravity waves are for no wind conditions; nevertheless, they provide a first-order

estimate of the horizontal scale sizes of gravity waves for the observed duration. However,
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Figure 3.6: (a) Simulation of gravity wave vertical scale sizes (λz) for horizontal scale

size (λH) of 1000 km using wind values ranging from 0-100 ms−1 and the relative angles

(∆θ = θUH −θc) of 0◦, 45◦, 90◦, 145◦, & 180◦ between the direction of wave propagation

(θc) and wind (θUH ) for gravity wave periods of 1.5 h (solid lines) and 2.5 h (dashed lines)

obtained using the dispersion relation. (b) Simulation of λH , obtained for range of value

of λz at ∆θ = 90◦ for gravity wave time periods of 1.0 (red), 1.5 (orange), 2.0 (cyan), 2.5

(blue), and 3.0 h (purple). This represents a first-order estimation of horizontal scale sizes

of gravity waves in the absence of information on winds and wave propagation direction.
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to remove ambiguity with respect to knowledge on the wave propagation direction, it

is planned to carry out simultaneous and collocated radio and optical measurements in

the near future, which will help to converge on more accurate estimates. Another aspect

that emerges is that this technique is more reliable only for daytime conditions, when

the thickness of the ionosphere is much larger than in the nighttime (typically, in the

daytime, echoes can be obtained until 12 MHz for ∼10 h duration, while in the nighttime

it is 5 MHz for the same duration). This can be understood that for realistic estimates of

vertical phase speeds and scale sizes, information on phase propagation from large spatial

extents is required, which is possible in the daytime.

3.5 Summary

In this chapter, we have discussed the results from combined investigations of radio mea-

surements and optical airglow emission data in the daytime. They are presented with a

specific aim to extract information on the propagation characteristics of gravity waves.

This work provides a detailed description of an approach for obtaining the propagation

characteristics of gravity waves in the vertical direction using digisonde. Based on the

vertical propagation speeds and time periods, vertical scale sizes of gravity waves are ob-

tained (figure 3.4), which are well in agreement with earlier reported numerical estimates

and measurements (figure 3.4). Therefore, the data obtained by the present radio method

does reflect the behavior of neutral gravity waves as also confirmed by its comparison

with the time period and phase of the simultaneous measurements of optical emissions

in the daytime (figures 3.5b and 3.5c). The radio measurements can be interspersed be-

tween two optical observational locations to fill the much-needed gap in obtaining a larger

scale picture of wave dynamical interactions in the thermosphere. Further, as the ra-

dio measurements are not affected by cloud cover; hence, using this approach systematic

information on the daytime thermospheric wave dynamics can be understood.



Chapter 4

Vertical propagation of gravity waves as

precursors to onset of ESF

4.1 Background

Plasma irregularities occur in the nighttime ionosphere on some occasions. These plasma

irregularities severely affect trans-ionospheric radio wave communications, and their gen-

eration depends on both plasma and neutral processes. One of the manifestations of

these plasma irregularities is the equatorial spread-F (ESF), which was discovered in 1938

by Booker and Wells. Even after decades of research since the discovery, variability in

the day-to-day occurrence of ESF is still an enigmatic issue in the equatorial ionospheric

physics. Gravity waves are considered to play the role of seed perturbation in initiating

these irregularities in the equatorial ionosphere during evening hours. Some of the ear-

lier works (e.g., Raghavarao et al., 1988a; Sridharan et al., 1994; Pallamraju et al., 2004b,

2014) had suggested that the daytime thermospheric dynamics makes the conditions, con-

ducive or otherwise, for the occurrence of plasma irregularities in the nighttime equatorial

ionosphere. In this context, as now an effective method is available to estimate the vertical

propagation activity of gravity waves in the daytime thermosphere (as discussed in chap-

ter 3), we have investigated day-to-day variation in the daytime thermospheric neutral

wave dynamics over equatorial-latitudes in relation to the occurrence or non-occurrence

of ESF in the post-sunset hours.

77
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4.2 Introduction

Plasma irregularities span over seven orders of magnitudes in scale sizes and manifest in

different forms in different measurements. For example, they are observed as spread in

the reflected echoes in ionosondes, intensity depleted regions in airglow imagers, plasma

bubbles, or backscatter plumes in incoherent radar measurement, scintillations in VHF

and GPS signals. In the evening hours, the ionospheric F-layer gets lifted to higher alti-

tudes due to the combined effects of the PRE and recombination in the bottom side of the

ionosphere. Recombination of charged particles in the post-sunset hours leads to a sharp

plasma density gradient in the bottom side of the ionosphere, which becomes unstable

for perturbations and generates plasma irregularities through instability processes. The

Rayleigh-Taylor instability is understood to be the primary cause of the generation of

plasma bubbles (e.g., Dungey , 1956; Balsley et al., 1972; Haerendel , 1973; Ossakow et al.,

1979). The growth rate of the Rayleigh-Taylor instability in the F-region is given as,

(Sekar and Raghavarao, 1987)

γ =
1
L
[

g
νin

+Wx(
νin

Ωi
)−Wz] (4.1)

where, L is the plasma scale length in the vertical direction (L = [ d
dz{ln n}]−1; n is the

plasma density), g is the acceleration due to gravity, νin is the ion-neutral collision fre-

quency, Wx is the zonal wind (eastward), Ωi is the gyro-frequency of ions, and Wz is the

vertical wind.

As a result of the exponential decrease in neutral density with altitude, the ion-neutral

collisions drastically reduce in the higher altitudes. Hence, the amplitudes of these plasma

density perturbations in the bottom side of the equatorial ionosphere grow as they move

upward. Over Trivandrum, ESF was observed, whenever the base of the F-layer height

(h′F) reached altitudes of 300 km and beyond, and they were found to be absent if this

height was below 260 km (as depicted in figure 4.1). It was also shown that the equator-

ward meridional wind is necessary for the occurrence of plasma irregularities on the days

when 260 < h′F <300 km, (Devasia et al., 2002) as the equatorward winds assist in lifting

the ionosphere to higher altitudes. Morphological characteristics of the ESF occurrences
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Figure 4.1: Scatter plot of the meridional wind values (positive poleward and negative

equatorward) and the h′F values over Trivandrum, on the ESF days during March–April,

1998.[After Devasia et al. (2002)]

in terms of local time, seasonal and solar cycle variability is relatively well understood

(e.g., Woodman and La Hoz , 1976; Fejer and Kelley , 1980; Abdu et al., 1981b; Aarons,

1993; Sastri et al., 1997; Fejer et al., 1999; Hysell and Burcham, 2002; Burke et al., 2004).

For example, ESF occurrence has been found to be more during high solar activity pe-

riods (e.g., Chandra and Rastogi , 1970; Rastogi , 1980; Jyoti et al., 2004). Seasonal and

longitudinal variability has been explained based on the trans-equatorial thermospheric

winds, which suppress the plasma irregularities by lowering the ionospheric heights (e.g.,

Maruyama and Matuura, 1984; Mendillo et al., 2001). The alignment of the solar termi-

nator with the geomagnetic field lines has been shown to contribute to the longitudinal

variability of ESF occurrence in the post-sunset hours (Abdu et al., 1981b; Tsunoda, 1985).

Such alignment leads to a decoupling of the ionospheric E and F-regions due to simulta-

neous sunsets in both the hemispheres, thereby help plasma irregularities to sustain, if

generated on that night. Also, higher values of PRE favors ESF occurrence, as it pushes

the ionosphere to higher heights. Therefore, several reports are available in the litera-

ture addressing the day-to-day variability in the ESF occurrence with PRE strength (e.g.,

Sekar and Kelley , 1998; Sastri et al., 1997; Fejer et al., 1999; Anderson et al., 2004; Ram

et al., 2006; Abdu et al., 2006b; Prakash et al., 2009). Raghavarao et al. (1988a), using the
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ratio of electron densities corresponding to heights of 270 and 300 km between an EIA

crest location and an off-equatorial location, showed that ESF occurrences are most likely

on the days when the EIA is stronger. The ratios of electron densities have been shown

to shoot up by around 1730-1800 LT on the ESF days. A precursor to ESF occurrence

has been shown to be present as early as 16 LT in the OI 630.0 nm dayglow emission

using bidirectional measurements (Sridharan et al., 1994). Further, the strength of the

EIA in relation to ESF occurrence has shown using critical F-layer frequencies (Jayachan-

dran et al., 1997), TEC measurement (Valladares et al., 2001), and dayglow measurement

over a large field-of-view (Pallamraju et al., 2004b). Vertical plasma drift magnitude in

the evening hours with values greater than 20-30 ms−1 depending on the solar activity

level has been shown to be necessary for the onset of ESF over Indian longitudes (Ram

et al., 2006). Gravity waves are considered to play the role of seed perturbation in the

generation of plasma irregularities. Case studies have been carried out using Jicamarca

incoherent scatter radar data to study the gravity wave modulation observed in the irreg-

ularity plume formation (e.g., Kelley and McClure, 1981; Hysell et al., 1990). Effects of

gravity wave activity on the onset of ESF occurrence have been discussed based on differ-

ent measurements, such as LIDAR, radars, airglow imager, and ionosonde (e.g., Tsunoda

and White, 1981; Kelley et al., 1986; Nicolls and Kelley , 2005; Takahashi et al., 2009,

2018; Abdu et al., 2009; Taori et al., 2015; Sivakandan et al., 2019). Theoretical works

have been carried out to investigate the non-linear evolution of ESF by gravity wave seed

perturbation (Klostermeyer , 1978; Huang and Kelley , 1996; Krall et al., 2013; Yokoyama

et al., 2019). Over the Brazilian sector, using collocated backscatter radar and digisonde

measurement, it has been shown that gravity wave-induced density fluctuations are neces-

sary for ESF generation for vertical drift velocities ≤ 20 ms−1 in the evening hours (Abdu

et al., 2009). Earlier simulation studies have also suggested that vertically upward prop-

agating gravity waves to ionospheric heights to be associated with the ESF occurrence

(Fritts and Vadas, 2008). Signatures of gravity wave-induced electric fields observed in

the evening hours in vertical drift measurements from Jicamarca Radio Observatory are

suggested as the plausible contributory effect of gravity waves in initiating plasma irregu-

larities (Varney et al., 2009). Hysell et al. (2014) have carried out numerical simulations to

quantify the effects of gravity waves in the generation of ESF, wherein they have shown

how gravity waves in the MLT and thermosphere can induce dynamo electric fields in
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the equatorial F region ionosphere, deform it, drive currents, and deform the bottomside

plasma configuration. Daytime wave dynamics in the MLT region in connection to the

nighttime irregularities have been investigated using OI 297.2 nm dayglow measurements

from a UV spectrograph on-board a high-altitude balloon. In this experiment, similar

periodic behavior has been observed in the OI 297.2 nm dayglow, and simultaneous EEJ

& ionospheric parameters over the dip equatorial region. This has provided one of the

first clear experimental evidence that the nighttime ESF irregularities are due to gravity

waves present in the daytime (Pallamraju et al., 2014). These findings indicate that a

critical understanding of the daytime thermospheric neutral wave dynamics is important

in addressing the enigmatic issue of day-to-day variability in the ESF occurrence.

4.3 Data sets used

Digisonde data of January, February, and March for 2013 and 2014 of Trivandrum, a dip-

equatorial location over Indian longitudes, have been used to derive daytime thermospheric

gravity wave propagation characteristics in the vertical direction. We have used digisonde

derived base F-layer height (h′F) variation to assess the ionospheric conditions in the

post-sunset hours. EEJ values have been obtained from magnetometer measurements

of the horizontal component of the Earth’s magnetic field from Tirunelveli and Alibag

(described in section 2.3.3).

4.4 Results and discussions

Majority of the days in the given duration show signatures of ESF in the post-sunset

hours. Therefore, in order to investigate the day-to-day variability in the occurrence or

non-occurrence of ESF, we have chosen the days with no post-sunset ESF occurrence

as control days against the backdrop of surrounding days, which showed the presence of

post-sunset ESF. In this study, a day has been characterized as an ESF day if diffused

traces in ionograms are observed for 30 minutes or more. To ensure that the observed
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plasma irregularities are generated locally and are not traveling from a different source, we

have not considered the days with ESF occurrences after 21 LT (Saito and Maruyama,

2006; Manju et al., 2016). Per these criteria, we have found 16 non-ESF days and 20

ESF days. As consecutive ESF and non-ESF days are considered, it allows us to study

the behavior of different parameters from one day to another to arrive at a systematic

picture. The role of various factors that were considered as important in the context of

ESF occurrences has been investigated in detail and is discussed in the sections below.

4.4.1 Variation in the EEJ strength

Variation in the EEJ strength has been investigated for ESF and non-ESF days, as in-

tegrated values of EEJ correlate remarkably with EIA development (Raghavarao et al.,

1978; Karan et al., 2016). As mentioned above, strengths of EIA have been shown to be

conducive for the generation of post-sunset plasma irregularities. EEJ values over Indian

longitudes have been calculated using the formula discussed in chapter 2 (section 2.3.3).

In figure 4.2a, variation in hourly values of EEJ is shown for days with the occurrence of

post-sunset ESF (blue-colored solid lines) and the days without post-sunset ESF (pink-

colored dash-dotted lines). On some of the days, negative values of EEJ (CEJ) in the

afternoon hours can be noticed. CEJ events are observed on 9 out of 16 non-ESF days,

whereas, in the case of ESF days, CEJ has occurred on 9 out of 20 days. The CEJ has

been shown to occur as a result of the westward solar quiet (Sq) electric field in the day-

time (e.g., Fejer et al., 2008; Pandey et al., 2018). Also, the strength of the PRE, which

is known to play an important role in ESF generation, is expected to be weaker on the

days with CEJ in afternoon hours compared to days without CEJ events (Haerendel and

Eccles, 1992; Prakash et al., 2009). Therefore, the occurrence of ESF in post-sunset hours

on the days with CEJ events indicates to the influence of other factors. The average

EEJ values for ESF and non-ESF days are overplotted as thick lines. Integrated EEJ

values in the pre-sunset times have been shown to be higher for ESF days compared to

non-ESF days over the Indonesian sector (Uemoto et al., 2010). Accordingly, in figure

4.2b, integrated values of EEJ (IEEJ) in the pre-sunset times (16-18 LT) for all the ESF

(cross symbol) and non-ESF (filled rectangles) days are shown. However, IEEJ values do

not show contrast in behavior and are not sufficient to explain the day-to-day variability
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Figure 4.2: a) Hourly values of EEJ on ESF days (blue-colored lines) and on non-ESF

days (pink-colored dash-dotted lines) during daytime (8-18 LT). The average behavior of

EEJ on 20 days with post-sunset ESF and 16 non-ESF days are shown as a thick blue-

colored line with circles and pink-colored dash-dotted lines with triangles, respectively. (b)

Integrated values of EEJ (IEEJ) in the pre-sunset time are shown as a blue-colored cross

for ESF days and pink-colored rectangles for non-ESF days.

in the occurrence of ESF over Indian longitudes.

4.4.2 Variation in the ionospheric height in the evening hours

Figure 4.3a shows the variation observed in the h′F during the post-sunset time on ESF

days (solid lines), and non-ESF (dotted lines) days. Here, h′F values for ESF days are

considered till the time of appearance of range spread in the ionograms, whereas, for

non-ESF days, these values are plotted until 20 LT. Except for one day, h′F values are

greater than 300 km prior to the occurrence of ESF, whereas, for non-ESF days, only on

4 out of 16 days (25%), the height had reached up to an altitude of 300 km or beyond.



84 Chapter 4. Vertical propagation of gravity waves as precursors to onset of ESF

Thick lines represent their average behavior in the considered ESF and non-ESF days.

As discussed earlier, higher ionospheric heights in the evening hours are conducive for

the sustenance of plasma irregularities if generated, as ion-neutral collision frequency

reduces with height. Therefore, the analyses presented in this section are consistent with

the earlier proposition (Rishbeth, 1981) that the base height of F-layer reaching beyond

300 km in the evening hours is a necessary condition for ESF occurrence, but is not

a sufficient one. However, on the ESF days, based on this criterion of h′F > 300 km,

occurrence on post-sunset ESF can be stated only at or after 18.5 LT. Over Trivandrum,
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Figure 4.3: (a) Base height of F-layer (h′F) over Trivandrum in the evening hours are

shown for ESF days (blue-colored lines) till the time of ionograms did not show any range

spread in height, whereas for non-ESF days (pink-colored dotted lines) they are kept till

20 LT. Average values of h′F for ESF (blue-colored line with triangles) and non-ESF

days (pink-colored line with squares) in the evening hours are overplotted. (b) h′F values

calculated from the numerical relation given in Tulasi Ram et al. (2007). These values

for ESF days (blue-colored circles) and non-ESF days (pink-colored squares) do not show

significant contrast.
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using peak h′F values before the ESF occurrence for March in different years of varying

solar activity levels, Tulasi Ram et al. (2007) have suggested threshold values of peak h′F

for the ESF occurrence. For the solar activity level in the period of data considered in this

work, this threshold value of h′F is around 317 km. We have presented these numerically

estimated values (h′FTulasiram et al., (2007)) in figure 4.3b as per the relation given in equation

4.2 (Tulasi Ram et al., 2007).

h′FTulasiram et al., (2007) = 317.0+
1
2
(0.2 IEEJ−12.8 Kp avg) (4.2)

where, IEEJ is the integrated values of EEJ for 07-17 LT and Kp avg is the average of Kp

indices of 6 h before the sunset.

These values vary in the range of 290-350 km and they are not significantly different on

ESF days as compared with the non-ESF days (as can be seen in 4.3b). This could be

due to the fact that most of the data considered in the current study are for January and

February, whereas, in Tulasi Ram et al. (2007), the reported values are for the month of

March. In the present study, there are hardly any non-ESF days in the month of March

for making a more exact comparison. Further, based on the analyses of EEJ and h′F

data presented above, we had observed that ESF had also occurred on the days with CEJ

events and remains absent on some days, when the base F-layer height had reached beyond

300 km. These indicate that some other factors are majorly influencing the day-to-day

variability of ESF occurrence.

4.4.3 Variation in the strength of PRE

PRE is considered to be one of the most important factors for explaining the day-to-day

variability in the occurrence of ESF in the nighttime. PRE refers to an enhancement of

the electric field of the equatorial region for a brief period of time in the evening hours

caused by F-region dynamo (discussed in section 1.3.1.3). As a result of such enhancement

of the electric field, larger vertical electrodynamical drift uplifts the ionosphere to higher

altitudes and helps the plasma irregularities to grow. Bittencourt and Abdu (1981) have

shown that the drift values during evening hours obtained from the time rate of changes

of ionospheric heights below or near F2 layer, correspond to the electrodynamical drift
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only when the ionospheric heights are above 300 km. Considering this factor, we have

chosen the evening time height variation of isoelectron density contour corresponding to

8 MHz transmission frequency of digisonde to calculate the peak vertical drifts (Vd max).

For all the days, heights of reflected echo at 8 MHz are found to be beyond 300 km in

the evening hours. Using the F-layer height variation over Trivandrum, PRE has been

shown to occur after 18 LT (Madhav Haridas et al., 2015). Therefore, the maximum

value of the rate of change of height of 8 MHz echoes over Trivandrum after 18 LT

has been considered as the peak vertical drift (Vd max), which is representative of the

PRE strength on that particular day, and they are shown for ESF and non-ESF days in

figure 4.4. For ESF days, Vd max values are found to vary from 9 to 51 ms−1, whereas for
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Figure 4.4: (a) Peak vertical drift derived from the height of 8 MHz echo in the post-

sunset hours for ESF days (blue-colored plus symbol) and for non-ESF days (pink-colored

asterisk).

non-ESF days, they are in the range of 4-35 ms−1. It can be noticed from this figure

that overall the Vd max values are higher on the ESF days than those for the non-ESF

days. This is understandable because higher values of Vd max means stronger PRE, which

is a known factor that favors the ESF occurrence. However, this information becomes

available only after sunset. As it is also shown that the daytime thermosphere has a role

to play in setting the background conditions conducive or otherwise for the generation

of plasma irregularities in the nighttime, we have investigated the daytime neutral upper

atmospheric behavior. In light of the above, daytime gravity wave characteristics present

in the thermospheric altitudes for ESF and non-ESF days have been described in the

following sections.



4.4. Results and discussions 87

4.4.4 Time period and amplitudes of gravity waves in the daytime ther-

mosphere

In order to derive vertical propagation characteristics of gravity waves in the daytime ther-

mosphere, we have used variations in the heights of isoelectron density contours at discrete

transmission frequencies (6.0, 6.5, 7.0, 7.5, and 8.0 MHz) of digisonde of Trivandrum. A

detailed description of this methodology is given in chapter 3. These isoelectron density

contours, due to the effect of different drivers such as electric field, winds, or temperature,

will move in tandem with one another as all these drivers result in bulk movement of the

ionosphere. Whereas, in the case of wave activity, these variations in heights of isoelectron

density contours will show different phases at different heights (Hines , 1960). Therefore,

to remove ambiguity in deriving gravity wave periods, we have considered the common

period that is present in the variation of these isoelectron density contours, which shows

downward phase propagation. These values of time periods of the gravity waves, which

showed vertical propagation activity is depicted in figure 4.5a. Here, for the days of the

year 2014, they are shifted by 65 days to separate them from those obtained in 2013. It
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Figure 4.5: (a) Time periods of gravity waves, which are propagating in the vertical direc-

tion on ESF days (blue-colored circles) and days without ESF (red-colored triangles) in

the post-sunset hours. (b) Same as in (a) but for the amplitudes of these gravity waves

for ESF and non-ESF days.
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can be seen that the time periods on the ESF days (blue-colored circles) and the non-ESF

days (pink-colored triangles) do not show any distinct pattern. The amplitudes for these

gravity waves have been obtained from the FFT periodogram and they are presented in

figure 4.5b. On the ESF days, the gravity wave amplitudes range from 1 to 3.5 km, and

those for the non-ESF days are 1-4 km. Similar to the case of time periods, amplitudes

of these vertically propagating gravity waves in the daytime thermosphere on ESF days

are also not significantly different than those obtained for non-ESF days. Growth in the

gravity wave amplitudes on ESF days has been shown by several studies (e.g., Sreeja

et al., 2009; Manju et al., 2016; Aswathy and Manju, 2017), however, these correspond to

post-sunset times. As daytime information is discussed here, it seems that such behavior

of gravity wave amplitude is not a definitive indicator of ESF occurrence.

4.4.5 Vertical propagation of daytime thermospheric gravity waves

Vertical phase speeds of gravity waves are calculated from the differences in heights and

times observed in the fluctuations of the isoelectron density contours (Singh and Pallam-

raju, 2016; Mandal et al., 2019). Gravity waves do not show vertical phase propagation

every day in thermospheric altitudes. Different background conditions, such as the wind,

temperature, and neutral densities affect their propagation (e.g., Mandal et al., 2020;

Mandal and Pallamraju, 2020) and they are discussed in greater detail in the following

chapters. For the data used in this study, vertical propagation of gravity waves is observed

on 17 out of 20 ESF days (85%) and 8 out of 16 non-ESF days (50%). Therefore, it is

apparent that gravity wave propagation in the vertical direction is higher on the ESF

days than those on the days without the ESF occurrence, which suggests an influence

of daytime gravity waves on ESF occurrence. The daily average values of the vertical

propagation speeds (< cz >) of these gravity waves for all the days are shown in figure

4.6. The vertical propagation speeds of gravity waves in the daytime thermosphere are

clearly higher on the days with ESF in the post-sunset hours compared to those on the

non-ESF days. This contrast in the vertical propagation speeds between the consecutive

non-ESF and ESF days supports the proposition of gravity waves possibly offering the

seed for the perturbation for the generation of plasma irregularities. Further, based on

this study, it seems that the propagation speeds of gravity waves in the vertical direction
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Figure 4.6: Daily averaged values of vertical phase speeds of gravity waves are shown for

ESF days (blue-colored circles) and non-ESF days (red-colored triangles).

is a very important information to possibly explain the day-to-day variability in the oc-

currence of ESF. It is important to ascertain that the gravity waves, which show higher

vertical phase speeds in the daytime, sustain well into the post-sunset hours/nighttime

to serve as the much-needed trigger for the generation of plasma irregularities. Wavelet

analysis, as described in the chapter 2 (section 2.4.3), has been performed on the height

variation of isoelectron density contours corresponding to the transmission frequency of

6 MHz of digisonde. The transmission frequency of 6 MHz is chosen as it corresponds to

altitude regions around the base of the F-layer. The normalized wavelet transformation

for six sample days (four ESF days and two non-ESF days) is shown in figure 4.7a-f. It

can be seen that the spectral powers corresponding to time periods presented in figure

4.5a on ESF days are present throughout the day and till the time of occurrence of ESF.

Also in the case of two non-ESF days depicted in figures 4.7e and 4.7f, the gravity wave

time periods (shown in figure 4.5a) remain present throughout the day. The situation is

similar for other ESF and non-ESF days that are not shown in figures 4.7. Therefore, it

is clear that the daytime gravity waves propagating in the vertical direction, as shown in

figures 4.5 and 4.6, are present till evening hours and serve as possible seed perturbation

in the generation of plasma irregularities. On a few days considered in this study, gravity

waves have been found to be present from the afternoon to post-sunset times. Therefore,

to bring all the days with vertical propagation activity of gravity waves on common foot-

ing, a time window of 10-16 LT has been chosen. And, during this time window gravity

wave propagation activity is observed on all the ESF and the non-ESF days on which
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Figure 4.7: Temporal variation of spectral powers corresponding to different time periods

of gravity waves are shown for four ESF days and two non-ESF days. (a) Normalized

wavelet spectra resulted from the analysis of 6 MHz isoelectron density contour on an ESF

day (11.01.2013). (b) Same as in (a) but for 09.02.2013, (c) 09.01.2014, (d) 23.01.2014,

(e) 14.02.2013, (f) 05.01.2013. The white dashed lines correspond to the cone of influence

(discussed in section 2.4.3).

vertical phase speeds are calculated. We have calculated the mean of values of vertical

propagation speeds of gravity waves observed between 10 to 16 LT (< cz >10−16 LT ) for all

these days, and they are presented in figure 4.8. As discussed in chapter 3, on a given day,

the range in the values of vertical propagation speed is within the limit of uncertainties,

and thus, figure 4.8a looks similar to figure 4.6. The < cz >10−16 LT values in figure 4.8a

are shown as circles for the ESF days and represented as squares for the non-ESF days.



4.4. Results and discussions 91

         
0

40

80

120

160 (a) ESF days

<
 c

z >
 1

0 
- 

16
 L

T
 (

m
s-1

)

non-ESF days

0 15 30 45 60 75 90 105 120
Day of the year

80
100

120

140

160

180

 

F 1
0.

7c
m
 (

sf
u)

(b) ESF days non-ESF days

Figure 4.8: (a) Daily averaged values of cz for the time window of 10-16 LT for ESF days

(blue-colored circles) and non-ESF days (pink-colored triangles). (b) Daily solar F10.7cm

flux values for all these ESF and non-ESF days are shown. These values for non-ESF

days (pink-colored circle) are similar to their surrounding ESF days (blue-colored filled

star).

The dashed line corresponds to propagation speeds of 80 ms−1. Phase speeds values of

0 ms−1 refer to the days without vertical propagation activity in gravity waves. It can

be seen that for the duration of data considered in this study, for all the non-ESF days,

the values of < cz >10−16 LT are less than around 80 ms−1, whereas, for ESF days they are

higher than 80 ms−1 for 8 out of 20 days. The vertical phase speeds of gravity waves in

the daytime thermosphere have been shown to increase with increasing solar flux (Mandal

et al., 2020) and are discussed in chapter 6. Therefore, to remove any ambiguity regard-

ing solar flux being larger (coincidentally) on an ESF day, thereby contributing to higher

speeds of vertical propagation, we have looked at the solar flux values on both the ESF

and non-ESF days (figure 4.8b). It can be readily noticed that the solar F10.7cm values are

not so different on non-ESF days (open circles) and their surrounding ESF days (filled

stars). For example, (i) during doy 35-45, the solar flux values are comparatively low for
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both the ESF and non-ESF days (figure 4.8b), but vertical phase speeds are higher on

the ESF days compared to the non-ESF days, and (ii) during doy 75-80, even though the

solar flux value was high, the vertical phase speeds of gravity waves on the non-ESF day

are lower. These observations add credence to the present interpretation that the varia-

tions observed in the vertical phase speeds of gravity waves in the daytime thermosphere

on the ESF and the non-ESF days are clearly due to the local dynamics. Therefore, as

discussed above, the vertical phase speeds of gravity waves are different on different days,

and it has also been seen that higher values of vertical phase speeds of gravity waves

during 10-16 LT are associated with the occurrence of ESF in the post-sunset hours. This

aspect becomes much clearer when we categorize the number of days with the values of

< cz >10−16 LT observed on the days vis-à-vis ESF occurrence in the post-sunset hours.

We have represented this in figure 4.9a as a barplot, wherein the ESF and non-ESF days

are shown in blue and pink-colored bars, respectively. As shown in figure 4.9a, for phase

speed values greater than 30 ms−1, 30% of the total days are non-ESF, and 65% are ESF

days. Progressively in this way as we go to the rightmost bar, it suggests that all the days

with < cz >10−16 LT greater than 80 ms−1 are ESF days. Therefore, there is a gradual

decrease in the number of days from left to right in the non-ESF category (dash-dotted

line). In contrast, one can note that higher values of vertical phase speeds are more con-

ducive for the occurrence of ESF days (as depicted by the dotted line in figure 4.9a). As

discussed above, daytime vertical propagation speeds of gravity waves seem to be one of

the very important factors, which have not been reported earlier, for the generation of

ESF irregularities in the post-sunset hours. Therefore, vertical propagation characteris-

tics of gravity waves present in the daytime thermosphere can be used as an indicator to

predict ESF occurrence as early as 16 LT. Further, to the best of our knowledge, such a

clear indication of ESF occurrence based on gravity waves as presented in this work in

the daytime thermosphere is reported for the first time.

Generation of ESF on the days when the vertical phase speeds of gravity waves

are less than 80 ms−1 suggests the influence of other parameters along with the daytime

wave dynamics. The relative strength of seed perturbation through gravity waves and the

vertical drift in the post-sunset hours for the generation of plasma irregularities have been

discussed in the literature (Abdu et al., 2009). In this duration, from figures 4.4 and 4.8,

it can be noticed that for most of the ESF days when Vd max are smaller, corresponding
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Figure 4.9: (a) Percentage of number of ESF and non-ESF days are categorized based

on the values of vertical phase speeds of gravity waves in the daytime thermosphere.

The leftmost pink-colored bar indicates that 30% of the days are non-ESF days when

< cz >10−16 LT are greater than 30 ms−1, whereas, for ESF days it is 65% (leftmost pink-

colored bar). Similarly, rightmost bars suggest that all the days are found to be ESF days

if < cz >10−16 LT is greater than 80 ms−1. The dotted (for ESF days) and dash-dotted lines

(for non-ESF days) represent the trend that days with higher < cz >10−16 LT are more likely

to be ESF days. (b) Sum of < cz >10−16 LT and Vd max for ESF (blue-colored circles with

plus symbols) and non-ESF days (pink-colored squares with asterisks). A Black dashed

line is drawn for values of 80 ms−1.

< cz >10−16 LT values are large, and for ESF days when < cz >10−16 LT values less than 80

ms−1, mostly they have higher values of Vd max. In this background, to understand their

resultant behavior, we have calculated the sum of < cz >10−16 LT and Vd max, and they

are presented in figure 4.9b for both the ESF (blue-colored circle with plus symbols) and

non-ESF days (pink-colored squares with asterisk symbols). A clear contrast can be seen

in summed values of these parameters, which is higher on the ESF days than on the non-
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ESF days. In this case, if their sum is more than 80 ms−1 (as indicated by a dashed line in

figure 4.9b), that day is found out to be an ESF day. But for the ESF days on which the

summed values are less than 80 ms−1, they are either the days with no vertical propagation

activity of gravity waves in the daytime or both the values of vertical propagation speeds

of gravity waves and peak vertical drift in the evening hours are smaller. Therefore, figure

4.9b brings in more contrast in the values of vertical propagation speeds between the

occurrence or no-occurrence of ESF in the post-sunset time. And the threshold value of

80 ms−1 in the vertical phase propagation of gravity waves in the daytime (10-16 LT)

still holds, which makes the vertical propagation speeds of gravity waves in the daytime

thermosphere, a potential parameter for the prediction of ESF.

4.5 Summary

In this chapter, the daytime thermospheric wave dynamics have been investigated in con-

nection with the occurrence and non-occurrence of the post-sunset plasma irregularities.

Variation in the strength of the equatorial electrojet and base height of the F-layer have

been found to be insufficient to comment on the day-to-day variation in ESF occurrence

in the post-sunset hours. Periods and the amplitudes of vertically propagating gravity

waves observed in the daytime do not show any different behavior on ESF days compared

to non-ESF days. In contrast, the vertical propagation speeds of gravity waves in the

daytime are found to be significantly larger on ESF days than those on non-ESF days.

The gravity wave time periods were found to be present throughout the day until the

time of ESF occurrence, thereby serving as possible seeds for the perturbation that lead

to the formation of plasma irregularities. The following conclusions can be made based

on this study: (a) 85% of the days with vertical propagation activity of gravity waves

during daytime (10-16 LT) were followed up with the presence of plasma irregularities

in the post-sunset time, irrespective of the height of F-region or the PRE values in the

post-sunset time. This indicates the presence of vertically propagating gravity waves in

the daytime is a necessary condition for ESF occurrence. (b) The magnitudes of vertical

propagation speeds of gravity waves in the daytime (10-16 LT) are higher on the days of

ESF occurrence compared to those with non-ESF days. (c) Whenever the vertical phase
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propagation speeds of gravity waves during 10-16 LT are greater than 80 ms−1, ESF

occurrence has been observed in the nights. Per this criterion, ESF occurrence can be

predicted as early as 16 LT. (d) The combined behavior of vertical propagation speeds of

gravity waves and peak vertical drift of F-region in the evening hours, indicates that ESF

has occurred even when the strength of PRE was weak but the daytime vertical phase

speeds of gravity waves were higher. ESF remained absent on most of the nights when

both of these parameters have smaller values. Thus, the results discussed in this chapter

further strengthen the proposition of the role of daytime thermospheric dynamics in the

day-to-day variability in the occurrence of nighttime plasma irregularities.





Chapter 5

Vertical propagation of gravity waves in

the daytime thermosphere

5.1 Background

A new approach of deriving information on gravity waves present in the daytime ther-

mosphere using digisonde measurement has been described in chapter 3. As digisonde

measurements are available on a continuous basis, this approach provides the unique op-

portunity to investigate the seasonal variations, if any, in the vertical propagation activity

of gravity waves in the daytime thermosphere. Background wind magnitudes and direc-

tions significantly affect the propagation characteristics of the gravity waves (discussed in

section 3.4.6). These thermospheric winds change with seasons. Also, Joule heating at

high-latitudes during geomagnetic storms due to enhanced auroral currents drives merid-

ional winds toward the equator. If these heating magnitudes are significant, they can alter

the prevailing wind pattern completely (depicted in figure 1.13). Therefore, on such occa-

sions, thermospheric neutral wave dynamics over low-latitudes is expected to get affected.

This chapter presents the variation in the vertical propagation characteristics of grav-

ity waves present in the daytime thermosphere over low-latitudes during geomagnetically

quiet and disturbed times.

97
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5.2 Introduction

The low-latitude thermosphere gets energy from different sources. Solar forcing in terms

of incoming radiation from the top changes the background conditions and composition

of the thermosphere and hence alters the dynamics of this region (e.g., Mayr et al., 1978;

Prölss , 1993; Hocke, 1996). During geomagnetic storms, intense Joule heating in the

upper atmosphere of auroral regions drives the equatorward meridional winds that carry

neutrals from high- to low-latitudes (e.g., Richmond and Matsushita, 1975; Mayr et al.,

1978; Richmond , 1978, 1979) and also sets up large scale TIDs and TADs, which can

reach up to equatorial regions and beyond (Hunsucker , 1982; Prolss , 1980). These mo-

tions redistribute the excess energy input in high-latitudes during geomagnetic storms to

low-latitudes (Hocke, 1996; Pallamraju et al., 2004b). Further, the electric field of low-

and equatorial-latitude regions get perturbed due to the effects of geomagnetic storms.

These perturbations can be both instantaneous and delayed in nature. The solar wind-

magnetosphere dynamo drives the instantaneous perturbation in the low-latitude electric

field, and in general, their lifetime is less than an hour (Kikuchi et al., 1996). The de-

layed effect is caused by ionospheric disturbance dynamo, which is driven by meridional

wind circulation due to Joule heating (Blanc and Richmond , 1980). The disturbance dy-

namo effects can take 1-28 h after the enhancement in current over high-latitudes during

storms to reach the equatorial-latitudes. These effects are communicated through the fast

traveling atmospheric disturbances and the changes in thermospheric circulation (e.g.,

Mazaudier and Venkateswaran, 1990; Fejer and Scherliess , 1997; Fuller-Rowell et al.,

2002; Fejer et al., 2017). Dominant effects of disturbance dynamo have been observed

during the recovery phases of geomagnetic storms (Yamazaki and Kosch, 2015). Kakad

et al. (2011) have shown the effects of disturbance dynamo at two times, one at about

0.5-4 h and the other at 16-23 h after the geomagnetic activity enhancement. Over Indian

longitudes, the strongest effects due to disturbance dynamo on the equatorial regions are

observed during equinoctial times (Pandey et al., 2018).

Information on the effects of geomagnetic storms on the scales of gravity waves

has been sparse. The zonal scale sizes of gravity waves in the daytime thermosphere

over low-latitudes derived from large field-of-view dayglow measurements are found to be
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distinctly different on geomagnetically disturbed days compared to quiet days. And the

effects of geomagnetic storms over the low-latitudes are shown to be season-dependent

(Karan and Pallamraju, 2018). Also, during geomagnetic storms, variation in the total

electron content over high-latitudes shows similarity with the equatorial ring current,

which indicates coupling between magnetosphere, thermosphere, and ionosphere (Yadav

and Pallamraju, 2015). These have motivated us to investigate the vertical propagation

characteristics of gravity waves in the daytime thermosphere over low-latitudes during

geomagnetic quiet and disturbed times.

5.3 Data sets used

Two years of data (July 2012-June 2014) obtained from the digisonde located at Ahmed-

abad, India, have been used for this work. The description of the working principle and

output parameters of digisonde are described in chapter 2 (section 2.3.1). We have used

the Dst index (section 2.3.5) to identify the geomagnetic storms during this time. Also,

the AE index (section 2.3.6) values have been used as a proxy of the energy deposition over

the high-latitude upper atmosphere during geomagnetic storms. In addition, the HWM14

model (Drob et al., 2015) derived thermospheric winds and the NRLMSISE model (Picone

et al., 2002) provided neutral temperatures for thermospheric altitudes over Ahmedabad

have been used in this work. The description of these dataset is given in the chapter 2

(section 2.3.7).

5.4 Analyses and Results

Vertical propagation speeds (cz) and vertical scale sizes (λz) of gravity waves in the thermo-

sphere during daytime have been derived using digisonde data. These have been derived

following the methodology discussed in chapter 3, by using the variations in the heights

of isoelectron density contours at five discrete transmission frequencies of 8, 9, 10, 11, and

12 MHz of digisonde. In this duration, 661 days of digisonde data have been analyzed.
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5.4.1 The occurrence of vertical propagation of gravity waves

In this duration vertical propagation of gravity waves has been observed only on 272 (41%)

days. This could be due to the effects of the varying nature of ambient wind structures

and various dissipation conditions (e.g., Vadas and Fritts , 2005; Pallamraju et al., 2016;

Mandal et al., 2019, 2020). We have quantified the vertical propagation activity of gravity
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Figure 5.1: (a) Occurrence percentage of vertical propagation of gravity waves in the

daytime thermosphere in different months during July 2012-June 2013. (b) The number

of days of data analyzed in each month for investigation of vertical propagation activity

of gravity waves for the duration July 2013-June 2014. (c) & (d) Same as shown in (a) &

(b) but for the duration of July 2013-June 2014. A clear seasonal behavior in both years

can be noted. Different colors represent different seasons of a year.
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waves as a percentage of the ratio of days with vertical propagation to the number of days

of data analyzed in a given month. In this way, the dissimilar number of days of data

in a given month will not bias the values and the results are expected to get normalized.

Figures 5.1a and 5.1c show bar plots depicting variations in the occurrence percentages

of vertical propagation of gravity waves in different months from July to June for 2012-

2013 and 2013-2014, respectively. The leftmost bar in each figure corresponds to the

month of July, and the rightmost bar is for the month of June. On average, the vertical

propagation activity of gravity waves in the daytime thermosphere is observed only 41%

of the times. Figure 5.1b and 5.1d represent the number of days of data analyzed in each

month for this duration. They clearly show that the data availability is consistent in

each month for the entire duration of two years. This confirms that the variation in the

vertical propagation activity of gravity waves in the daytime thermosphere is not biased

by the data availability. Here, different seasons have been represented in different colors.

One can readily notice from these figures that the gravity wave propagation in vertical
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Figure 5.2: (a) Seasonal variation in the occurrence percentages of vertical propagation

of gravity waves in the daytime thermosphere for the duration of July 2012-June 2014.

(b) The number of days of data analyzed for each month. It can be noted that data are

available for 79%-98% of the times.
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direction varies significantly with seasons. They are significantly less during the months of

May, June, and July in both the years with higher values in the year 2013-2014 compared

to 2012-2013. But the overall variation in vertical propagation activity of gravity waves in

these two years is very similar. Hence, data from the same month for the two years under

consideration are added to get a comprehensive picture and are shown in figure 5.2. For

the entire duration of data, ∼50% or more number of days in January, February, March,

October, November, and December show vertical propagation activity; and for April,

May, June, and July it is 30% or lower. Therefore, on average, the occurrence percentage

of vertical propagation activity of gravity waves shows a double-humped structure over

low-latitudes in a given year and can be seen in figure 5.2.

5.4.2 Vertical propagation characteristics of gravity waves during geo-

magnetically quiet days

The days when vertical propagation of gravity waves has been observed are categorized

into geomagnetically quiet and disturbed days based on the Dst index. Selection of geo-

magnetically quiet days are made in two ways, case-1: if the Dst index remains greater

than -10 nT (i.e., Dst > -10 nT) for the period 00-18 LT on a given day and the entire

previous day, and case-2: for Dst > -15 nT for the same duration as in case-1, then that

given day has been considered to be a geomagnetically quiet day in our analysis. This

eliminates any possibility of geomagnetic activity effects on the derived gravity wave char-

acteristics. Thereby ensuring that gravity wave characteristics present on a quiet day to

be purely due to ambient atmospheric variations. Per the criterion of case-1, 132 days, and

170 days as per the case-2 criterion, are found to be geomagnetically quiet days out of 272

days in which vertical propagation of gravity waves was observed. In figure 5.3a, the daily

average values of phase speeds, < cz >, (inverted triangles) and their monthly averaged

values, < cz monthly > (filled diamonds) during geomagnetic quiet days as per case-1 are

shown. Variation in < cz > shows two peaks during March-April and August-September.

As the focus of this study is on the investigation of the systematic nature of the gravity

wave characteristics on an annual time scale, we have considered the daily mean values

of vertical propagation characteristics. In figure 5.3b, daily averaged values of vertical

wavelengths < λz > (solid circles) and their monthly mean values, < λz monthly > (filled
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diamonds) for geomagnetic quiet times have been shown. Daily < λz > values also show

a double-humped pattern with peaks around equinoctial months similar to those seen in

daily < cz >. In figure 5.3c, the number of days of data available in each month for these
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Figure 5.3: Vertical propagation characteristics of gravity waves during the geomagnetic

quiet days as per case-1. (a) Daily vertical phase speeds (< cz >) of gravity waves are

shown as filled inverted triangles. Filled diamonds represent their monthly averaged values

(< cz monthly)> along with their standard deviations. The dashed curve represents the non-

linear fit (given by equation 5.1) representing the variations in their monthly averaged

values. (b) Same as in (a) but for < λz >. (c) Data availability for each month in these

two years is shown. On average, data are available for around 89% of the days. (d)

The Lomb-Scargle periodogram are shown for < cz > (blue color), & < λz > (black color).

Dashed lines represent 90% FAL.
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two years is shown. As data of a given month from the two years considered are overlaid,

the maximum number of days in a month is 62. It can be noted that data are available

for 79%-98% of the time in a given month in this entire duration. All these data have

been analyzed and on 41% of the days vertical propagation activity has been observed.

Hence, the variation in vertical propagation speeds and wavelengths of gravity waves for

geomagnetically quiet days (as presented in figures 5.3a and 5.3b), is clearly due to the

seasonal effects. The Lomb-Scargle periodogram analysis has been carried out for both

< cz >, and < λz >, and the results are depicted in the figure 5.3d. Periodicity of around

165 days is found to be significant both in < cz > and < λz >. Variation in the daily

< λz > values are similar to those of < cz >, because λz values are estimated from the cz

as described in chapter 3. This value of time period has been used to carry out a non-

linear fit to the monthly averaged values < cz monthly >, and < λz monthly > (shown as filled

diamonds in figures 5.3, to represent the geomagnetic quiet time variation as a function

of day of the year. Here, the non-linear fit has been carried out using sinusoidal functions

to characterize the oscillatory variation seen in the vertical phase speeds and wavelengths

of gravity waves. In order to achieve the best fit, we have used the Levenberg-Marquardt

technique, which gives the least-squares fit solution. Numerical relations of vertical prop-

agation parameters of gravity waves as a function of day of the year resulted from such

analysis is given below.

< cz >q= 37.86+6.78 sin[(
2π

152.12
)d +3.73] (5.1)

< λz >q= 253.82−54.37 sin[(
2π

156.03
)d +0.91] (5.2)

where < cz >q and < λz >q, respectively, represent the annual variations in the gravity

wave vertical phase speeds in units of ms−1 and vertical wavelengths in units of km, during

geomagnetic quiet days, and d represents the day of the year.

Figure 5.4 describes the same parameters as shown in figure 5.3 but for 170 days of

geomagnetically quiet conditions as per case-2. Variation in < cz > and < λz > shows

the presence of significant periods of ∼170 & 165 days, respectively, when subjected to

periodogram analyses (as shown in figure 5.4d). Similar to equations 5.1 and 5.2, seasonal

variability in the values of < cz > and < λz > for geomagnetically quiet days selected
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Figure 5.4: Same as shown in figures 5.3 but for geomagnetically quiet days as per the

criterion of case-2 (Dst > -15.0 nT).

based on the criterion for case-2 have been carried out using similar non-linear fit analysis

and are given by equations 5.3 and 5.4.

< cz >q= 37.65+7.05 sin[(
2π

150.55
)d +3.47] (5.3)

< λz >q= 269.11−67.32 sin[(
2π

148.93
)d +0.19] (5.4)

These numerical relations (equations 5.1 to 5.4) can give the average behavior of gravity

waves in the daytime thermosphere based on the day of year given as input for geomag-
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netic quiet times. It is well-known that winds play an important role in wave propagation

(Pallamraju et al., 2014, 2016; Mandal et al., 2019). If wind flows in opposite/same di-

rection as that of the wave propagation, then the horizontal wavelength of the waves

decreases/increases which is associated with an increase/decrease of the vertical wave-

length. In section 3.4.6, we have discussed these effects of background wind structures on

the scale sizes of gravity waves. In this work, variation in the HWM14 model (Drob et al.,

2015) derived winds have been investigated to understand the seasonal behavior observed

in < cz >, and < λz > for geomagnetic quiet times. We have taken geomagnetic quiet

time zonal (Ux), meridional (Uy), and the resultant horizontal (UH), wind values for ther-

mospheric altitudes over Ahmedabad for noon-time. As the gravity waves derived in the

daytime thermosphere from the digisonde of Ahmedabad correspond to the altitude re-
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Figure 5.5: (a) The HWM14 model derived local noon-time zonal (Ux; dotted curve; pos-

itive eastward), meridional (Uy; dash-dotted curve; positive poleward), and the resultant

horizontal winds (UH ; solid curve) over Ahmedabad at an altitude of 270 km. (b) The

Lomb-Scargle periodogram analyses of Ux, Uy, and UH . The dashed lines represent the

90% FAL.
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gion of ∼270 km (described in chapter 3), we have averaged the wind values of an altitude

of 270 km during 11-14 LT. Figure 5.5a shows variations of the HWM14 model derived

noon-time zonal wind (Ux; dotted curve), meridional wind (Uy; dash-dotted curve), and

horizontal wind (UH ; solid curve) over Ahmedabad. In this duration, the zonal winds are

westwards and vary between -53 to -65 ms−1. Poleward/equatorward meridional winds

are positive/negative, and their values are in the range of -25 to 55 ms−1. Distribu-

tion of noon-time zonal wind shows two minima around the day of the year (doy) 111 and

255. Over Ahmedabad, noon-time meridional winds are equatorward during doy: 104-240

(around summer time), and are poleward for the rest of the year, as expected. Therefore,

the daytime resultant horizontal winds over Ahmedabad flow either in the south-west

direction (when meridional winds are equatorward), or in the north-west direction (when

the winds are poleward) (depicted in figure 5.7c). The Lomb-Scargle periodogram anal-

yses have been carried out on zonal, meridional, and total winds. Figure 5.5b shows the

result of time series analysis of zonal (dotted curve), meridional (dash-dotted curve), and

resultant horizontal winds (solid curve). Zonal winds show time periods (τUx) of around

108 and 174 days. Time period (τUy) of around 148 days is significant in the variation

of meridional winds, and time periods (τUH ) of around 168 and 103 days are found in

the resultant horizontal winds. Therefore, the time periods of around 165 days for case-1

and around 170 & 165 days for case-2 found in the variations of quiet time < cz > and

< λz >, clearly seem to be an influence of τUH of around 168 days. Variation in UH shows

two minima around the months of March-April (53 ms−1) and August-September (58

ms−1). Around the same time, we have also observed maxima in the values of vertical

propagation characteristics of gravity waves. To facilitate an easy comparison, in figures

5.6a and 5.6b, we have shown the same information as in figures 5.3a and 5.3b in addition

to the thermospheric resultant horizontal winds. The correlation coefficients between the

monthly averaged values of winds with those of phase speeds and vertical wavelength are

-0.80 and -0.85, respectively. Therefore, such striking similarity in the time periods and

anti-correlated behavior between these two gravity wave propagation parameters and UH ,

suggest a strong influence of horizontal winds on the vertical propagation of gravity waves

in the daytime thermosphere over low-latitudes. When the geomagnetic quiet days are

chosen as per the criterion of case-2 (section 5.4.2), variations in < cz > and < λz > for 170

quiet days are shown in figure 5.7 along with the values of noon-time resultant horizontal
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Figure 5.6: (a) < cz > for geomagnetic quiet days as considered per the criterion of case-1

are shown as filled inverted triangle. Filled diamonds represent monthly averaged values

(< cz monthly >) along with their standard deviations. The dashed curve is the non-linear

fit (equation 5.1). The solid curve represents noon-time resultant horizontal wind over

Ahmedabad. (b) Same as in (a) but for the < λz >. (c) Propagation directions of noon-time

thermospheric horizontal winds (UH) over Ahmedabad are shown as a dash-dotted curve.

Horizontal dashed lines are drawn for angles of 90◦ and 180◦. Winds are either north-

westward or south-westward, depending on the direction of meridional winds. The blue-

colored cross represents the earlier reported (Pallamraju et al., 2016) propagation direction

of gravity waves in the daytime as obtained from large field-of-view optical measurements.

winds (UH). Here, the values of cz and λz as shown in figures 5.4a and 5.4b are shown

again for easier comparison. For geomagnetically quiet days as per case-2, the correlation

coefficients between the monthly averaged values of cz and UH is -0.85, and that for λz

and UH is -0.84. Hence, we see that the correlation coefficient between the vertical phase
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Figure 5.7: Same as shown in figures 5.6 but for 170 days of geomagnetically quiet condi-

tion based on the criterion mentioned in case-2.

speeds and resultant wind values in case-2 (170 days) shows a slight increase compared to

case-1 (132 days). Figure 5.7c depicts the direction of wind propagation as derived from

the HWM14 model. It can be seen that the daytime thermospheric horizontal winds over

Ahmedabad flow in either north-west or south-west directions. The two maxima in the

magnitudes of vertical propagation parameters of gravity waves nearly coinciding with the

two minima in the horizontal winds, gives clues to the propagation direction of gravity

waves. The increase in vertical phase speeds and scale sizes of gravity waves nearly con-

comitant with the weakening of westward horizontal winds suggests that in the daytime,

gravity waves are propagating in the westward direction. Therefore, as the wind magni-

tudes in the north-west or south-west directions increase, the horizontal scale sizes of the

gravity waves increase, and consequently, the vertical scale sizes of gravity waves decrease.

Information on the propagation direction of gravity waves in the horizontal plane can be
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obtained by carrying out dayglow emission measurements from over a large field-of-view.

Using such measurements in zonal and meridional directions, in earlier work Pallamraju

et al. (2016) have shown that gravity waves propagate in the south-west direction during

the month of May (doy 139), with an angle of around 225◦ (shown as the blue-colored

cross in figure 5.7c). It is reassuring to note that the sense of gravity wave propagation

direction in the horizontal plane arrived at in the current work matches closely with that

obtained from the independent optical measurements. To the best of our knowledge, this

is a very new kind of information in the case of thermospheric gravity waves in the day-

time over low-latitudes. It is striking that the results of the detailed analysis of digisonde

data to obtain vertical propagation speeds and scale sizes of gravity waves and global

scale empirical model winds over Ahmedabad, together yield a very clear synoptic picture

of the possible direction of propagation of gravity waves in the daytime in the horizon-

tal plane. Also, such information matches with the direction of propagation of gravity

waves obtained by independent optical measurements. We have summarized the details

of case-1 and case-2 of selecting geomagnetic quiet days in table 5.1, wherein correlation

coefficients (R) between gravity wave propagation parameters and thermospheric horizon-

tal wind have been listed. Correlation between the gravity wave propagation parameters

and thermospheric winds is better when more quiet days are considered as per case-2 (170

days) compared to case-1 (132 days). Therefore, for further analysis, we have considered

the non-linear fit for variation in vertical propagation characteristics of gravity waves for

the case-2 as representative of their behavior during geomagnetic quiet times (equations

5.3 and 5.4).

Type Criterion Number of days R(cz , UH) R(λz , UH)

Case-1 Dst > -10 nT 132 -0.80 -0.85

Case-2 Dst > -15 nT 170 -0.85 -0.84

Table 5.1: Summary of analysis of thermospheric gravity wave characteristics for geomag-

netic quiet days selected as per the criteria case-1 and case-2
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5.4.3 Vertical propagation characteristics of gravity waves during geo-

magnetically disturbed days

So far in section 5.4.2, we have seen that in the daytime thermosphere the vertical propa-

gation speeds and wavelengths of gravity waves during geomagnetically quiet times show

two peaks annually and they are strongly influenced by the thermospheric winds. During

the events of geomagnetic storms, the thermospheric background wind pattern changes

significantly as a result of equatorward meridional circulation due to heating at high-

latitude (section 1.3.5 of chapter 1). To investigate the effects of these modified wind

patterns, we have investigated the variation in the propagation characteristics of gravity

waves during geomagnetically disturbed times. In this duration of two years of data, we

have found 40 days of geomagnetically disturbed conditions (Dst < - 25 nT), wherein

vertical propagation characteristics of gravity waves exist. It is interesting to note that

all these 40 days are in the recovery phases of geomagnetic storms of varying strengths.

Following the methodology described in chapter 3, vertical phase speeds and vertical

wavelengths of gravity waves for all these 40 days have been calculated. Figure 5.8a

shows vertical phase speeds (< cz>; filled inverted triangles) derived on these days and

a dashed curve representing the quiet time values (< cz > q; as given in equation 5.3).

The changes in the vertical phase speeds of gravity waves (< cz >d=< cz > − < cz >q)

during geomagnetically disturbed times with respect to quiet time values (< cz > q) are

shown in figure 5.8b (dotted curve with filled inverted triangles). In this figure, pos-

itive/negative values indicate an increase/decrease in < cz > during disturbed days as

compared to geomagnetic quiet days. Figure 5.8c shows the vertical scale sizes (< λz >;

filled circles) of gravity waves derived for all 40 days of geomagnetic disturbed conditions

and the dashed curve represents their quiet time behavior (< λz >q; represented by equa-

tion 5.4). Changes in vertical wavelengths (< λz >d=< λz >−< λz >q) on disturbed days

as compared to < λz >q (equation 5.4) are shown in figure 5.8d (dotted curve with filled

circles). The signs of < cz >d, and < λz >d are similar, but their variation and magnitudes

are different. However, the changes in the < cz > and < λz > values during geomagnet-

ically disturbed times with respect to geomagnetic quiet times indicate response to the

additional energy that becomes available to the ionosphere-thermosphere system during
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Figure 5.8: (a) Vertical phase speeds (< cz >) for geomagnetically disturbed days are

shown as filled inverted triangles. And the dashed curve represents the averaged quiet

time behavior of < cz >q. (b) Changes in cz values (< cz >d) during geomagnetic storms

as compared to their quiet time values are shown. (c) Same as in (a) but for vertical

wavelengths (λz) of gravity waves during geomagnetically disturbed times, and (d) same

as in (b) but for < λz >d.

geomagnetic storms. During these times, disturbances in the ionosphere-thermosphere

system are created due to altered wind patterns in response to the differential heating in

the thermosphere (e.g., Richmond and Matsushita, 1975; Mayr et al., 1978; Prölss , 1993).

In section 5.4.2, we have seen that thermospheric wind structures govern the magnitudes

of the vertical propagation characteristics of gravity waves. Therefore, one can expect

that during geomagnetic storms, the additional energy inputs will result in altering the

gravity wave propagation characteristics over low-latitudes, as the wind magnitudes and

directions get modified. Here, we have made an attempt to quantify these changes in

vertical propagation characteristics of gravity waves in terms of energy inputs at high-

latitudes. During geomagnetically disturbed days, high energy particles precipitate in

the upper atmosphere of high-latitudes, which increase the magnitudes of the ionospheric

currents as characterized in the auroral electrojet (AE) values. An increase in currents

causes intense Joule heating in the high-latitude regions during geomagnetic disturbed

conditions. It has been shown that the values of the AE index are proportional to the
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Joule heating that takes place in the high-latitudes (Akasofu, 1981). This Joule heating

drives meridional circulation towards the equator, and their effects take time to reach the

low- and equatorial-latitudes. We have taken 14 LT to be the representative time for daily

values of < cz >, and < λz >, as it is the mean of our observation duration. Therefore,

we have considered the AE index values of the different time windows (6, 12, 18, 24, 28,

30, 36, 42, and 48 h) prior to 14 LT of a given day. High-latitude heating is considered

to be significant during geomagnetic disturbed times when the AE index is greater than

300 nT (Navarro et al., 2019). Further, it is also known that the cumulative effect of

this sustained heat energy received at high-latitudes has a role to play in bringing about

redistribution in energies until low-latitudes. Therefore, we have integrated the values of

the AE index for 4 h around the time of its peak value greater than 300 nT. In this way, it

is expected that the integrated values of the AE index will fairly represent the magnitudes

of Joule heating that took place in the high-latitudes for a given event of geomagnetic

storms. The similarities between the integrated AE index values and changes in vertical

propagation characteristics of gravity waves compared to their quiet time values are found

to be significantly higher when the AE indices are chosen of 28 h and more (30, 36, 42, and

48 h) prior to 14 LT as seen in figure 5.10. As the geomagnetic storm events under con-

sideration in this work are all in the recovery phases, it is required to limit to an optimum

time delay while considering AE indices for the effects of geomagnetic storms are seen on

the wave dynamics over the low-latitudes. Thus, we have used the shortest time lag of

28 h, which agrees with earlier findings reported in the literature (Navarro et al., 2019)

for geomagnetic disturbed time effects to reach low-latitude regions, in order to restrict

to the effects of the latest storm. In figure 5.9a, < cz >d i.e., changes in vertical phase

speeds on geomagnetically disturbed days are shown (filled inverted triangles) along with

the integrated values of the AE index (dashed line with asterisks). The same variation

in < λz >d along with the integrated values of AE index are shown in figure 5.9b. A con-

siderable similarity is seen between these two gravity wave parameters derived from our

measurements and the integrated values of the AE index. Joule heating at high-latitudes

generates pressure gradient forces that drive the meridional circulation, which contributes

to redistribution in the energy from high- to low-latitudes during geomagnetic disturbed

times. Therefore, the similarities observed between the variations in the integrated values

of AE index with < cz >d and < λz >d is due to resultant disturbed time winds in the
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Figure 5.9: (a) Changes in vertical propagation speeds (< cz >d) on disturbed days as

compared to quiet times are shown as inverted filled triangles. Values of the AE index

integrated over 4 h around the peak value of the AE index of the past 28h with respect to

14 LT on a given day are shown as asterisks. (b) Same as in (a) but for changes in the

values of vertical wavelengths (λz >d) during geomagnetic disturbed times.

low-latitudes caused by the modifications brought in during geomagnetic storms. Table

5.2 lists the integrated AE values and observed < cz > d and < λz >d values on these

geomagnetically disturbed days. In this table, data in bold represent the values on 9

days on which similarities in the behavior of these two parameters with the integrated AE

indices have not been seen. It can be noted that these days, when the integrated values

of AE index and changes in gravity wave parameters are not similar, happen to be mostly

either with relatively lower values of integrated AE index or in equinoctial months. If

the Joule heating magnitudes (which are characterized by integrated AE values in this

work) are less, then their effects may not reach the low- and equatorial-latitudes or can

get filtered out by different other thermospheric background conditions that affect the

wave dynamics. During equinoxes both the hemispheres are expected to be heated up to

nearly similar magnitudes, which, combined with the seasonal poleward directed winds

in both the hemispheres from the equator, would weaken the meridional transport from
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high- to low-latitudes. Thereby, the coupling between high-to-low latitudes via meridional

winds may get weakened during these times. This is likely the cause that we do not see

Date DOY Integrated AE (nT-h) < cz >d (ms−1) < λz >d (km)

18.01.2013 18 1597.50 -16.32 -92.18

27.01.2013 27 1513.50 -1.25 -34.37

19.02.2014 50 4044.50 33.48 193.08

20.02.2014 51 3452.00 13.04 52.85

21.02.2014 52 3452.00 22.18 77.51

22.02.2014 53 1918.00 -15.13 -113.32

23.02.2014 54 990.50 1.13 -5.98

24.02.2014 55 2724.50 6.78 153.28

02.03.2014 61 753.00 26.94 132.01

04.03.2013 63 913.50 -20.71 -135.41

18.03.2013 77 3799.00 -22.35 -152.19

21.03.2013 80 1799.00 -17.31 -86.88

28.03.2013 87 1580.50 11.00 52.19

30.03.2013 89 2646.50 -6.38 -95.71

25.04.2013 115 1916.00 -15.52 -118.01

02.05.2013 122 3316.00 12.80 41.08

05.05.2013 125 1484.00 1.64 56.19

09.05.2014 129 2122.50 4.17 145.69

11.05.2014 131 1805.50 20.74 171.45

24.05.2014 144 2776.50 23.83 140.39

28.05.2013 148 2088.50 3.54 99.95

04.06.2013 155 1467.50 10.71 78.07

08.06.2013 159 3030.50 15.37 253.21

09.07.2012 191 2081.50 -3.11 17.72

12.07.2013 193 3298.50 8.81 178.10

06.08.2013 218 1748.00 20.31 157.85

07.09.2012 251 787.00 -1.28 105.66

08.09.2012 252 1403.50 -3.52 -35.25

03.10.2013 276 3847.50 -18.69 -140.34

09.10.2012 283 2438.00 -1.10 -27.15

10.10.2012 284 2603.00 -3.08 2.33

12.10.2012 286 1048.50 -12.07 -71.11

15.10.2013 288 2904.50 3.54 31.52

14.10.2012 288 2367.00 -11.15 -77.54

15.10.2012 289 1500.00 12.41 29.21

10.11.2013 314 2566.50 16.95 43.17

12.11.2013 316 1707.50 1.34 -24.71

14.11.2012 319 3604.50 10.28 122.87

15.11.2012 320 2430.50 6.82 81.35

09.12.2013 343 1126.00 -5.00 -53.49

Table 5.2: Values of < cz >d, < λz >d over Ahmedabad and the integrated AE index during

geomagnetic disturbed days. The days when < cz >d and the integrated AE index value do

not show any similarity are shown in bold.
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similarities between the integrated values of the AE index and changes in the gravity wave

parameters for a few of the cases. This is also consistent with an earlier finding of Karan

and Pallamraju (2018), wherein, using thermospheric dayglow measurements at multiple

wavelengths, it was shown that during equinoctial months thermospheric dynamics over

low-latitudes is majorly influenced by the equatorial electrodynamics rather than the ge-

omagnetic disturbances (in terms of [ O
N2
] variation) from high-latitudes. For geomagnetic

storms in other seasons energy inputs from high-latitudes are brought in through winds

showed greater influences on the low-latitude thermospheric dynamics than the equatorial

electrodynamics. Now, in order to quantify the similarities observed between < cz >d and

integrated AE index values on the other 31 days, we have performed correlation analysis.

Figure 5.10 depicts the variation in the correlation coefficient between < cz >d and the

integrated AE values for different time lags prior to 14 LT of all these days (excluding

the days shown in bold in table 5.2. It can be immediately noticed from this figure that

 

(h) 

Figure 5.10: Correlation coefficients between changes in cz values with the integrated AE

index considered for different lags during geomagnetically disturbed conditions.

correlation coefficients are significantly higher when AE indices are considered with time

lags of 28 h and beyond. Figure 5.11a shows < cz >d (inverted triangles) during disturbed

times excluding the days shown in bold in table 5.2 along with the integrated values of

AE index for these days (shown as asterisks). It is striking to note that the correlation

coefficient is 0.64 between such clearly independent parameters. Vertical propagation

speeds of gravity waves depend on various factors, such as prevailing wind magnitudes

and their directions, background dissipation conditions, thermospheric temperatures, etc.

Also, the thermosphere being a lethargic medium, takes time to respond to changes in
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Figure 5.11: (a) < cz >d values of 31 days out of 40 days of geomagnetic disturbed condi-

tions are shown (red-colored inverted triangles). Values of the AE index integrated over 4h

around the peak value of the AE index of the past 28 hrs with respect to 14 LT on the day

of observation for those days are shown (blue colored asterisks). (b) Scatter plot between

< cz >d and integrated AE index values showing a linear relationship (dash-dotted line).

the system, and in the low-latitudes the thermosphere also gets influenced by equatorial

electrodynamics. Considering all these factors, this correlation coefficient of 0.64 between

the AE index and < cz >d is good. The apparently negative values of < cz >d can be

understood to be a result of reversal in horizontal wind directions during geomagnetic

storms. It can be seen from figure 5.11b that < cz >d linearly increases with increasing

values of the integrated AE index. Linear relation (dash-dotted line) has been obtained

between these two and given by equation 5.5. Using this relation with the knowledge of

the AE index, disturbed time changes in vertical phase speeds of gravity waves can be

estimated.

< cz >d = 0.01 A−19.16 (5.5)
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where, < cz >d represents changes in vertical phase speeds of gravity waves during geo-

magnetic disturbed times in the units of ms−1; A represents the integrated values of AE

index.

As mentioned above, there are factors that filter out the responses of wave propagation

effects from high- to low-latitudes, this relation gives estimates of the effect of geomag-

netic storms on the low-latitude wave characteristic. This relation can also be used for

equinoctial times but with caution. Equation 5.5, in addition to equation 5.3, can give

information on the vertical phase speeds of gravity waves during geomagnetic disturbed

times (equation 5.7).

< cz >=< cz >q +< cz >d (5.6)

< cz >= 37.65+7.05 sin[(
2π

150.55
)d +3.47]+0.01 A−19.16 (5.7)

5.5 Summary

In this chapter, two years of digisonde data have been used innovatively to investigate

the seasonal variability of the daytime thermospheric gravity wave dynamics over a low-

latitude location, Ahmedabad, India. The vertical propagation of gravity waves is not

seen every day (only on 41% of days), possibly due to the effect of dissipation conditions

and winds. The phase speeds and wavelengths of gravity waves in the vertical direction on

quiet days show semi-annual variations with two maxima during March-April and August-

September. Daytime vertical propagation parameters of gravity waves over low-latitudes

show anti-correlation with westward thermospheric horizontal winds, which suggests that

gravity waves are propagating mostly in the westward direction over Ahmedabad. Equa-

tions 5.3 and 5.3 are represent seasonal variation in vertical propagation characteristics

of gravity waves, which gives a synoptic picture of the daytime thermospheric wave dy-

namics during geomagnetic quiet times. Changes in gravity wave propagation parameters

during geomagnetically disturbed times compared to quiet times show similar behavior

with the variations in the integrated values of the AE index. The linear relation between

the changes in vertical phase speeds of gravity waves and the integrated AE index values,
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in combination with the non-linear empirical relationship, arrived at for geomagnetically

quiet times, can be used to obtain a first-order estimate of gravity wave propagation

speeds and their scale sizes in the vertical direction as a function of the day of the year.

Such new information on the daytime propagation characteristics of gravity waves over

low-latitudes can form definitive inputs to the modeling and simulation studies to under-

stand the gravity wave dynamics in the daytime. This work provides strong and direct

evidence of high- to low-latitude coupling in the times of geomagnetic storms.





Chapter 6

Effect of solar flux variation on the ther-

mospheric gravity waves

6.1 Background

The prevailing background atmospheric conditions significantly influence the propagation

activity of gravity waves. Effects of background wind structures on the propagation char-

acteristics of the gravity waves have been discussed in detail in chapter 5. Other than the

winds, variations in atmospheric density, and temperatures can modify the wave dissipa-

tion conditions. Changes in the solar flux directly or indirectly alter these parameters,

thereby affecting the propagation of gravity waves. In this chapter, we discuss the influ-

ence of solar flux variation on the vertical propagation characteristics of gravity waves in

the daytime thermosphere.

6.2 Introduction

Lower atmospheric waves in favorable background conditions, can propagate high up into

the atmosphere and influence the energetics of those regions (e.g., Fritts and Alexander ,

2003; Laskar et al., 2013, 2014). The amplitude of these waves increases as they prop-

agate higher in the atmosphere of decreasing neutral density, which leads to non-linear

121
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wave-wave interactions. Non-linear interactions maximize at the MLT region and cause

most of these waves to break. This breaking of waves in the MLT region accelerates the

mean flow, which again generates secondary waves (Medvedev and Klaassen, 2000; Vadas

et al., 2003; Yigit et al., 2008). Numerous theoretical simulations and modeling studies

have been carried out to understand the effects of lower atmospheric gravity waves on

the dynamics of the thermosphere (e.g., Vadas , 2007; Vadas and Liu, 2009; Yiğit and

Medvedev , 2009). Gravity waves have been shown to contribute to the heating or cooling

of the thermosphere till peak F-layer altitude by up to 170 K-day−1 and these effects

are found to be comparable to that of ion-drag (e.g., Yiğit and Medvedev , 2009; Miyoshi

et al., 2014). The kinematic viscosity and molecular diffusion are shown to be the signif-

icant wave dissipation factors in the lower thermosphere region (Vadas and Fritts , 2005;

Yiğit et al., 2008). These dissipation parameters are dependent on the neutral density

and temperatures of the thermosphere, which are altered by the variation in the incoming

solar radiation in EUV and X-ray wavelengths. Therefore, the gravity wave propagation

activity gets significantly affected by the changes in solar flux (Vadas and Fritts , 2005;

Gavrilov et al., 2018). Gravity wave activity in thermospheric altitudes derived using

mass density measurements onboard CHAMP satellite has been shown to decrease with

an increase in solar activity (Park et al., 2014). Whereas, using thermospheric dayglow

measurements at different altitudes and EEJ measurements, Laskar et al. (2015) have

shown that the gravity wave activity increases with an increase in solar activity.

In this chapter, the systematic variation in the vertical propagation occurrence and

the propagation characteristics of gravity waves in the daytime thermosphere are discussed

in relation to changes in the solar flux.

6.3 Data sets used

Manually scaled ionograms obtained from digisonde of Ahmedabad, India for two years

(August 2012-June 2014) have been used in this study. Variation in other ionospheric

parameters, such as the peak F2-layer electron densities (NmF2), the peak height of iono-

sphere (hmF2), and the integrated electron content (IEC) has also been investigated to
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understand the ionospheric behavior. Solar F10.7cm flux values for this duration have been

used as a measure of solar flux variability. A detailed description of solar F10.7cm flux data

is given in chapter 2 (section 2.3.4).

6.4 Data analysis and results

We have used the methodology described in chapter 3 to obtain the information on gravity

waves. Height variations of the constant electron density values corresponding to fixed

transmission frequencies of 8, 9, 10, 11, and 12 MHz of digisonde have been used for

such analysis. Information on the phase offset has been utilized to derive vertical phase

speeds and vertical wavelengths of gravity waves. Wave periods are obtained from spectral

analyses of fluctuations in heights of isoelectron density contours.

6.4.1 Ionospheric variations

In this duration, variations in some of the standard ionospheric parameters, NmF2, hmF2,

and IEC have been investigated. We have carried out spectral analyses of these ionospheric

parameters to understand their dependencies with regard to different drivers. Variation

in daily values of NmF2 in the daytime (8-18 LT) for this entire duration is considered

(shown in figure 6.1a). Here, on a few occasions, small gaps in the data exist. Therefore,

spectral analysis has been carried out using the Lomb-Scargle technique (Scargle, 1982),

which is suitable for periodogram analysis of unevenly spaced data, as described in chapter

2 (section 2.4.2). Periods of around 132.72±0.41, 180.71±0.51, and 290.89±24.62 days

are found to be significant (greater than 90% FAL) in NmF2, as depicted in figure 6.1b.

Variations in hmF2 corresponding to the daily maximum values of NmF2 are shown in

figure 6.1c. The Lomb-Scargle periodogram shows the presence of periods of around

190.97±1.51 and 317.80±5.10 days (figure 6.1d). Daily maximum of IEC as provided by

digisonde (Huang and Reinisch, 2001) and their spectral analyses are shown in figures

6.1e and 6.1f, wherein periods of around 133.05±0.40, 181.11±0.89, and 299.71±11.0

days are found to be significant. To understand the variations observed in the ionospheric

parameters, we have investigated the variation in the solar EUV radiation, as it directly
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Figure 6.1: Variations in different ionospheric parameters from August 2012-June 2014

over Ahmedabad. (a) Variation in daily NmF2, and (b) The Lomb-Scargle periodogram

analyses of NmF2, which show dominant periods of 132.72±0.41, 180.71±0.51, and

290.89±24.62 days. The dotted line is the 90% significance level. (c) & (d) Same as in (a

& b) but hmF2. Periodicities of 190.97±1.51, 317.80±5.10 days are significant. (e) & (f)

Same as in (a & b) but for IEC. Periods of 133.05±0.40, 181.11±0.89, 299.71±11.0 days

are present in IEC. (g) & (h) Same as in (a & b) but for < F10.7cm >P. This parameter

shows the significant periods of 27.18±0.07 and 309.36±2.79 days.

affects the ionospheric densities. It had been shown that the linear combination of the

daily values and 81-day running averaged values of F10.7cm flux (< F10.7cm >P), is a better

proxy than F10.7cm flux values for solar cycle variation of EUV ionizing radiation (Richards

et al., 1994). Also, using long-term ISR and ionosonde observations over Millstone Hill

Observatory, Lei et al. (2005) have shown that daily noon-time NmF2 values increase

linearly with an increase in < F10.7cm >P index instead of daily F10.7cm flux values (as
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depicted in figures 6.2a and 6.2a). Therefore, to understand the variation in ionospheric

parameters, we have considered < F10.7cm >P values. They are given by equation 6.1.

< F10.7cm >P =
1
2
(F10.7cm+< F10.7cm >81days) (6.1)

where, F10.7cm represents the daily values of solar F10.7cm flux, and < F10.7cm >81days is

81-day running averaged values of solar F10.7cm flux centered around the given day. Time

periods of 27.18±0.07, and 309.36±2.79 days (figure 6.1h) are found to be significant in

the < F10.7cm >81days variation (shown in figure 6.1g). The F2 layer electron density is

directly related to the atomic/molecular ratio present in the thermosphere. Summer to

winter hemisphere winds during solstices cause semi-annual variation in thermospheric

compositions due to the upwelling in the summer hemisphere and a corresponding down-

welling in the winter hemisphere. This semi-annual variation in compositions explains the

strong oscillation of 180.71±0.51 days observed in NmF2 (Rishbeth et al., 2000b). Also,

using spectral analyses of GPS derived T EC measurements over a low-latitude location in

India, Chakrabarty et al. (2012) have shown that the semi-annual oscillations present in the

T EC do not have their counterpart in solar EUV flux variation. Therefore, semi-annual

(a) (b)

Figure 6.2: (a) The responses of the noontime NmF2 to daily F10.7cm index; the observed

data include ISR (points) and ionosonde (plus signs) measurements from Millstone Hill

observatory. The solid line is the results of a 2nd-degree polynomial fitting for both type

data, and r represents the correlation coefficient. (b) Same as in (a), but for the responses

of observed NmF2 to < F10.7cm >P index, and the solid line is the results of a linear fitting.

[After Lei et al. (2005)]
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oscillations seen in a similar parameter, IEC (figures 6.1e and 6.1f), are due to composi-

tional changes caused by large scale thermospheric dynamics. The semi-annual variation

seen in hmF2 has been attributed to the energy input from the lower atmosphere due to

semi-annually varying waves and tides (Rishbeth et al., 2000a). Nevertheless, the variation

in the solar flux changes the thermospheric neutral temperature, which has direct control

over hmF2. This results in a strong periodicity of 317.80±5.10 days observed in hmF2

variations, which is around 309.36±2.79 days present in the variation in < F10.7cm >P.

The periods of 290.89±24.62 days found in NmF2 and 299.71±11.0 days in IEC are not as

strong as those in the hmF2. This is possibly because, the amount of ionization present at

a given location over low-latitudes, not only depends on the production due to incoming

solar radiation but also on the transport due to highly active equatorial electrodynamics.

This is more so in the present case as the current location, Ahmedabad, is generally under

the northern crest region of the equatorial ionization anomaly, whose strengths show daily,

seasonal, and solar flux variations (e.g., Raghavarao et al., 1988b; Sastri , 1990).

6.4.2 Influence of solar flux variation on the vertical propagation char-

acteristics of gravity waves

As discussed in chapter 3, temporal variations of hmF2 and IEC do not provide unam-

biguous information on neutral gravity wave activity and their propagation characteristics.

Because they are affected by other parameters, such as electric fields, winds, and tem-

perature, which vary with seasons, as noted in figures 6.1a-f with a strong semi-annual

component. Therefore, in order to obtain information on the thermospheric neutral grav-

ity wave dynamics, a different approach, as described in chapter 3, has been adopted.

Whenever these height variations show phase offsets and the presence of a common time

period(s) (τ), vertical phase propagation speeds (cz) and vertical scale sizes (λz) of grav-

ity waves have been calculated. Since our aim is to understand the systematic behavior

of thermospheric wave dynamics with regard to the maximum effect that exists in the

thermosphere due to different drivers that might be influencing them, we have considered

the daily maximum values of λz (λz max). These values, along with their uncertainties, are

shown in figure 6.3a. The gaps correspond to days with no vertical propagation activity

of gravity waves. Also, there are a few occasions when data are not available. In this
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Figure 6.3: (a) Distribution of daily λz max along with their uncertainties. (b) The Lomb-

Scargle periodogram analysis of λz max showing periodicity of 314.76±7.28 days to be sig-

nificant. (c) & (d) same as in (a & b) but for daily cz max. Periodicity of 303.56±9.42

days is significant in the variations of cz max. (e) & (f) Same as in (a & b) but for daily

values τmax. It may be noted that there are no significant periods present. (g) & (h)

Same as in (a & b) but for Solar F10.7cm flux. Periodogram analysis shows the presence

of significant periods of 27.25±0.02, 57.75±0.15, 95.94±0.69, and 300.08±7.96 days.

duration, we have found gravity wave propagation activity on 270 days out of 637 days

(∼41%). On the days when vertical propagation is not seen, it is possible that they could

be propagating in the horizontal direction as a wave-like activity, which will manifest as

in-phase variations in the height variations of different isoelectron density contours. As

can be seen in figure 6.3a, variation in daily maximum values of λz shows an oscillatory

pattern. Spectral analysis using the Lomb-Scargle technique has been carried out, wherein

the periodicity of 314.76±7.28 days is found to be significant (figure 6.3b). As the vertical



128 Chapter 6. Effect of solar flux variation on the thermospheric gravity waves

scale sizes (λz) depend on the vertical phase speeds and time periods of gravity waves, the

variation in these parameters are also considered for detailed analyses. The distribution

of the daily maximum of cz (cz max) is shown in figure 6.3c. Similar to the distribution of

λz max, this also shows an oscillatory pattern, and spectral analysis shows the presence of a

significant period of 303.56±9.42 days (figure 6.3d), whereas, the distribution in the daily

maximum values of time periods (τmax), does not show any such significant period(s) (as

can be seen in figures 6.3e and 6.3f). Since we are discussing the wave dynamics of the

daytime thermosphere, which gets energy directly from the solar radiation, these prop-

agation characteristics of gravity waves are compared with the variation in solar flux.

We know that thermospheric background conditions, which affect the wave activity, vary

significantly with changes in the thermospheric neutral temperature. Therefore, we have

investigated the variation in solar F10.7cm flux, which is known to represent the overall

variation in the solar radiation, whereas, < F10.7cm >P shown in figure 6.2g represents

the variation in the solar EUV radiation. Solar F10.7cm flux values for this entire dura-

tion are shown along with the spectral analyses in figures 6.3g and 6.3h. Periodicities of

27.25±0.02, 57.75±0.15, 95.94±0.69, 300.08±7.96 days are found to be significant. To

confirm that the period of around 300 days observed in the variation in solar F10.7cm is

not an artifact of the duration of data used in this study, we have carried out a spectral

analysis of solar F10.7cm data for 2007-2017 (depicted in figure 6.4). The result of such

analysis shows a periodicity of 297.14±4.85 days to be significant, which suggests that

this ∼300 days periodicity present in our duration of study is indeed of solar origin. The

striking similarity in the periods of λz (314.76±7.28 days), cz (303.56±9.42 days), and

solar F10.7cm flux (300.08±7.96 days) indicate that the solar flux variation has a direct

and significant effect on the daytime neutral wave dynamics in the thermosphere. It is

striking to note that the time period of these gravity waves (figure 6.3c) do not show any

such similarities with solar flux variation. This suggests that only the dynamical com-

ponent of gravity waves i.e., their propagation speeds and scale sizes get affected by the

changes in the thermospheric background conditions that result from solar flux variations.

Therefore, measurements of wave periods alone may not provide complete information on

the thermospheric dynamics. In this duration, the periodicity of about 180 days in cz,

and 185 days in λz (below the statistical significance level) hints to possible semi-annual

oscillations due to seasonal effects similar to those seen in the cases of IEC and NmF2
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Figure 6.4: (a) Variation in solar flux during 01/01/2007-31/12/2017, which includes the

two-year period considered in the present investigation. (b) Periodogram obtained using

the Lomb-Scargle spectral analysis shows the presence of a significant period of ∼297 days.

This period is similar to that seen in the gravity wave phase speeds and wavelength in the

vertical direction (figure 6.3).

(seen in figure 6.1), but not as stronger. This indicates that the solar flux influence on the

daytime thermospheric neutral gravity wave dynamics is quite stronger than the seasonal

effects (discussed in the chapter 5) during this period. As the vertical wavelength of grav-

ity waves are obtained from vertical phase speeds and time periods (discussed in chapter

3), the oscillations that are seen in λz are due to those present in cz, as τ does not show

any variation with solar flux. Therefore, in figure 6.5a, we show the distribution of cz

(cyan-colored circles) along with the variation in solar F10.7cm flux (red-colored diamonds)

for the same duration. The variations in cz are similar to those present in the solar F10.7cm

flux. It is known that the thermosphere is a lethargic medium and effects due to sys-

tematic changes in solar irradiation take around 20 days to settle through thermospheric

circulations (Rishbeth et al., 2000a). Keeping this time constant in consideration, we have

selected the maximum values of cz in each 20 day window of measurement to quantify the

solar influence on thermospheric neutral wave dynamics (they are shown as cyan-colored

circles in figure 6.5b). The solar F10.7cm flux variations show a strong periodicity of around

27 days owing to the solar rotation, which is not present in cz (can be seen in figure 6.3d).

Therefore, in order to make a fair comparison between the two, this intrinsic variability

(of 27 days) present in solar F10.7cm flux has been suppressed by carrying out a 27-day

moving average of the original data. Then, the averaged values of solar F10.7cm flux over 20
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Figure 6.5: (a) The daily maximum values of vertical phase propagation speeds (cyan

colored circles) along with variation in Solar F10.7cm flux (red colored diamonds). (b)

Maximum values of cz over 20 days window (cyan colored circles) and 20-day averaged

values of the Solar F10.7cm flux (red-colored diamonds). (c) Maximum cz in every 20-day

window is plotted as a function of 20-day averaged values of Solar F10.7cm flux. The dashed

line represents the linear fit between these two.

days are calculated and they are presented as red-colored diamonds in figure 6.5b. These

values of cz and solar F10.7cm flux show a good correlation (correlation coefficient of 0.59).

Considering that the gravity wave propagation characteristics also depend on different

background conditions, such as density, pressure, and winds, as discussed in chapter 5 as

well, this correlation coefficient is quite good. In figure 6.5c, maximum cz values over 20

days window are shown as a function of 20 days averaged values of solar F10.7cm flux. A

linear relationship (equation 6.2) between the two has been obtained, and it may be noted
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that the cz shows an increasing trend with increasing solar F10.7cm flux values.

< czmax > 20 days = 0.41 < F10.7cm > 20 days +6.81 (6.2)

where, < czmax > 20 days represents the maximum values in ms−1 of vertical phase speeds

of gravity waves over 20 days, and < F10.7cm > 20 days is 20-day averaged values of solar

F10.7cm flux in sfu.

The influence of solar flux variation on the thermospheric neutral wave dynamics can

be understood in the following manner. It is well known that with an increase in solar

flux, there is a corresponding increase in the thermospheric neutral temperature. Such

an increase in neutral temperature changes the static stability of the atmosphere as neu-

tral scale height increases, and the Brunt-Väisälä frequency decreases (described in the

footnote 1). As a result of these changes, for gravity waves of large periods (periods

much greater than Brunt-Väisälä period), changes in the first term in the gravity wave

dispersion relation (equation 3.2) dominates over the variation in scale height. And, as

the vertical wavelength of gravity waves and the Brunt-Väisälä frequency are inversely

proportional to each other, with an increase in neutral temperature resulted from rise in

the solar flux values cause the local vertical wavelengths of gravity waves to shift to larger

values (e.g., Vadas and Fritts , 2005; Yiğit and Medvedev , 2010). Hence, an increase in ver-

tical wavelength and vertical phase speeds of gravity waves in the daytime thermosphere

is observed with increasing solar flux.

6.4.3 Solar flux influence on gravity wave activity

In this section, we will discuss the variations observed in the number of gravity waves

present in the daytime thermosphere and their vertical propagation activity in relation to

changes in the solar flux.

6.4.3.1 The occurrence of vertical propagation of gravity waves

So far, we have discussed the effects of solar flux variation on the vertical propagation

speeds and vertical scale sizes of gravity waves. It should be noted that vertical prop-
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agation features of gravity waves do not exist on every day. For the duration of data

analyzed, we have observed that vertical propagation of gravity waves exists only 41% of

the times. Thermospheric background conditions, such as the varying nature of ambient

wind magnitudes and their directions with respect to propagation directions of waves, and

various dissipation parameters affect the vertical propagation of gravity waves (e.g., Vadas

and Fritts , 2005; Pallamraju et al., 2016; Mandal et al., 2020). To quantify the variation
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Figure 6.6: (a) Occurrence percentage of vertical propagation of gravity waves in the

daytime thermosphere in different months for the duration July 2012-June 2014. Different

colors are representative of different seasons. (b) Data availability for each month in

these two years is shown. On average, data are available for around 89% of the days.

(c) The NRLMSISE model-derived neutral temperatures at an altitude of 270 km over

Ahmedabad, India, corresponding to 14 LT for the same duration.
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in vertical propagation activity of gravity waves, we have defined it as the percentage

of the ratio of the number of days with vertical propagation to the number of days of

data analyzed in a given month. In figure 6.6a, we show a bar plot of the occurrence

percentages of vertical propagation of gravity waves in different months over two years

(leftmost bar corresponds to July 2012 and the rightmost bar for June 2014). We see that

gravity wave propagation activity in the vertical direction varies significantly in different

months and seasons. Vertical propagation activity is considerably less during May, June,

and July months in both the years, but also shows a greater occurrence percentage in the

year 2013-2014 than 2012-2013. The number of days of data analyzed in each month for

investigation of gravity wave propagation activity is depicted in 6.6b. It can be clearly

seen that data is available for 79%-98% of the times. Hence, variation in the vertical

propagation activity of gravity waves in the daytime thermosphere as seen in figure 6.6a

is independent of data availability. In figure 6.6c, the NRLMSISE model-derived neu-

tral temperature, T270 km (Picone et al., 2002) corresponding to an altitude of 270 km at

14 LT over Ahmedabad is shown. It can be noted that T270 km broadly shows a similar

variation as that of occurrence percentage of vertical propagation of gravity waves, albeit

with some phase offsets. As discussed in detail in chapter 5, these offsets arise due to

seasonal effect as the vertical propagation characteristics of gravity waves are dependent

on ambient wind directions, which show a seasonal variation at any given location.

6.4.3.2 Number of gravity waves in the daytime thermosphere

As mentioned above, gravity wave propagation in the vertical direction is seen only on

some of the days. But to obtain a comprehensive picture of the gravity wave activity on a

given day, we have carried out time period analyses for the entire duration. For this anal-

ysis, the height variation of isoelectron density contour corresponding to the transmission

frequency of 10 MHz of digisonde has been chosen. As at this frequency (10 MHz), the

data are continuously available throughout the two years of measurements considered in

this study. Further, daily available data duration is suitable for spectral analysis for time

periods of gravity wave domain, compared to data from higher frequencies (that corre-

spond to higher altitudes), which may be limited depending on seasons. The number of

distinct gravity wave time periods present in each day is considered as the measure of
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the strength of the gravity wave activity on that day. Both, the days when gravity waves

showed propagation features, and those that did not show any propagation are considered

in the estimation of the number of gravity waves present in the thermospheric altitudes.

On any given day, the time period values within 0.25 h (Brunt-Väisälä period) of each

other have been considered to be the same. The number of independent gravity wave

        
0

1

2

3

4

5

6
Number of gravity waves in a day
Daily values of Solar F10.7cm flux
Height of reflection of 10 MHz

(a)

N
um

be
r 

of
 g

ra
vi

ty
 w

av
es

 
ob

se
rv

ed
 in

 a
 d

ay

100

150

200

250

So
la

r 
F 1

0.
7c

m
 f

lu
x 

(s
fu

)

200

250

300

350

400

H
ei

gh
t 1

0M
H

z (
km

)

0 100 200 300 400 500 600 700
Day Number

0

15

30

45

 

T
ot

al
 n

um
be

r 
of

 g
ra

vi
ty

 w
av

es
ob

se
rv

ed
 in

 2
0 

da
ys

Total number of gravity waves in 20 days
<Solar F10.7cm flux>20 days

(01/08/2012) (30/06/2014)

(b)

90

110

130

150

170

<
 S

ol
ar

 F
10

.7
cm

 f
lu

x 
(s

fu
) 

>
20

da
ys

Correlation coefficient = 0.69

80 100 120 140 160 180
0

15

30

45

60

< Solar F10.7cm flux >20days (sfu)

T
ot

al
 n

um
be

r 
of

 g
ra

vi
ty

 w
av

es
 in

 2
0 

da
ys

(c) TN_GW20 days = 0.46 <F10.7cm> 20 days - 32.21 

Figure 6.7: (a) Number of gravity waves (with distinct periods) observed in each day when-

ever they are present (shown as black-colored circles) along with the daily solar F10.7cm

flux values (red-colored diamonds) and height of reflection of 10 MHz echo (blue colored

triangles) for this entire duration. (b) The total number of gravity waves observed over

20 days are shown (black circles) along with the averaged Solar F10.7cm flux in that corre-

sponding window (red-colored diamonds). (c) The total number of gravity waves observed

over 20 days are plotted as a function of averaged values of solar F10.7cm flux over the

same duration. The dashed line shows the linear least-square fit between them.
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periods, i.e., the number of gravity waves present on a given day for this entire duration

of the study, is shown in figure 6.7a (black-colored circles). It can be noted that gravity

waves are nearly omnipresent in the thermosphere (around 91% of the days). Variation

in the solar F10.7cm flux (red-colored curve with diamonds) for this entire duration is also

shown in figure 6.7a. We see that the number of gravity waves (of independent periods)

increases around the day numbers of 240-300, and around 440-620, during which the solar

flux also increases. Variation in waves and tides in the lower atmosphere indirectly affect

the height variations of the F2 layer peak (hmF2). To explore if these influences have

any discernable effect on the number of gravity waves observed in the thermosphere, we

have also shown the height variation of 10 MHz (Height 10 MHz; blue-colored triangles) in

figure 6.7a. It can be readily noted that these do not display any systematic variation

with the number of gravity waves observed in the thermosphere. This again highlights the

positive influence of the solar flux variation on the thermospheric gravity wave activity.

In figure 6.7b, the total number of gravity waves observed over each 20 days window for

this entire duration are shown along with the 20-day averaged values (taking into account

the lethargy of the thermosphere as discussed above) of solar F10.7cm flux. As discussed

earlier, 27 days running averaged values of the solar F10.7cm flux have been taken to sup-

press the intrinsic period of 27 days. Similar to the situation of phase speeds (figure 6.5b),

the number of gravity waves present in the daytime thermosphere also shows very good

semblance with the variation in solar flux. They show a good correlation coefficient of

0.69. The correlation coefficient of -0.29 between Height 10 MHz and gravity wave activity

indicates that variation in gravity wave activity is mainly because of changes in the solar

flux and is not due to variation in F-region heights (Height 10 MHz) with seasons or solar

flux. Figure 6.7c shows the increase in gravity wave activity in the daytime thermosphere

as a function of the solar flux variation. A linear relation between the number of gravity

waves present in the thermosphere in each period of 20 days, and the averaged solar flux

values in that duration has been derived (equation 6.3).

T N GW 20 days = 0.41 < F10.7cm > 20 days −24.19 (6.3)

where, T N GW 20 days is the total number of gravity waves observed over 20 days, and

< F10.7cm >20days represents the 20-day averaged values of the solar F10.7cm flux.
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Figure 6.8: (a) The average number of gravity waves observed over 20 days window for this

entire duration of two years are shown (black circles) along with their standard deviations.

The 20-day averaged values of solar F10.7cm flux in that corresponding window (red-colored

diamonds) are shown with their standard deviations. (b) The average number of gravity

waves observed in every 20 days is shown as a function of 20 days averaged values of

solar F10.7cm flux over the same duration. The dashed line shows the linear least-square

fit between them.

Furthermore, the average number of gravity waves in each 20 days window for this entire

duration also shows similar variation with solar flux values and they are presented in figure

6.8. They show a good correlation (correlation coefficient is 0.67). In order to quantify

these similarities observed between them, the average number of gravity waves in every

20 days (AV G GW 20 days) are shown as a function of the 20 days averaged solar F10.7cm

flux values (< F10.7cm > 20 days) in figure 6.8. The linear relation arrived at between these

two parameters is given by equation 6.4.

AV G GW 20 days = 0.02 < F10.7cm > 20 days −0.82 (6.4)
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These numerical relations (6.3 and 6.4) can give first-order estimates of gravity wave

activity in the daytime thermosphere provided the values of solar F10.7cm flux.

The answer for the increase in the number of gravity waves in the daytime ther-

mosphere with increasing solar flux lies in the variation of background wave dissipation

conditions with changes in the solar flux. The molecular kinematic viscosity (νmol) and

thermal diffusivity (α) are the two primary gravity wave dissipation parameters in the

thermospheric altitudes (Yiğit and Medvedev , 2010). They are related to background

temperature and neutral density as given in equations 6.5 and 6.6.

νmol =
3.563 ×10−7 T 0.69

ρ
(6.5)

α =
K

ρ cp
(6.6)

where, K is thermal conductivity, T is neutral temperature, ρ is number density, and cp

is the specific heat at constant pressure.

Both these dissipation factors are inversely proportional to the neutral density, and the

molecular kinematic viscosity is weakly proportional to the temperature. As discussed in

section 6.5, the thermosphere expands when the neutral temperature increases due to an

increase in solar F10.7cm flux. This results in an increase in the neutral density at higher

altitudes of the thermosphere (as opposed to the conditions when the thermospheric tem-

perature is lower). This increase in neutral density leads to a weakening of the wave

dissipation parameters, thermal diffusivity (equation 6.6). However, in the case of molec-

ular viscosity (equation 6.5), an increase in neutral density and neutral temperature act

in opposition to each other, nevertheless leading to slow growth of this dissipation with

altitude in the upper thermosphere. Therefore, the dissipation of gravity waves decreases

in the thermosphere when solar flux increases. Yiğit and Medvedev (2010) have shown

that the gravity wave drag, which is considered a measure of momentum deposition due

to wave dissipation, is smaller during the high solar flux period than during low solar flux

conditions (shown in figure 6.9). Also, as discussed earlier, an increase in the vertical

wavelengths of gravity waves with an increase in neutral temperature of the thermosphere

favors vertical propagation (as seen in figures 6.6a and 6.6b) of these waves into higher
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Figure 6.9: The variation in gravity wave drag in different solar flux conditions. The

gravity wave drag, a measure of momentum deposited due to the breaking of gravity waves

as modeled by introducing the gravity wave parameterization into the global circulation

model. [After Yiğit and Medvedev (2010)].

altitudes (Vadas and Fritts , 2005). Hence, we see an increase in gravity wave activity in

the daytime thermosphere with increasing solar flux. This result is consistent with earlier

works of Laskar et al. (2015) carried out by analyzing daytime optical airglow emission

measurements from a low-latitude location at three wavelengths corresponding to three

different altitudes in the thermosphere.

6.5 Summary

From the results and discussion presented above, it may be noted that, the low-latitude

ionospheric behavior in terms of electron density variation (NmF2 & IEC) shows semi-

annual oscillations due to changes in the composition of the thermosphere. The effect

of solar flux variation on the neutral gravity wave activity in the daytime thermosphere

is dominant as compared to that of seasonal variations. Although the gravity waves are
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nearly omnipresent, not all days do they show signatures of vertical propagation. Our data

shows that upward propagating gravity waves exist in about 41% of the days. The vertical

phase speeds and the vertical scale sizes of gravity waves show a clear influence of solar

flux variation. As there are several factors that affect the propagation of gravity waves in

the upward direction, on which day(s) vertical propagation exists is a study that needs

to be carried out using simulations and will be taken up in the future. Nevertheless, this

study brings out a systematic picture of the thermospheric wave dynamics with respect to

variations in solar flux. Linear relationships (equations 6.2 and 6.3) have been obtained,

which can be used in parameterized models to describe the neutral dynamics of the upper

atmosphere. These results provide new insights into the thermospheric neutral gravity

wave dynamics and advance our understanding of the influence of various drivers on the

gravity wave behavior with respect to seasons and solar flux variations.





Chapter 7

Summary and Future scope

7.1 Summary

Waves of different spatial and temporal scales are present in the thermosphere, and the

majority of these atmospheric waves are generated in the lower atmosphere through var-

ious processes. These waves carry the energy away from their source regions as they

propagate in the medium. While propagating upward, their amplitudes increase, and

these waves break below the turbopause region, resulting in the redistribution of energy.

Further, secondary waves are generated at these altitudes, which can propagate up into

the thermosphere. Gravity waves of in-situ generation also exist in the thermosphere. In

this thesis, an innovative approach has been arrived at using radio wave measurements,

which has opened up several new avenues to investigate daytime thermospheric wave dy-

namics on a continuous and systematic basis. Applying this approach, several new and

insightful results have been obtained, which advance our understanding of the daytime

gravity wave behavior as a system. These are (i) influence of solar flux variation on the

daytime gravity wave characteristics, (ii) variation in the vertical propagation speeds and

scale sizes of gravity waves over low-latitudes in response to the seasonally varying ther-

mospheric winds, (iii) effect on gravity wave propagation characteristics over low-latitudes

due to influences from high-latitudes during geomagnetic storms, and (iv) characteristics

of the gravity waves in the daytime that form the seeds for the occurrence the of nighttime

equatorial plasma irregularities.
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The highly dynamic thermosphere-ionosphere region over low- and equatorial lat-

itudes have been described in chapter 1. Several electrodynamical phenomena of the

dip-equatorial region (e.g., EEJ, EIA, ETWA, and ESF) affect the neutral and plasma

distribution over the tropical latitudes. The strength of these phenomena varies from

one day to another, day-to-night, seasons, and solar activity. Atmospheric waves and

their effects have been briefly described in this chapter. Digisonde data from Ahmed-

abad and Trivandrum, low- and equatorial-latitude locations over Indian longitudes, have

been the primary dataset used to characterize and investigate the systemic behavior of

gravity waves in the daytime thermosphere. Working principle, data products, and man-

ual scaling of the ionograms obtained every 7.5 minutes by these digisondes have been

discussed in chapter 2. Furthermore, other datasets, such as OI 630.0 nm dayglow emis-

sion, magnetometer measurements, F10.7cm solar flux, Dst index, and AE index, have

been summarized. To complement the lack of daytime measurements of thermospheric

winds and atmospheric parameters (mass, neutral temperature), HWM14 and NRLMSISE

model-derived values have been used. Different methods for obtaining periodograms, such

as FFT, Lomb-Scargle periodogram technique, and wavelet analysis, are also described

briefly.

We briefly summarize the findings of the thesis by answering the questions that have

been put forth in section 1.5.

I. Is it possible to obtain information on the vertical propagation characteristics of

gravity waves in the daytime thermosphere?

Chapter 3 describes an innovative approach using digisonde data to derive information

on the neutral gravity wave propagation characteristics in the vertical direction (Mandal

et al., 2019). Height variations of constant electron densities are monitored for downward

phase propagation, which indicates atmospheric gravity waves moving in the upward

direction. The presence of downward phase propagation and a common period in the

height variations of all the isoelectron density contours rule out ambiguities in identifying

the gravity waves. The vertical propagation speeds of gravity waves are calculated using

differences in height and time. Assuming that the phase speeds remain constant for the

duration of the time period, vertical scale sizes of gravity waves are estimated. These
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values agree very well with the earlier reported numerical trend of gravity wave scale sizes

present at different altitudes, as derived from radar measurements (Oliver et al., 1997).

Furthermore, the dispersion relation of gravity waves has been used to arrive at a first-

order estimation of horizontal scale sizes of these gravity waves with the derived gravity

wave parameters.

II. How does the change in thermospheric background conditions (e.g., wind structures,

temperatures, and neutral density) affect these wave propagation in the daytime?

Chapter 5 and chapter 6 discuss these aspects of gravity wave propagation in the day-

time thermosphere. The vertical phase speeds and scale sizes of gravity waves during

geomagnetically quiet days show two peaks annually with maximum values around the

equinox times. These maximum values in the gravity wave parameters coincide with the

minima of thermospheric horizontal wind magnitudes, indicating a strong influence of

wind motions on the gravity wave propagation in the thermospheric regions. Gravity

waves are considered to be omnipresent. However, no systemic information exists with

regard to vertical propagation characteristics. In this thesis, propagation characteristics

of gravity waves in the vertical direction have been quantified. It is found that not on

all days vertical propagation exists. Variation in the vertical propagation activity is dis-

cussed in chapter 6, and they vary significantly from one month to another month. On

average vertical propagation of gravity waves is found to exist only 41% of the time in

thermospheric altitudes (Mandal and Pallamraju, 2020). The occurrence percentage of

vertical propagation in gravity waves is found to increase with an increase in the solar

flux values. Due to changes in solar flux values, thermospheric neutral temperature, and

neutral density changes. As a result of these changes, wave dissipation gets weaken with

increasing solar flux values, and a large number of waves are allowed to propagate in this

region (Mandal et al., 2020; Mandal and Pallamraju, 2020).

III. Do the vertical propagation parameters of gravity waves over low-and equatorial-

latitudes get influenced by the different energy inputs in the thermosphere (solar

radiation, particle precipitation at the high altitudes)? If they do, how to quantify

those variations?

Chapter 6 describes the effects of solar flux variation on the daytime thermospheric gravity
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waves over low-latitudes. Vertical propagation speeds and vertical scale sizes of these

gravity waves show similar variation with solar flux. Thermospheric neutral temperature

is correlated one-to-one with the variation in the solar flux. With increasing temperature,

the background stability condition changes, more specifically, the neutral scale height

increases, and the Brunt-Väisälä frequency at these altitudes decreases. The local vertical

wavelength (inversely proportional to this frequency) of gravity waves shifts to higher

values with an increase in the temperature as a result of changes in the background

stability conditions. Not only do the magnitudes of vertical scale size increase, but the

number of gravity waves present in the daytime thermosphere also increases with an

increase in solar flux. This increase in the number of gravity waves is understood to be

due to a weakening in wave dissipation in the thermosphere with increasing solar flux.

These similarities have been quantified using thermospheric time constant of around 20

days to arrive at linear relations, wherein, first-order estimations of gravity wave activity

(namely, vertical propagation speeds, their scale sizes, and their number) in thermospheric

altitudes as a function of solar flux (Mandal et al., 2020).

The control of thermospheric winds on the gravity wave characteristics over the low-

latitude thermosphere has been discussed in chapter 5. During geomagnetically disturbed

times, the background thermospheric wind pattern gets modified due to heating at the

high-latitudes. The gravity wave parameters during geomagnetically disturbed times are

found to be different than the values at quiet times. Their differences on disturbed

days show a very good correlation with the integrated values of the AE index, which

is considered as a proxy of the energy inputs into high-latitudes. Such results provide

direct evidence of the high-to-low latitude coupling in the neutral gravity waves during

geomagnetic storm times (Mandal and Pallamraju, 2020).

IV. Can the daytime gravity wave activity in thermospheric altitudes over the equatorial

region lead the way in understanding the day-to-day variation in ESF occurrences

in the post-sunset hours?

Chapter 4 of the thesis addresses this question. To understand the day-to-day variability

in the ESF occurrences, we have chosen non-ESF days as control days to compare with

the behavior around their surrounding ESF days. Earlier findings suggested that the EEJ

strength, the base height of the ionosphere before the occurrence of ESF, and the strength
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of the PRE are important factors to understand the predictability of the ESF occurrence.

However, in our study, no significant contrast has been observed in the EEJ strength on

the ESF and non-ESF days. Also, ESF has been found to occur on the days with CEJ

events. Regarding the variation in the base height of the ionospheric F-region and the

PRE prior to the ESF occurrence, to some extent, differences have been observed for ESF

days compared to the non-ESF days. However, in all these cases, ESF occurrence can

only be stated unambiguously after local sunset or just before the ESF onset. In contrast

to these results, from the investigation of daytime thermospheric wave dynamics, it can

be noted that vertical propagation activity of gravity waves is significantly higher on the

ESF days as compared with the non-ESF days. Wavelet analyses confirmed the presence

of these gravity waves until the time of ESF occurrence. Thus, they seem to play the

role of seed perturbation for the generation of plasma irregularities. The average vertical

phase speed of these gravity waves during 10-16 LT has been significantly higher on ESF

days than those on non-ESF days. Whenever these values were higher than 80 ms−1,

they were found out to be ESF days, and as per this criterion, ESF occurrence can be

predicted as early as 16 LT.

7.2 Future scope

This thesis has broadened our knowledge of the daytime thermospheric neutral wave dy-

namics, especially over low- and equatorial-latitudes. The focus of the thesis is on gaining

a greater understanding of the systematic behavior of the neutral wave dynamics in the

daytime thermosphere. These new insightful findings have opened up several new possi-

bilities that can give rise to a comprehensive understanding of the daytime thermospheric

wave dynamics. Thus, the future scope of this thesis is as follows:

i. The basis of the thesis lies in laying the foundation in terms of an innovative ap-

proach to derive vertical propagation characteristics of gravity waves in the daytime

thermosphere using digisonde measurements. As these are radio measurements, this

approach can be applied during monsoon and cloudy sky conditions as well, to ob-

tain a comprehensive global picture around the year. This has been accomplished



146 Chapter 7. Summary and Future scope

for a low-latitude location, Ahmedabad. As several digisondes are operating around

the globe, such an analysis can be attempted at several other locations as well.

Such an effort will enable one to get a global picture of neutral wave dynamics in

the thermospheric altitudes, which will be a greatly valuable product.

ii. From one digisonde vertical propagation characteristics of gravity waves can be ob-

tained. In this thesis work, a simulation framework has been presented to obtain

the horizontal scale sizes of the gravity waves. However, using phase offset infor-

mation between the isoelectron density contours obtained from spatially separated

digisondes, it is possible to empirically obtain the horizontal characteristics of the

gravity waves in the thermospheric altitudes continuously along with their vertical

propagation parameters.

iii. Large field-of-view optical measurements provide horizontal speeds and scale sizes

of gravity waves. Therefore, using collocated optical and digisonde measurements,

a three-dimensional wave structure can be obtained. Thermospheric wind magni-

tudes in the direction of wave propagation can be estimated in the daytime from

the dispersion relation using these measured horizontal and vertical propagation

characteristics.

iv. Different empirical relations are obtained in this thesis, which has quantified the

effects of solar flux variations, heat input over the high-latitudes on the gravity wave

propagation in the vertical direction in the thermospheric altitudes. These empirical

formulations can form inputs to global-scale modeling of the thermospheric energy

budget.

v. As revealed in this thesis work, vertical propagation of gravity waves in the day-

time thermosphere is found to be present only 41% of the time. This opens up a

question as to what prevented its propagation during the majority 59% of the time.

Different factors, such as wind shears, kinematic viscosity, and thermal diffusivity,

can stop these waves from propagating vertically to thermospheric altitudes. Based

on the satellite observations and empirical model-derived values, these conditions

need to be further investigated to understand the absence of gravity waves’ vertical

propagation activity. It would also be interesting to see the relative importance
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of the factors mentioned above using simulation studies on the days when other

supporting/supplementary datasets are available.

vi. Digisonde measurements along with collocated ISR observations will provide a unique

opportunity to quantify the gravity wave propagation characteristics with different

background conditions. Also, as the ISR gives the information on the topside of

the ionosphere, the vertical propagating gravity wave characteristics can be traced

to altitudes above the peak of the F-region, which is the inherent limitation of the

digisonde technique.

vii. Gravity waves are perturbation in the neutral motions, and these motions are com-

municated to plasma parameters through ion-neutral drag force. In earlier works,

e.g., Pallamraju et al. (2001) showed that the wave activity was seen in the neutrals

(dayglow emission variation) but not in the IEC measurements. It was inferred that

once the wave disturbance is strong enough, these variations are communicated to

the plasma parameters, and only then, variations in the IEC becomes perceptible.

Simultaneous optical and digisonde measurements will enable characterizing these

variations and quantifying the dependencies with respect to ion-neutral drag forces,

so that a probable threshold value(s) of these forces that are required to experience

the effect of neutral waves in the plasma parameters can be assessed.

viii. Simultaneous operation of the digisonde and a Fabry-Perot Interferometer can pro-

vide information on neutral wind and temperature, which along with the vertical

phase speeds and scale sizes can be considered as inputs into the gravity wave dis-

persion relation to estimating the horizontal scale sizes.

ix. Satellite data sets of neutral parameters, such as those currently under operation

by ICON and GOLD missions, can be used in conjunction with the the digisonde

derived gravity wave characteristics to describe the nature and behavior of the upper

atmosphere more accurately.

Several of the above mentioned future problems are being pursued/planned in the Space

and Atmospheric Sciences Division of PRL, in the near future. Nevertheless, these are

some of the future prospects that this thesis work has thrown open for any future re-
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searcher interested in the understanding of the gravity wave dynamics of the upper atmo-

sphere at any latitude on the globe.

=====================================

“The feeling is less like an ending than just another starting point.”

-Chuck Palahniuk.
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Sastri, J. H., H. Lühr, H. Tachihara, T.-I. Kitamura, and J. V. S. V. Rao, Electric field

fluctuations (25-35 min) in the midnight dip equatorial ionosphere, Annales Geophysi-

cae, 18 , 252–256, 2000, https://doi.org/10.1007/s00585-000-0252-2. [Cited on page 23.]

Sato, K., Small-scale wind disturbances observed by the mu radar during the passage

of typhoon kelly, Journal of the Atmospheric Sciences , 50 , 518–537, 1993. [Cited on

page 22.]



REFERENCES 179

Sato, K., H. Hashiguchi, and S. Fukao, Gravity waves and turbulence associated with

cumulus convection observed with the uhf/vhf clear-air doppler radars, Journal of Geo-

physical Research: Atmospheres, 100 , 7111–7119, 1995. [Cited on page 22.]

Scargle, J. D., Studies in astronomical time series analysis. II - Statistical aspects of

spectral analysis of unevenly spaced data, Astrophys. J., 263 , 835–853, 1982. [Cited on

pages 46, 50, 52, 61, and 123.]

Scherliess, L., and B. G. Fejer, Storm time dependence of equatorial disturbance dynamo

zonal electric fields, Journal of Geophysical Research: Space Physics , 102 , 24,037–

24,046, 1997, http://dx.doi.org/10.1029/97JA02165. [Cited on page 23.]

Schunk, R., and A. Nagy, Ionospheres: physics, plasma physics, and chemistry , Cam-

bridge university press, 2009. [Cited on page 7.]

Schuster, A., On the investigation of hidden periodicities with application to a supposed

26 day period of meteorological phenomena, Terrestrial Magnetism, 3 , 13–41, 1898.

[Cited on pages 46 and 47.]

Scinocca, J., and R. Ford, The nonlinear forcing of large-scale internal gravity waves

by stratified shear instability, Journal of the atmospheric sciences , 57 , 653–672, 2000.

[Cited on page 22.]

Sekar, R., and M. Kelley, On the combined effects of vertical shear and zonal electric field

patterns on nonlinear equatorial spread f evolution, Journal of Geophysical Research:

Space Physics, 103 , 20,735–20,747, 1998. [Cited on pages 13 and 79.]

Sekar, R., and R. Raghavarao, Role of vertical winds on the Rayleigh-Taylor mode insta-

bilities of the night-time equatorial ionosphere, J. Atmos. Terr. Phys., 49 , 981 – 985,

1987. [Cited on pages 14, 16, and 78.]

Sekar, R., R. Suhasini, and R. Raghavarao, Effects of vertical winds and electric fields in

the nonlinear evolution of equatorial spread f, Journal of Geophysical Research: Space

Physics, 99 , 2205–2213, 1994. [Cited on page 16.]

Senior, C., and M. Blanc, On the control of magnetospheric convection by the spatial

distribution of ionospheric conductivities, Journal of Geophysical Research, 89 , 261–

284, 1984, https://doi.org/10.1029/JA089iA01p00261. [Cited on page 23.]



180 REFERENCES

Shepherd, G. G., and Y.-M. Cho, On the relationship of the o (1d) 630.0 nm dayglow

emission to the f10. 7 cm solar flux and the solar zenith angle, Journal of Geophysical

Research: Space Physics, 126 , e2020JA028,715, 2021. [Cited on page 40.]

Shepherd, G. G., et al., The Wind Imaging Interferometer (WINDII) on the Upper At-

mosphere Research Satellite: A 20 year perspective, Rev. Geophys., 50 , 2012. [Cited

on page 16.]

Shiokawa, K., Y. Otsuka, and T. Ogawa, Propagation characteristics of nighttime meso-

spheric and thermospheric waves observed by optical mesosphere thermosphere imagers

at middle and low latitudes, Earth, Planets and Space, 61 , 479–491, 2009. [Cited on

pages 27, 58, and 67.]

Shiokawa, K., et al., Thermospheric wind during a storm-time large-scale traveling iono-

spheric disturbance, J. Geophys. Res., 108 , 2003. [Cited on page 16.]

Singh, R. P., and D. Pallamraju, On the latitudinal distribution of mesospheric temper-

atures during sudden stratospheric warming events, J. Geophys. Res., 120 , 2926–2939,

2015. [Cited on pages 18 and 27.]

Singh, R. P., and D. Pallamraju, Effect of cyclone Nilofar on mesospheric wave dynamics

as inferred from optical nightglow observations from Mount Abu, India, J. Geophys.

Res., 121 , 5856–5867, 2016. [Cited on pages 22, 27, 65, 69, and 88.]

Singh, R. P., and D. Pallamraju, Large-and small-scale periodicities in the mesosphere as

obtained from variations in o 2 and oh nightglow emissions, in Annales Geophysicae,

vol. 35, pp. 227–237, Copernicus GmbH, 2017. [Cited on page 27.]

Singh, R. P., and D. Pallamraju, Mesospheric temperature inversions observed in oh

and o2 rotational temperatures from mount abu (24.6° n, 72.8° e), india, Journal of

Geophysical Research: Space Physics , 123 , 8823–8834, 2018. [Cited on page 27.]

Sivakandan, M., I. Paulino, T. Ramkumar, A. Taori, A. Patra, S. Sripathi, K. Niranjan,

and A. Bilibio, Multi-instrument investigation of troposphere-ionosphere coupling and

the role of gravity waves in the formation of equatorial plasma bubble, Journal of

Atmospheric and Solar-Terrestrial Physics , 189 , 65–79, 2019. [Cited on page 80.]



REFERENCES 181

Smith, A. K., and L. V. Lyjak, An observational estimate of gravity wave drag from

the momentum balance in the middle atmosphere, Journal of Geophysical Research:

Atmospheres, 90 , 2233–2241, 1985. [Cited on page 22.]

Smith, C. R., and G. Erickson, Maximum-Entropy and Bayesian Spectral Analysis and

Estimation Problems: Proceedings of the Third Workshop on Maximum Entropy and

Bayesian Methods in Applied Statistics, Wyoming, USA, August 1–4, 1983 , vol. 21,

Springer Science & Business Media, 2012. [Cited on page 52.]

Smith, R. W., Vertical winds: A tutorial, Journal of atmospheric and solar-terrestrial

physics , 60 , 1425–1434, 1998. [Cited on page 17.]

Solomon, S. C., and V. J. Abreu, The 630 nm dayglow, J. Geophys. Res., 94 , 6817–6824,

1989. [Cited on pages 40 and 60.]

Somayajulu, V. V., L. Cherian, K. Rajeev, G. Ramkumar, and C. R. Reddi, Mean winds

and tidal components during counter electrojet events, Geophys. Res. Lett., 20 , 1443–

1446, 1993. [Cited on page 6.]

Spencer, N. W., L. Wharton, H. Niemann, A. Hedin, G. Carignan, and J. Maurer, The

Dynamics Explorer wind and the temperature spectrometer, Space Science Instrumen-

tation, 5 , 417–428, 1981. [Cited on page 16.]

Sreeja, V., C. Vineeth, T. K. Pant, S. Ravindran, and R. Sridharan, Role of gravity

wavelike seed perturbations on the triggering of esf–a case study from unique dayglow

observations, in Annales Geophysicae, vol. 27, pp. 313–318, Copernicus GmbH, 2009.

[Cited on page 88.]

Sridharan, R., S. Gurubaran, R. Raghavarao, and R. Suhasini, Co-ordinated thermo-

spheric and F-region measurements from low latitudes, J. Atmos. Terr. Phys., 53 ,

515–519, 1991a. [Cited on page 27.]

Sridharan, R., R. Raghavarao, S. Gurubaran, and R. Narayanan, First results of OI 630.0

nm dayglow measurements from equatorial latitudes, J. Atmos. Sol.-Terr. Phy., 53 ,

521–528, 1991b. [Cited on page 27.]



182 REFERENCES

Sridharan, R., S. A. Haider, S. Gurubaran, R. Sekar, and R. Narayanan, OI 630.0-nm

dayglow in the region of equatorial ionization anomaly: Temporal variability and its

causative mechanism, J. Geophys. Res., 97 , 13,715–13,721, 1992a. [Cited on pages 27

and 40.]

Sridharan, R., R. Narayanan, and N. K. Modi, Improved chopper mask for the dayglow

photometer, Appl. Opt., 31 , 425–426, 1992b. [Cited on page 27.]

Sridharan, R., R. Narayanan, N. K. Modi, and D. P. Raju, A Novel mask design for

multiwavelength dayglow photometry, Appl. Opt., 32 , 4178–80, 1993a. [Cited on pages

27 and 39.]

Sridharan, R., R. Sekar, and S. Gurubaran, Two-dimensional high-resolution imaging of

the equatorial plasma fountain, J. Atmos. Terr. Phys., 55 , 1661 – 1665, 1993b. [Cited

on page 27.]

Sridharan, R., D. P. Raju, R. Raghavarao, and P. V. S. Ramarao, Precursor to equatorial

spread-F in OI 630.0 nm dayglow, Geophys. Res. Lett., 21 , 2797–2800, 1994. [Cited on

pages 14, 27, 77, and 80.]

Sridharan, R., D. Pallam Raju, R. Narayanan, N. K. Modi, B. H. Subbaraya, and

R. Raghavarao, Daytime measurements of optical auroral emissions from Antarctica,

Current science, 68 , 830–834, 1995. [Cited on page 27.]

Sridharan, R., N. K. Modi, D. P. Raju, R. Narayanan, T. K. Pant, A. Taori, and

D. Chakrabarty, A multiwavelength daytime photometer - a new tool for the inves-

tigation of atmospheric processes, Meas. Sci. Technol., 9 , 585, 1998. [Cited on pages

27 and 39.]

Sridharan, R., D. P. Raju, V. Somayajulu, A. Taori, D. Chakrabarty, and R. Raghavarao,

Imprint of equatorial electrodynamical processes in the OI 630.0 nm dayglow, J. Atmos.

Sol. Terr. Phys., 61 , 1143 – 1155, 1999. [Cited on page 27.]

Sridharan, S., Variabilities of low-latitude migrating and nonmigrating tides in gps-tec

and timed-saber temperature during the sudden stratospheric warming event of 2013,

Journal of Geophysical Research: Space Physics , 122 , 10–748, 2017. [Cited on page 27.]



REFERENCES 183

Sridharan, S., and S. Meenakshi, Semidiurnal tidal influence on the occurrence of post-

midnight f region fai radar echoes, Journal of Geophysical Research: Space Physics ,

125 , e2019JA027,700, 2020. [Cited on page 27.]

Sridharan, S., S. Sathishkumar, and S. Gurubaran, Variabilities of mesospheric tides

and equatorial electrojet strength during major stratospheric warming events, Annales

Geophysicae, 27 , 4125–4130, 2009, https://doi.org/10.5194/angeo-27-4125-2009. [Cited

on pages 6, 18, and 27.]

Stellingwerf, R. F., Period determination using phase dispersion minimization, The As-

trophysical Journal , 224 , 953–960, 1978. [Cited on page 46.]

Stening, R. J., C. E. Meek, and A. H. Manson, Upper atmosphere wind systems during

reverse equatorial electrojet events, Geophys. Res. Lett., 23 , 3243–3246, 1996. [Cited

on page 6.]

Stolarski, R. S., P. B. Hays, and R. G. Roble, Atmospheric heating by solar EUV radiation,

J. Geophys. Res., 80 , 2266–2276, 1975. [Cited on page 4.]

Sugiura, M., and J. C. Cain, A model equatorial electrojet, Journal of Geophysical Re-

search, 71 , 1869–1877, 1966, http://dx.doi.org/10.1029/JZ071i007p01869. [Cited on

page 6.]

Sumod, S. G., T. K. Pant, C. Vineeth, and M. M. Hossain, On the ionospheric and ther-

mospheric response of solar flare events of 19 January 2005: An investigation using radio

and optical techniques, J. Geophys. Res., 119 , 5049–5059, 2014. [Cited on page 15.]

Takahashi, H., C. M. Wrasse, C. A. O. B. Figueiredo, D. Barros, M. A. Abdu, Y. Ot-

suka, and K. Shiokawa, Equatorial plasma bubble seeding by mstids in the ionosphere,

Progress in Earth and Planetary Science, 5 , 1–13, 2018. [Cited on page 80.]

Takahashi, H., et al., Simultaneous observation of ionospheric plasma bubbles and meso-

spheric gravity waves during the spreadfex campaign, in Annales Geophysicae, vol. 27,

p. 1477, European Geosciences Union, 2009. [Cited on page 80.]

Talaat, E. R., and R. S. Lieberman, Nonmigrating diurnal tides in mesospheric and lower-

thermospheric winds and temperatures, Journal of the atmospheric sciences , 56 , 4073–

4087, 1999. [Cited on page 27.]



184 REFERENCES

Taori, A., N. Parihar, R. Ghodpage, N. Dashora, S. Sripathi, E. Kherani, and P. Patil,

Probing the possible trigger mechanisms of an equatorial plasma bubble event based

on multistation optical data, Journal of Geophysical Research: Space Physics , 120 ,

8835–8847, 2015. [Cited on page 80.]

Tapping, K., The 10.7 cm solar radio flux (f10. 7), Space Weather , 11 , 394–406, 2013.

[Cited on page 15.]

Taylor, M. J., M. B. Bishop, and V. Taylor, All-sky measurements of short period waves

imaged in the OI(557.7 nm), Na(589.2 nm) and near infrared OH and O2(0,1) nightglow

emissions during the ALOHA-93 Campaign, Geophys. Res. Lett., 22 , 2833–2836, 1995.

[Cited on page 27.]

Taylor, M. J., J.-M. Jahn, S. Fukao, and A. Saito, Possible evidence of gravity wave cou-

pling into the mid-latitude F region ionosphere during the SEEK Campaign, Geophys.

Res. Lett., 25 , 1801–1804, 1998. [Cited on page 27.]

Taylor, M. J., W. R. Pendleton Jr, P.-D. Pautet, Y. Zhao, C. Olsen, H. K. S. Babu, A. F.

Medeiros, and H. Takahashi, Recent progress in mesospheric gravity wave studies using

nigthglow imaging system, Rev. Bras. Geof́ısica, 25 , 49–58, 2007. [Cited on page 27.]

Thompson, R. O., Spectral estimation from irregularly spaced data, IEEE Transactions

on Geoscience electronics , 9 , 107–110, 1971. [Cited on page 48.]

Torrence, C., and G. P. Compo, A practical guide to wavelet analysis, Bull. Amer. Meteor.

Soc., 79 , 61–78, 1998. [Cited on pages 53, 54, and 55.]

Tsunoda, R. T., Control of the seasonal and longitudinal occurrence of equatorial scin-

tillations by the longitudinal gradient in integrated e region pedersen conductivity, J.

Geophys. Res., 90 , 447–456, 1985. [Cited on pages 13 and 79.]

Tsunoda, R. T., and B. R. White, On the generation and growth of equatorial backscatter

plumes 1. wave structure in the bottomside f layer, Journal of Geophysical Research:

Space Physics, 86 , 3610–3616, 1981. [Cited on page 80.]

Tsurutani, B. T., et al., The October 28, 2003 extreme EUV solar flare and resultant

extreme ionospheric effects: Comparison to other Halloween events and the Bastille

Day event, Geophys. Res. Lett., 32 , 2005. [Cited on page 15.]



REFERENCES 185

Tulasi Ram, S., P. Rama Rao, D. Prasad, K. Niranjan, A. Raja Babu, R. Sridharan,

C. Devasia, and S. Ravindran, The combined effects of electrojet strength and the

geomagnetic activity (k p-index) on the post sunset height rise of the f-layer and its

role in the generation of esf during high and low solar activity periods, in Annales

Geophysicae, vol. 25, Copernicus GmbH, 2007. [Cited on pages 84 and 85.]

Uemoto, J., T. Maruyama, S. Saito, M. Ishii, and R. Yoshimura, Relationships between

pre-sunset electrojet strength, pre-reversal enhancement and equatorial spread-f onset,

in Annales Geophysicae, vol. 28, pp. 449–454, Copernicus GmbH, 2010. [Cited on

page 82.]

Vadas, S. L., Horizontal and vertical propagation and dissipation of gravity waves in the

thermosphere from lower atmospheric and thermospheric sources, Journal of Geophys-

ical Research: Space Physics, 112 , 2007. [Cited on pages 75 and 122.]

Vadas, S. L., and D. C. Fritts, Thermospheric responses to gravity waves: Influences

of increasing viscosity and thermal diffusivity, J. Geophys. Res., 110 , D15,103, 2005.

[Cited on pages 27, 100, 122, 131, 132, and 138.]

Vadas, S. L., and H.-l. Liu, Generation of large-scale gravity waves and neutral winds in

the thermosphere from the dissipation of convectively generated gravity waves, Journal

of Geophysical Research: Space Physics , 114 , 2009. [Cited on page 122.]

Vadas, S. L., D. C. Fritts, and M. J. Alexander, Mechanism for the generation of secondary

waves in wave breaking regions, Journal of the Atmospheric Sciences , 60 , 194–214,

2003. [Cited on page 122.]

Valladares, C., S. Basu, K. Groves, M. Hagan, D. Hysell, A. Mazzella Jr, and R. Sheehan,

Measurement of the latitudinal distributions of total electron content during equatorial

spread f events, Journal of Geophysical Research: Space Physics , 106 , 29,133–29,152,

2001. [Cited on pages 14 and 80.]

VanderPlas, J. T., Understanding the lomb–scargle periodogram, The Astrophysical Jour-

nal Supplement Series , 236 , 16, 2018. [Cited on pages 46 and 48.]

Varney, R. H., M. C. Kelley, and E. Kudeki, Observations of electric fields associated



186 REFERENCES

with internal gravity waves, Journal of Geophysical Research: Space Physics , 114 ,

2009. [Cited on page 80.]

Volland, H., and H. G. Mayr, A theory of the diurnal variations of the thermosphere.,

AnG , 26 , 907–919, 1970. [Cited on page 26.]

Willson, R. C., Solar irradiance variations and solar activity, Journal of Geophysical Re-

search: Space Physics , 87 , 4319–4326, 1982. [Cited on page 14.]

Witasse, O., J. Lilensten, C. Lathuillère, and P.-L. Blelly, Modeling the OI 630.0 and

557.7 nm thermospheric dayglow during EISCAT-WINDII coordinated measurements,

J. Geophys. Res., 104 , 24,639–24,655, 1999. [Cited on page 40.]

Wolf, R. A., Effects of ionospheric conductivity on convective flow of plasma

in the magnetosphere, Journal of Geophysical Research, 75 , 4677–4698, 1970,

https://doi.org/10.1029/JA075i025p04677. [Cited on page 23.]

Woodman, R. F., and C. La Hoz, Radar observations of f region equatorial irregularities,

Journal of Geophysical Research, 81 , 5447–5466, 1976. [Cited on page 79.]

Wu, D. L., P. Preusse, S. D. Eckermann, J. H. Jiang, M. de la Torre Juarez, L. Coy,

and D. Y. Wang, Remote sounding of atmospheric gravity waves with satellite limb

and nadir techniques, Advances in Space Research, 37 , 2269–2277, 2006. [Cited on

page 58.]

Yadav, S., and D. Pallamraju, On the coupled interactions between ring current intensity

and high-latitude ionospheric electron density variations, J. Atmos. Sol. Terr. Phys.,

125-126 , 50–58, 2015. [Cited on pages 23 and 99.]

Yamanaka, M. D., and S. Fukao, A simple model of gravity-wave momentum and energy

fluxes transferred through the middle atmosphere to the upper atmosphere, Journal

of Atmospheric and Terrestrial Physics, 56 , 1375–1385, 1994. [Cited on pages 68, 69,

and 70.]

Yamazaki, Y., and M. J. Kosch, The equatorial electrojet during geomagnetic storms

and substorms, Journal of Geophysical Research: Space Physics , 120 , 2276–2287, 2015.

[Cited on pages 23 and 98.]



REFERENCES 187
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