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Abstract

The emergence of novel phases of matter at low temperatures has been a motivation

to cool systems to lowest temperatures possible. At low temperatures, quantum statis-

tics become important and the quantum fluctuations dominate over the thermal fluc-

tuations. These fluctuations drive the quantum phase transitions (QPTs) which are

associated with a change in the ground state of the system Hamiltonian. The bosonic

quantum gases cooled to quantum degeneracy temperatures exhibit the Bose-Einstein

condensation phenomena, which corresponds to the macroscopic occupation of the

lowest energy single particle level. These Bose Einstein condensate (BEC) atoms when

loaded in optical lattice potentials can exhibit the quantum phases in the strongly in-

teracting domain; and are novel quantum systems to study the quantum many-body

physics and QPTs. In this thesis, we investigate the quantum phases of the neutral

and dipolar ultracold bosonic gases trapped in square lattice, and the quench dynamics

across the QPTs exhibited by these systems. Furthermore, we also study the quantum

phases and phase transitions of these atoms loaded in disordered lattice potentials.

We study the quantum phases of the dipolar quantum gases, in particular, the pa-

rameter domain of the novel supersolid (SS) phase. The SS phase exhibits the prop-

erties of being a solid and a superfluid simultaneously. We model the system with the

extended Bose-Hubbard model and obtain the ground state phase diagrams. We uti-

lize the single-site Gutzwiller mean-field (SGMF) and cluster Gutzwiller mean-field

(CGMF) to obtain the ground states of the model. As a result of the quantum fluc-

tuations incorporated in the CGMF method, the parameter domain of the SS phase is

shrinked in comparison to the one obtained with the SGMF method. We also perform

a cluster finite size scaling to find out the critical points of the QPTs in the exact cal-

culation limit, demonstrating the role of quantum fluctuations. Furthermore, we show

that the presence of the artificial gauge field enlarges the domain of the SS phase. This

enlargement is due to the localizing effect of the Landau quantization due to the ar-

tificial gauge fields. We numerically demonstrate the gauge invariance of the phase

boundaries obtained using the SGMF and CGMF methods.

Next, we study the dynamics associated with quenching a parameter of the sys-

tem Hamiltonian across the critical point, over a finite time duration. We study the
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spontaneous symmetry breaking and the order parameter development in the dynamics

following the Kibble-Zurek (KZ) mechanism. The KZM categorizes the entire dynam-

ics into three temporal regimes based on the competition between the relaxation time

and the quenching rate. And it predicts the power-law scaling of certain quantities like

the correlation length and the amount of defects generated as a function of quench rate.

In this thesis, we consider quenching across certain second-order QPTs like the Mott-

Insulator to superfluid QPT of the Bose-Hubbard model (BHM) and the stripe density

wave to stripe supersolid QPT of the dipolar BHM and investigate the KZ scaling laws.

The scaling exponents obtained also satisfy the expected scaling relations. Next, we

consider quenching the polarizing angle of the dipoles which results in the structural

QPT from the stripe ordering to the checkerboard ordering in the system. We demon-

strate the power-law scaling of the number of checkerboard ordered domains formed

in the dynamics, which is reminiscent of the KZM.

Apart from studying the atoms in “clean” lattice potentials, we also investigate the

quantum phases in disordered lattice potentials. In particular, the Bose glass (BG)

phase, characterized by SF islands in an MI background emerges, when the disorder is

present. We apply the methods of percolation theory and numerically identify the SF

domains in the BG phase and study their average size (or the correlation length). As the

SF phase is approached, there is a divergence of the correlation length, and the critical

exponent is in good agreement with the value predicted by the 2D site percolation

universality class. This suggests that the BG-SF phase transition belongs to 2D site

percolation class of transitions.
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Chapter 1

Introduction

There has been a long interest in understanding the phases of matter and the associated

phase transitions between different phases. Initial understanding was based on study-

ing the phase transitions induced by changing the temperature - phase transition from

ice to water to vapour phase; paramagnetic to ferromagnetic transition of Ising spin

chain are some well-known examples of the thermal phase transitions. Apart from the

temperature, certain phase transitions can also be induced by a change in the pressure.

However, there exist an entirely different class of phase transitions primarily concerned

to quantum systems. Phase transitions in these systems occur when a parameter of the

underlying Hamiltonian of the quantum system is changed. This is an important dis-

tinction from the classical phase transitions where the change in external parameters

induce the transition. Another important difference lies in the nature of the fluctua-

tions. The classical phase transitions are driven by the thermal fluctuations while the

quantum phase transitions (QPTs) are through the quantum fluctuations. The quantum

fluctuations arise from the uncertainty principle. The ground state energy becomes

non-analytic at the critical point of the QPTs. This non-analyticity is associated with

a level crossing or an avoided level crossing [1, 2] between the ground state and the

excited state. Furthermore, the closing of the gap between the ground and excited state

determines the critical exponents of the QPT.

To study the QPTs, it is important that the quantum fluctuations dominate over the

thermal fluctuations, suggesting that these transitions should be studied at extreme low

temperatures. This is because at such low temperatures, the thermal de-Broglie wave-

1



2 Chapter 1. Introduction

length of the particles of mass m, given as λdB = h/
√

2πmkBT , overlap with one

another and the quantum degeneracy effects can be observed. Experimental advances

in laser cooling of the vapours of atomic gases enabled to reach temperatures in µK

order, but was insufficient to observe the quantum mechanical degeneracy. However,

with the further evaporative cooling technique, the temperature could be further low-

ered to nK. These novel cooling techniques were honored with Nobel prize in 1997

[3–5].

An immediate consequence of the experimental achievement of cooling to extreme

low temperatures was the observation of Bose-Einstein condensation of dilute atomic

gases in the laboratory experiments [6]. The Bose-Einstein condensation refers to the

macroscopic occupation of bosonic particles in the lowest single particle state of the

system [7] and is a direct consequence of the Bose-Einstein distribution relying on the

indistinguishably of the bosonic particles. The Bose-Einstein distribution and the con-

densation phenomenon were predicted by Albert Einstein [8] following the work of

the Satyendra Nath Bose on the quantum statistics of photons [9]. The ground break-

ing work of Bose also explained the Planck’s law of the blackbody radiation. How-

ever, this theoretical prediction could be verified experimentally as the Bose-Einstein

condensates (BECs) could be created nearly 70 years later due the developments in

cooling techniques. The BEC is a state of matter and is characterized by a coherent

macroscopic giant matter wave. The coherent nature of the BEC is expressed using

the off-diagonal long-range order (ODLRO), defined such that the off-diagonal matrix

element of the one-body density matrix is non-zero. The coherent nature of BEC is ex-

tremely efficient as the quantum mechanical effects can be observed and investigated

at the length scales of µm. Most BECs realized in laboratory experiments are of alkali

atoms. This is because the alkali atoms have relatively simpler electronic structure with

one electron in the valence orbit which is beneficial in developing cooling strategies

based on laser cooling. The density of these alkali gases in the BEC state is around

1013 − 1015cm−3, which means that they are dilute than the air at room temperature

which have densities around 1019cm−3. These ultralow densities are required to pre-

vent the formation of the solid phase of matter at low temperatures, which usually is

thermodynamically stable phase at such low temperatures. Due to such low densities,
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the interactions among the constituent particles are weak, and is approximated with a

pseudo contact potential

Uint = gδ(r− r′), (1.1)

where g is the strength of the contact interaction. The strength of this contact inter-

action can be controlled by Feshbach resonance [10]. Thus the theoretical and ex-

perimental research on the BECs initially focused on the weakly interacting BECs.

However, by loading these cold Bose condensed atoms in optical lattices, it became

possible to study the strongly correlated physics, as we shall discuss in the next sec-

tion.

1.1 BECs in optical lattice

Optical lattices are periodic potentials of light created by superimposing counter-propagating

pair(s) of laser beams. There is a conservative as well as dissipative interaction of the

Bose condensed ultracold atoms with the laser light. The conservative interaction in-

volves an induced dipole moment in the atoms that leads to the ac-Stark shift. The

dissipative interaction is due to the absorption of the photons of light by the atoms.

When the laser light is off-resonant with the resonances of the atoms, this process is

suppressed. Then the only conservative interaction leads to a potential periodic “lay-

out” in which the atoms occupy the potential wells. One crucial aspect is that the depth

of these potential wells is proportional to the intensity of the laser beams, which can be

controlled in lab. Another useful feature of these systems is that by changing the an-

gle between the laser beams, different lattice geometries like the honeycomb [11, 12],

triangular [13, 14] and kagome [15, 16] lattices can be synthesized. Furthermore, they

offer an unparalleled control over the dimensionality of the lattice, interatomic inter-

action strength and number of atoms trapped in the lattice. As such, these are clean

systems and are free of any defects. However, there are controlled ways of introducing

the disorder in the lattice potentials which is an additional advantage of these systems.

These systems have a minimal interaction with the environment, and hence are excel-

lent proxy to the closed quantum systems. Ultracold atoms trapped in optical lattices

resemble the electrons moving in the periodic potential in the atoms in condensed mat-
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ter systems. Therefore various studies of the condensed matter physics can be done

using the ultracold atoms, however, with greater experimental tunability.

As discussed earlier, the ultracold atomic gases are dilute systems. However, when

trapped in optical lattice, the kinetic energy analogue - the quantum mechanical tun-

neling between the wells, can be tuned and made smaller for deep lattice wells. Then,

the itinerancy of the atoms is reduced and the system can be driven into the strongly

interacting regime. These strong interactions lead to localization of atomic wavefunc-

tions and the system exhibits the Mott Insulator (MI) phase. In the opposite limit of

low-interaction strength, the atoms possess itinerant behaviour and are in the coherent

superfluid (SF) phase. Therefore, by varying the depth of the lattice wells, the QPT

from the MI to SF phase is studied [17, 18]. The potential field for a one-dimensional

optical lattice can be written as

V (x) = V0cos2(kx), (1.2)

where k = 2π/λ and λ is the wavelength of the laser. The above equation can be

generalized to 2D and 3D optical lattices.

The experimental demonstration of the SF-to-MI QPT [17] has lead to numerous

research works to study the QPTs. Theoretically, the system is modeled with the Bose-

Hubbard model (BHM) [19, 20] which is the bosonic version of the Hubbard model

[21]. The model describes the competition between the hopping of atoms with strength

J and the onsite interaction of strength U and is apt to describe the interacting bosons

in a lattice. For low J/U , the system is in MI phase and the atomic wavefunctions are

localized at lattice sites. While for high J/U , the system is in SF phase and the atomic

wavefunctions are delocalized over the system. This indicates the ODLRO of the SF

phase. The description of the BHM and the details of the quantum phases of it is in

Chapter 2.

Apart from the BECs of neutral atoms, experimental advances have enabled cool-

ing the atomic gases possessing a permanent magnetic dipole moment or polar molecules

featuring an electric dipole moment. The BECs of dipolar chromium (Cr) [22, 23],

dysprosium (Dy) [24], erbium (Er) [25–28] atoms have been realized in experiments.

Very recently, this year (2022), the BEC of europium (Eu) has been claimed [29].

Ultracold polar molecules, possessing a high electric dipole moment, have also been
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experimentally cooled to quantum degeneracy temperatures [30–34]. Both the dipolar

atoms and the polar molecules interact due to the dipole- dipole interaction in addition

to the contact interaction -

Uint(r− r
′
) = gδ(r− r

′
) +

Cdd

(
1− 3cos2αr,r′

)
|r− r′|3 (1.3)

The important feature of this dipole-dipole interaction is that it is long-ranged and is

anisotropic due to the αr,r′ factor, which leads to novel phenomena like the Rosensweig

instability [35], supersolidity and self-organized structures [36].

Theoretically, the dipole-dipole interaction modifies the BHM Hamiltonian with an

additional dipolar interaction term. The dipolar BHM leads to novel quantum phases

that have a periodic density modulation, or in other words, are structured quantum

phases. For the BHM, the incompressible MI phase has an uniform density distribu-

tion, and has integer occupancy. However with the dipole-dipole interaction terms,

there are fractional filling incompressible quantum phases [37–39]. The incompress-

ible quantum phases arising in the presence of long-range dipolar interaction are dis-

cussed in Chapter 3. Apart from the incompressible phases, the dipolar BHM also

exhibits the novel supersolid (SS) phase. This is perhaps one of the most important

advantage of using the dipolar BECs as the quest for the SS phase has been long. We

shall discuss the phenomenon of supersolidity in the next subsection.

1.1.1 Supersolid phase

Supersolidity is a counter-intuitive phenomenon as it combines the properties of a solid

and a superfluid. This phase has a periodic density modulation, or the diagonal long-

range order, which is a characteristic property of a solid. And, it also exhibits the

ODLRO which means it has dissipation-less flow that of a superfluid. In terms of the

symmetry, it breaks the U(1) gauge invariance and the translational symmetry. The

SS phase had been theoretically proposed around 1970s [40–43], against the proof

of Onsager and Penrose stating that the state with crystalline order cannot be Bose

condensed [44]. The initial predictions were to study the superflow in solid 4He [45].

The experimental observation of supersolidity in this system has remained elusive [46–

49]. However, there has been a recent surge of interest in investigating and studying
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the SS phase following the remarkable theoretical insights and experimental advances

in ultracold atoms in optical lattices.

The tunable interactions of the ultracold atoms make them ideal candidates to ob-

serve the supersolidity. As the SS phase has an underlying periodic density modula-

tion, it is important that the interaction is momentum dependent. This also explains

why the neutral ultracold atoms interacting via the contact pseudopotential do not ex-

hibit the SS phase. The presence of a roton minimum (like in the 4He) for the dipolar

BECs was shown in [50], and this initiated a quest of the SS phase using the dipolar

atoms [51–55]. Apart from the dipolar atomic gases, this phase also emerges with the

cavity-mediated long-range interactions [56–59] and spin-orbit coupled BECs [60–62],

Rydberg atoms [63, 64]. Furthermore, the excitation spectrum and various properties

of SS phase have been observed in recent quantum gas experiments [65–67].

Theoretically, the existence of the SS phase has been studied using the dipolar

BHM model. In most studies, the long-range dipolar interaction terms are restricted

to the nearest-neighbours (NN), and then the resulting model is the extended BHM

(eBHM). The dipolar interaction strength between two lattice sites is determined by

the Wannier functions overlap which decreases exponentially as the inter-site separa-

tion is increased. Hence approximating the long-range dipolar interaction with NN

interaction provides a good qualitative description of the quantum phases supported

by the system [68]. However, theoretical calculations have demonstrated that the SS

phase is unstable towards the phase separation for hardcore bosons interacting upto

NN sites in bipartite lattices [69–71]. The hardcore bosons means that occupancy of

more than one atom at a site is prohibited, which is the case when the onsite repulsive

interaction is very high. The phase separation leads to separate solid and superfluid

phases with the formation of domain wall and no supersolid phase. However, with

the incorporation of next-nearest neighbour interaction in the eBHM, the SS phase can

be stabilized for the hardcore bosons. Also, studies have demonstrated that the soft-

core bosons interacting upto NN can lead to stable SS phase [72–74]. This is due to

the larger Fock-space and higher number fluctuations. The existence and stability of

supersolidity have also been confirmed for bosons with infinite-range cavity-mediated

interactions [75]. The SS phase has been explored in various lattice systems, such as
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one-dimensional (1D) chain [76, 77] and ladder [78], two-dimensional (2D) square

[73, 79–84], triangular [85–90], honeycomb [70, 71], kagome [91, 92], bilayer lattice

of dipolar bosons [93], and three-dimensional (3D) cubic lattice [81, 94, 95]. The prop-

erties of this phase have been reviewed in [96]. We shall discuss the phase diagrams

of the eBHM for softcore bosons in 2D square lattice and the parameter domain of the

SS phase in Chapter 3.

1.1.2 Artificial gauge fields

Ultracold atoms trapped in optical lattices are charge neutral, and hence cannot expe-

rience a Lorentz force. However, several novel experimental approaches like the laser

assisted tunneling [97, 98], dynamical shaking [99] have been developed to engineer

or simulate the effect of magnetic field on the cold atoms. One of the main motivations

towards this direction is to study the Fractional Quantum Hall effect (FQH) using the

ultracold atoms in optical lattice. The magnetic flux to obtain the FQH states require

magnetic fields of the order of 100T with the electrons moving in a periodic potential

in atoms and subjected to magnetic fields, which makes the study difficult. However,

with the ultracold atoms, as the lattice spacing is relatively larger, the magnetic flux

piercing through an unit call can be tuned to large values and then the study of FQH

states can be done. Several tutorials and reviews on the realization of the bosonic

analogoes of the FQH states using cold atoms are [100–103].

The effect of the gauge fields on the quantum phases of the cold atoms have also

been investigated in detail. In general, the cyclotronic motion of the atoms due to the

gauge potential leads to an enhanced localization of the quantum phases. For instance,

the parameter domain of the MI phase is enlarged when the gauge field is applied

[104]. Similarly, the Bose-glass phase, which is an insulating yet compressible phase

that emerges in the presence of disordered potential, enhances in the presence of the

gauge fields [105]. The eBHM with artificial gauge field has been studied to examine

the fractional quantum Hall [104] and vortex-solid states [106]. In Chapter 3, we shall

study the effect of the gauge fields on the parameter domain of the SS phase.
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1.2 Quantum quench dynamics

The study of the dynamical evolution of the quantum mechanical state is immensely

important and extensively studied. The equilibrium conditions are often an idealization

and hence it is important to study the out-of-equilibrium dynamics of these quantum

systems. There are different ways to take a quantum mechanical system out of equi-

librium. For instance, by connecting the system to a bath, energies and particles are

pumped in the system, and their transport is studied. Due to the bath, the system is not

a closed system. And so the dynamics of the system is not unitary. Another way to take

system out of equilibrium concerns the variation of the parameter(s) of the governing

Hamiltonian of the quantum system. In this process, the equilibrium state correspond-

ing to the initial parameter regime becomes unstable, and evolves unitarily under the

new Hamiltonian. This process of changing the parameter of the Hamiltonian, either

slowly or suddenly, is referred as the quantum quench. There are various research

pursuits in this broad field - thermalization and relaxation of quantum systems after a

quench [107, 108], spontaneous symmetry breaking and the associated universal scal-

ing laws [109–112], phase ordering kinetics and domain growth laws after a sudden

quench [113, 114] to list a few. Apart from the theoretical studies, the experimental

advances in these research pursuits have been made using the ultracold atoms. Ul-

tracold atoms in optical lattice have a very minimal interaction with the environment,

making them ideal candidates of closed quantum systems. The observation of the MI

to SF QPT using the ultracold atoms [17, 18] provided a major impetus to study the

dynamics across QPTs.

1.2.1 Kibble-Zurek mechanism

An important and extensively studied problem in quench dynamics involves the slow

quenching of a parameter of a Hamiltonian (with a finite rate) across the quantum

critical point (QCP) involving two quantum phases. A crucial theoretical framework to

study the spontaneous symmetry breaking and the associated formation of domains of

order parameter values in such problems is the Kibble-Zurek mechanism (KZM). This

theory predicts the formation of topological defects when quenched across (or to) the
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QCP, and the scaling of the density of these defects with the quench rate [111, 112]. As

the quench rate is decreased, the density of the defects produced in the dynamics also

decreases. This problem is one remarkable example of the congruence of the high and

low energy physics, as this problem was first encountered and solved by Tom Kibble in

the context of cosmology [109] and was later generalized to condensed matter systems

by W.H. Zurek [110, 115]. We shall discuss the KZM in detail and derive the KZ

scaling laws in Chapter 4.

The theoretical predictions of the KZM were experimentally verified qualitatively

[116] and quantitatively [117, 118] using the superfluid 3He and 4He. For the 4He,

only the U(1) gauge symmetry is broken across the superfluid transition. However

in 3He, there is a superposition of broken spin rotation, broken orbital rotation and

broken gauge symmetries (SO(3)S × SO(3)L × U(1)) which has better resemblance

with the early universe cosmological phase transitions [117]. Apart from the superfluid

helium, other systems like the liquid crystals [119, 120], superconducting loops [121–

123], ferroelectrics [124], ion traps [125–128] have been used to test the KZM. These

early investigations were developed and investigated for quenches across the thermal

phase transitions. Later it was extended to the dynamics of quantum phase transitions

[129, 130].

1.2.2 Quench dynamics using ultracold atoms

Ultracold atoms have been used to study the quench dynamics problem and the KZM

physics. Initial investigations were for the quenches across the BEC transition and the

associated defect production [131–134]. They have also been used to study the phase

ordering kinetics and the domain growth studies across the BEC transition [135]. Af-

ter the extension of the KZM to the QPTs, the quantum quenches using the ultracold

atoms in optical lattices have been investigated in detail. There are experimental stud-

ies concerning the quenches across the zero temperature QPTs [136–141] using these

systems.

In a recent experiment [142], the dynamics of QPT from MI to SF phase has been

studied by linearly varying down the lattice depth using the 39K atoms. After the

ramp time, the lattice potentials were switched off and the time-of-flight absorption
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Figure 1.1: The power-law scaling of the coherence length as a function of the ramp

time τramp for the quench across the MI-SF QPT in 1D lattice, as obtained in the exper-

imental work in [142]. For intermediate range of τramp, the coherence length follows

a power-law scaling. The exponent b of the coherence length is dependent on the

final value of U/J and inconsistent with the value predicted by KZM (b = 1). How-

ever, there is a good agreement between the experimental and numerically obtained

exponent b. Reprinted figure from [Braun et al., PNAS 112 (12), (2015).] Copy-

right c© 2015, Proceedings of the National Academy of Sciences.

images were obtained. The width of the interference peaks in these images was used

to obtain the coherence length. As expected, the coherence length grows as the system

enters the SF phase, and the growth is dependent on the quenching rate as illustrated

in Fig. 1.1. For slower quenches, or larger τramp, the coherence length is larger. The

ramp times considered in the experiment ensure no mass transport, leading to a fixed

density transition between the MI to SF phase.

In this experiment, the coherence length obtained fits with a power-law for inter-

mediate values of τramp. Theoretical simulations using the DMRG were done and as

illustrated in the figure, are in good agreement with the experimental values. However,
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the critical exponent of the coherence length b is seen to be dependent on the final

U/J , and not in accordance with the value predicted by the KZM (b = 1). Similar

conclusion was drawn for the 2D system, as the exponent b obtained experimentally

was in the range 0.6− 0.7, while the value of b based on the KZM is 0.4. Hence these

discrepancies call for additional theoretical work to investigate the dynamics of quan-

tum systems across the QPTs. Following this motivation, [143] have investigated the

dynamics across the MI-SF QPT at the tip of the MI lobe. However, the scaling expo-

nents obtained do not exhibit the scaling relations. We have investigated this QPT in

detail, as we shall see in Chapter 4, and have shown that the scaling exponents obey the

scaling relations. Furthermore, we have also demonstrated the scaling of the number

of SF domains formed in the dynamics, and have shown the equivalence between the

scaling of the topological defects and of the number of domains. In chapter 4, we shall

also demonstrate the KZ scaling for the dynamics across the first order QPT between

the striped to checkerboard supersolid phase for the dipolar bosons.

1.3 Highlights of the thesis

The list of research work done in this dissertation is as follows:

• We have presented a novel algorithm that we have developed to study the cluster

identification and percolation theory. We have discussed in detail the steps of the

algorithm, and have demonstrated its supremacy in terms of speed and efficiency

with respect to existing standard cluster identification algorithms.

• We have examined the phase diagrams of the eBHM for two-dimensional square

lattice and have studied the effect of the artificial gauge field on the parameter

domains of the quantum phases in the phase diagram.

• We have examined the quantum quench dynamics across the MI-SF quantum

phase transition. We have obtained the KZ scaling laws for impulse-adiabatic

crossover time instant t̂, the correlation length of the system ξ̂, and the vortex

density Nv(t̂). Our study reveals that the KZ scaling exponents for the MI-SF

quench exhibits the scaling relations.
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• We have systematically obtained the impulse-adiabatic crossover time t̂ using

the overlap between the evolving wavefunction and that at criticality. This is in

contrast to the previous definitions of locating t̂.

• We have demonstrated that the number of the SF domains formed at t̂ across

the MI-SF quench obeys similar quenching law as that displayed by the vortex

density Nv.

• We have examined the quench dynamics across the QPTs exhibited by the ul-

tracold dipolar bosons in optical lattices. We have demonstrated the universal

scaling relations across the stripe density wave to stripe supersolid phase transi-

tion by linearly varying the hopping amplitude.

• Further, for the dipolar bosons, we have examined the quench dynamics across

the stripe supersolid to checkerboard supersolid phase transition. We have demon-

strated the KZM like scaling relations for this first order quantum phase transi-

tion. The obtained scaling exponents obey the expected scaling relations.

• We have studied the BG-SF transition by using the percolation theory. We have

demonstrated the divergence of the correlation length obtained using the meth-

ods of the percolation theory. The obtained scaling exponent quantifying the

power-law divergence suggests that the BG-SF transition is in two-dimensional

percolation universality class. We have also supplemented the location of the

critical point of the phase transition by computing the superfluid stiffness.

1.4 Overview of the chapters

The overview of the chapters in the rest of the thesis is as follows.

• Chapter 2 describes the minimal theoretical model - BHM, and its quantum

phases. We also illustrate the numerical methods that are used in this thesis

to solve the BHM model and obtain the ground state quantum phases. These

include the single-site Gutzwiller mean-field (SGMF) and the cluster Gutzwiller

mean-field (CGMF) methods. Next we also present a novel algorithm that we

have developed to count the clusters in a lattice and for their percolation studies.
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• Chapter 3 is based on the equilibrium quantum phases of the BHM and the

eBHM. We have discussed the parameter domains of the novel SS phase in the

phase diagrams of eBHM with different strengths of the nearest neighbour inter-

action V . We have further demonstrated the enlargement in the domain of the

SS phase in the presence of the artificial gauge fields. The phase diagrams are

obtained using the SGMF and the CGMF methods.

• Chapter 4 discusses the quantum quench dynamics across the across certain

QPTs of the BHM and the dipolar BHM models. We have derived the KZ scal-

ing laws and have then obtained them in the quench dynamics. Specifically, we

have obtained the KZ scaling laws across the MI-SF QPT, and have illustrated

that the scaling relations among the obtained critical exponents. For the dipo-

lar bosons, we have quenched across the density wave to supersolid transition,

and have computed the KZ scaling laws. Furthermore, we have also quenched

across the stripe to checkerboard supersolid structural phase transition and have

discussed the universal scaling laws in the dynamics. This is a salient feature of

the work as it demonstrates the KZM for the first-order QPT.

• Chapter 5 is based on the critical properties of the Bose-glass (BG) to SF QPT,

using the percolation theory. We have discussed the disordered BHM and its

quantum phases and then the divergence of the correlation length of the SF clus-

ters across the BG-SF QPT. We have computed the critical exponent ν char-

acterising the divergence and have shown that it belongs to the 2D percolation

universality class. The percolation studies are performed using the novel domain

counting method that we discuss in Chapter 2.

• Chapter 6 states the conclusions of the thesis and the future research directions

that can be pursued.





Chapter 2

Theoretical and Numerical methods

Ultracold Bose condensed atoms trapped in optical lattices are novel engineered quan-

tum systems used to explore the quantum many-body physics. These systems act as

efficient quantum simulators due to the high level of controllability of the system pa-

rameters [144–146]. The BECs of dilute atomic gases are weakly interacting systems

due to the low densities of the gases. The typical density of such gases used is five

to six orders of magnitude lesser than the typical density of the surrounding air. A

satisfactory description then of these dilute atomic gases is provided by the Gross-

Pitaevskii (GP) equation [147, 148]. When such dilute Bose condensed atomic gases

are trapped in optical lattices, it is possible to drive the system towards the strongly

correlated regime. This is surprising given the low densities of the atomic gases. In

these systems, the ratio of the kinetic energy to the interaction energy can be lowered

as the itinerancy in a lattice potential is restricted. The prime examples of the strongly

correlated quantum states displayed by ultracold atoms in optical lattices are the MI

[17] and the FQH states [104, 149, 150]. For describing these quantum phases, the

macroscopic wavefunction obtained from the GP equation is incorrect.

To correctly describe the strongly interacting domain of these quantum systems, the

BHM is used. The BHM is a minimal model that describes the physics of interacting

bosonic atoms in lattices [19] at T = 0 K. The kinetic energy counterpart in the BHM

Hamiltonian is the hopping between the NN lattice sites. The interatomic interaction

of the dilute gas is approximated by the pseudo contact potential, i.e. if the atoms

are at the same lattice site. The ground state of this model exhibits two distinct quan-

15
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tum phases, MI and SF. The theoretical studies complemented with the experimental

demonstration of the quantum phase transition between MI and SF phase [17, 18] have

boosted the studies on the equilibrium and non-equilibrium properties of the ultracold

atoms in optical lattices. These systems have become a toolbox to investigate a wide

variety of exotic quantum phases [145, 151–153].

In this chapter, we shall first discuss the physics of the BHM and the quantum

phases exhibited. We shall demonstrate the Gutzwiller ansatz employed to obtain the

ground state quantum phases. We shall then discuss the CGMF method that is an im-

provement over the SGMF method. After discussing these methodologies to obtain the

equilibrium quantum phases, we shall present a novel cluster identification algorithm

that we have developed for percolation analysis. We shall discuss the algorithm in de-

tail, and also demonstrate its supremacy over the existing algorithms for percolation

analysis.

2.1 Bose-Hubbard model

We begin our discussion by deriving the Hamiltonian for the BHM. A general two-

body Hamiltonian of interacting bosonic neutral atoms in the grand canonical ensemble

can be written as

Ĥ =

∫
drΨ̂†(r)

[
−~2∇2

2m
+ V ext(r)

]
Ψ̂(r)− µ

∫
drΨ̂†(r)Ψ̂(r)

+
1

2

∫
drdr′Ψ̂†(r)Ψ̂†(r′)Uint(r− r′)Ψ̂(r′)Ψ̂(r), (2.1)

where Ψ̂(r) is the time independent bosonic field operator which creates an atom at

the position r. The confining potential V ext(r) has the form of a sinusoidal lattice

potential and the interatomic interaction is Uint(r− r′) =
4π~2as
m

δ(r− r′). Note that

the interatomic interaction is a contact interaction potential. This is an assumption

that is valid for dilute gases. The quantity as is the s-wave scattering length, and m is

the atom’s mass. Also, µ is the chemical potential that acts as a Lagrange multiplier

to determine the mean number of atoms in the grand canonical ensemble. The above

Hamiltonian can be equivalently written in terms of the Wannier basis functions. These

are localized basis functions with a discrete symmetry of the lattice system. The field
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operators in the continuous space can be expressed in terms of the Wannier states

localized at lattice sites. For our analysis, we assume that the lattice potential is deep

such that the relevant energy scales are smaller than the energy gap between the first

and second bands. This is a reasonable assumption since the occupation of the higher

bands can be neglected at low temperatures. That is, the dynamics of the system is

frozen to the lowest Bloch band, and this is referred to as lowest-band approximation.

Also, for the deep potentials, the tight-binding limit is applicable in which the Wannier

states are localized at the lattice sites. The expansion of the field operators in terms of

the Wannier functions of the lowest band is then

Ψ̂(r) =
∑
i

wi,0(r)b̂i, (2.2)

where the subscript 0 of wi,0 denotes the lowest band, and b̂i corresponds to the anni-

hilation operator for the ith lattice site. Substituting Eq. (2.2) in Eq. (2.1) and using the

tight-binding and the lowest-band approximation, we obtain

ĤBHM = −
∑
〈i,j〉

Jij b̂
†
i b̂j +

U

2

∑
i

n̂i(n̂1 − 1)− µ
∑
i

n̂i, (2.3)

where the n̂i = b̂†i b̂i is the occupation number operator, the hopping strength is

Jij = −
∫

drw∗i,0(r)

[
−~2∇2

2m
+ V ext(r)

]
wj,0(r), (2.4)

and the strength of the onsite interaction is

U =
4π~2as
m

∫
dr|wi,0(r)|4. (2.5)

In Eq. (2.3) 〈· · · 〉 is to denote the sum over NN lattice sites. The Hamiltonian in

Eq. (2.3) is referred as the Bose-Hubbard model. Due to the tight-binding limit and the

subsequent vanishing overlap of the Wannier functions of neighbouring sites, the tun-

neling term is restricted to the NN, and the interaction term is limited to the same site.

The bosonic creation b̂†i and annihilation b̂i operators satisfy canonical commutation

relations: [
b̂i, b̂

†
j

]
= δi,j,[

b̂†i , b̂
†
j

]
=
[
b̂i, b̂j

]
= 0. (2.6)
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Figure 2.1: A schematic illustration of the NN hopping and onsite interaction terms in

BHM for a 2D lattice.

In this thesis, we have considered a two-dimensional square optical lattice formed

by interfering two pairs of counterpropagating laser beams along the x and y direction.

The motion along the z direction is suppressed by the strong confinement, thereby

obtaining a quasi-2D lattice. For a 2D square lattice, the site index i ≡ (p, q) and

j ≡ (p± 1, q ± 1) is its NN. If the system is homogeneous, then Jij is invariant under

the lattice translational operation. In that case, we drop the subscripts from the Jij .

A schematic to illustrate the hopping and interaction terms of the BHM is shown in

Fig. 2.1.

2.2 Single-site Gutzwiller mean-field theory

The off-diagonal hopping terms in Eq. (2.3) are quadratic in operators of neighbour-

ing sites. This prevents recasting the BHM Hamiltonian as a sum of single-site local

Hamiltonians and sophisticated techniques like exact-diagonalization with respect to

coupled basis states [154, 155] are required to obtain the ground state quantum phases.

However one can use the mean-field technique to obtain the approximate ground states

of the BHM. In the SGMF method, the bosonic annihilation and creation operators of

a site (p, q) are decomposed as [156, 157]

b̂p,q = φp,q + δb̂p,q, (2.7a)

b̂†p,q = φ∗p,q + δb̂†p,q (2.7b)

where, φp,q = 〈b̂p,q〉, and φ∗p,q = 〈b̂†p,q〉 are the mean field and its complex conjugate,

respectively. Here the expectation values are taken with respect to the ground state of
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the system. When these decompositions are substituted in the hopping terms in the

BHM Hamiltonian, we obtain the mean-field Hamiltonian as

ĤMF =
∑
p,q

{
− J

[(
b̂†p+1,qφp,q + φ∗p+1,q b̂p,q − φ∗p+1,qφp,q

)
+
(
b̂†p,q+1φp,q + φ∗p,q+1b̂p,q − φ∗p,q+1φp,q

)
+ H.c.

]
+
U

2
n̂p,q(n̂p,q − 1)− µn̂p,q

}
. (2.8)

In deriving the above mean-field Hamiltonian, the quadratic fluctuation operator terms

are neglected. Note that the mean-field Hamiltonian is linear with respect to the

bosonic creation and annihilation operators. The hopping between two neighbour-

ing sites is via the mean-fields φ (or φ∗). As is evident from the Eq. (2.8), the total

Hamiltonian is a sum of single site Hamiltonians

ĤMF =
∑
p,q

ĥp,q, (2.9)

where the single-site mean-field Hamiltonian for site (p, q) is given as

ĥp,q = −J
[(
φ∗p+1,q b̂p,q − φ∗p+1,qφp,q + φ∗p,q+1b̂p,q − φ∗p,q+1φp,q

)
+ H.c.

]
+
U

2
n̂p,q(n̂p,q − 1)− µp,qn̂p,q. (2.10)

2.2.1 Gutzwiller ansatz

After reducing the BHM Hamiltonian to the mean-field Hamiltonian, we need to solve

for the eigenstates and eigenenergies of the Hamiltonian. To obtain the ground state of

the system, we use the Gutzwiller ansatz [84, 105, 150, 158]. In this, the eigenstate at

each site is written as a linear combination of Fock states

|ψ〉p,q =

Nb−1∑
n=0

c(p,q)n |n〉p,q , (2.11)

where the {|n〉p,q} are occupation number states at (p, q), Nb is total number of local

Fock states used in the computation, and c(p,q)n is complex coefficient of the nth Fock

state of the ground state |ψp,q〉. The total wavefunction of the system is a tensor product

of site wavefunctions

|ΨGW〉 =
∏
p,q

|ψ〉p,q (2.12)
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The normalization of |ΨGW〉 is ensured by the normalized wavefunction of every site

〈ψp,q|ψp,q〉 =

Nb−1∑
n=0

|c(p,q)n |2 = 1 (2.13)

The Gutzwiller ansatz becomes exact for localized ground states obtained in the

strongly interacting regime (J � U ). The mean-field at the site (p, q) is

φp,q = 〈ΨGW|b̂p,q|ΨGW〉 =

Nb−1∑
n=1

√
nc

(p,q)
n−1

∗
c(p,q)n . (2.14)

The occupancy at a lattice site (p, q) is the expectation of the number operator

〈n̂p,q〉 =

Nb−1∑
n=0

n|c(p,qn )|2. (2.15)

For a given J/U and µ/U , the single-site Hamiltonian is diagonalized, and the

eigenstate at each site is computed. The single-site Hamiltonian is expressed as a ma-

trix using the Fock states basis {|n〉p,q}. The matrix of the single-site Hamiltonian is

of size Nb × Nb, where the diagonal terms are constituted by the interaction and the

chemical potential terms. Furthermore, the hopping terms constitute the off-diagonal

terms in the local Hamiltonian. Due to the b̂p,q and ˆb†p,q terms, the Fock basis |n〉 is

coupled with |n− 1〉 and |n+ 1〉. So the local Hamiltonian matrix is a tridiagonal ma-

trix. We choose large Nb (=10) for our computations and have verified that the results

do not change if it is further increased. We obtain the eigenstates and eigenvalues by

iteratively diagonalizing the BHM Hamiltonian. For that, we consider a guess solution

for the |ΨGW〉 and compute the initial mean-field order parameter φp,q. This guess

solution is chosen based on the expected number and order parameter distribution of

the quantum phase. In general, we choose c(p,q)n = 1/
√
Nb, for every Fock state ba-

sis for each site. This results in the uniform distribution of the φp,q and 〈n̂p,q〉 at the

beginning of the self-consistent iteration procedure. For the parameters that result in

checkerboard or striped density ordering, we consider the initial state that respects this

ordering. Based on the initial φp,q obtained, the matrix is diagonalized and the new

φp,q are computed using the Eq. (2.14). This procedure is repeated for all lattice sites

and this constitutes a single iteration. We continue these iterations till we achieve the

required convergence. The convergence criterion is based on the change in the value

of φ = (K × L)−1
∑
p,q

φp,q; we consider δφ = 10−12 as the convergence criterion.
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To consider the thermodynamic limit corresponding to an infinite lattice, we employ

the periodic boundary conditions (PBC) along and x and y-directions. That is, the

computations are performed on the surface of a torus, as the square lattice with peri-

odic boundary conditions gets mapped to a torus. Near the phase transition point, the

convergence is poor, and thereby a large number of iterations are required.

The ground state phases of the BHM - MI and SF phases are distinguished based

on the SF order parameter φp,q. As defined previously, the SF order parameter φp,q

is the expectation value of the annihilation operator b̂p,q. It is zero in the MI phase,

and non-zero in the SF phase. This is because, in the MI phase of density m, the

only non-zero Fock state that contributes is c(p,q)m . Therefore, integer commensurate

m number of atoms are present at each site in the MI phase of density m. Thus, the

number fluctuations are highly suppressed in the MI phase. On the other hand, in the

SF phase, the system possesses the ODLRO. And more than one Fock state coefficient

c(p,q)n contributes to the wavefunction, owing to which the number fluctuations prevail

in this phase. Also, unlike the MI phase, the system does not have integer commensu-

rate occupancy at every site. The density is a real number in the SF phase. The phase

transition between the MI-SF phase is marked φ→ 0. The MI-SF phase boundary can

be obtained analytically using the perturbation theory [84, 159].

2.3 Cluster Gutzwiller mean-field theory

The mean-field Hamiltonian in Eq. (2.8) describes the hopping in terms of the mean-

fields φp,q. Then the intersite correlations are not accounted accurately in the mean-

field method. To incorporate the effects of these correlations, the CGMF method is

used. In this method, the K×L lattice is divided into clusters of size M ×N . The key

point is that the model is solved exactly inside a cluster, and the hopping between sites

of neighbouring clusters is considered via the mean-fields. We can define a cluster

Hamiltonian for every cluster, and the total Hamiltonian is then the sum of the cluster

Hamiltonians. The Hamiltonian of a cluster is

ĤC =
′∑

p,q∈C

[
− J

(
b̂†p+1,q b̂p,q + b̂†p,q+1b̂p,q + H.c.

)]
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Figure 2.2: A cluster of size 2× 2. The solid (dashed) blue arrows represent the exact

hopping term (hermitian conjugate) within the cluster. The solid (dashed) red arrows

represent the intercluster hopping term (hermitian conjugate).

+
∑
p,q∈δC

[
− J

(
φ∗p+1,q b̂p,q + φ∗p,q+1b̂p,q + H.c.

)]
+

∑
p,q∈C

[U
2
n̂p,q (n̂p,q − 1)− µn̂p,q

]
(2.16)

where the prime over the summation means that the sum is over the bulk sites (p, q)

such that their neighbouring sites (p+1, q) and (p, q+1) belong to the same cluster C.

And (p, q) ∈ δC indicates the sites on the boundary of the cluster. The order parameter

φp+1,q = 〈b̂p+1,q〉 is required for the intercluster hopping, where (p + 1, q) /∈ C. The

intra-cluster exact hopping and intercluster hopping terms for a 2×2 cluster are shown

in Fig. 2.2. The cluster Hamiltonian matrix can be constructed using the local Fock

basis of the cluster {|n0n1n2 . . . nm′〉}, where m′ = M × N − 1. These are coupled

basis states formed by the direct products of Fock states of the sites within the cluster.

The total number of such basis states possible is NM×N
b . Thus the matrix dimension

scales exponentially with the cluster size, thereby restraining the largest sizes of the

cluster that can be considered. Certain constraints on the possible number of atoms

in a cluster can be applied based on the expected quantum phases. For instance, for

a 2 × 2 cluster and near the MI-SF phase boundary, the possible number of atoms in

a cluster can be constrained to n0 − 2 to n0 + 2 with n0 = 4 being the number of

atoms in the MI phase in the four site cluster. These constraints reduce the Fock space
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dimension considerably and the computations can be performed with a reduced time.

With increasing cluster size, the intersite correlations are better accounted. The ground

state of the cluster Hamiltonian is then given as

|ψCα 〉 =
∑

n0n1...nm′

c(α)n0n1...nm′ |n0n1...nm′〉, (2.17)

where the symbol α indicates the cluster index, and c(α)n0n1...nm′ are the complex coef-

ficients of the ground state |ψCα 〉. Then, by employing Gutzwiller ansatz, the ground

state of the entire lattice can be computed as

|ΨGW〉 =
W∏
α=1

|ψCα 〉 =
W∏
α=1

∑
n0n1...nm′

c(α)n0n1...nm′ |n0n1...nm′〉, (2.18)

where W = (K × L) / (M ×N) are the number of clusters. The local superfluid

order parameter and average occupancy at the (p, q) lattice site are computed as

φp,q = 〈ΨGW|b̂p,q|ΨGW〉,

np,q = 〈ΨGW|n̂p,q|ΨGW〉. (2.19)

The computational steps performed in the CGMF method are similar to the SGMF

method. An initial guess state |ΨGW〉 is considered, and the order parameter φp,q is

computed using this solution. The Hamiltonian matrix is then constructed and diago-

nalized to obtain the new |ΨGW〉 and thereby the new φp,q. We cover the entire lattice

by this procedure, and one such sweep constitutes an iteration. These iterations are

continued until the desired convergence in φp,q is obtained.

There are both qualitative and quantitative differences between the results obtained

using the SGMF and CGMF theory. As an example of the former case, a strongly

correlated Quantum Hall (QH) state is obtained only by using the CGMF method, as

the approximated intersite correlations in SGMF fail to render the QH state. There are

quantitative differences in terms of the phase boundaries when computed using SGMF

and CGMF theory. For the BHM, the phase boundary between the MI-SF transition

enhances as the sizes of the clusters are increased. In fact, the results converge toward

the Quantum Monte Carlo (QMC) results as higher clusters are employed. A detailed

comparison of the phase diagrams of the BHM obtained using clusters of different

sizes can be found in [160].
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Apart from the two mean-field techniques discussed to study the the MI-SF phase

boundary of the BHM, there exists a variety of other methods to solve the BHM. The

QMC simulations are considered as a benchmark in the numerical approaches, for in-

stance, the QMC results in [161] for the 2D BHM. Some of the other approaches that

are employed to study the MI-SF phase boundary are the bosonic dynamical mean-field

theory [162], Bethe approximation [163], the perturbative analysis based on strong

coupling expansion [164], the process chain approach [165], random phase approxi-

mation [166] etc.

2.4 Fine-grained percolation analysis

In this thesis, we shall use the methods of the percolation theory to discuss certain

results in the upcoming chapters. Following that, in this section, we shall discuss a

fine-grained computational method that we have developed to study the percolation

analysis in 2D lattices. We shall first discuss the percolation theory in the following

subsection.

2.4.1 Percolation theory

Percolation theory deals with the clustering of particles in a medium. A generic site-

percolation problem consists of an infinite lattice with lattice sites labeled randomly

with either of the two labels. Then, the sites are generically denoted as occupied with

probability p and unoccupied with probability 1− p [167, 168]. A collection of occu-

pied sites that are connected through bonds is a cluster. The terminology of occupied

and unoccupied sites is general, and depending on the application, a different set of

binary labels may be used. For instance, to address the electrical conduction of a com-

posite mixture of conducting and insulating materials, the sites would be labeled as

belonging to either conducting or insulating constituents. And the percolation prob-

lem, in this case, would aim to answer what percentage of the composite mixture must

be of conducting phase so that the whole material would be conducting. Alternatively,

specific applications require the bond percolation wherein all sites are occupied, but

the bonds between neighbouring sites are either present with probability p or absent
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with probability 1 − p. In this case, a cluster is a set of sites connected by bonds. For

our purpose, we restrict to the site-percolation problem. The distribution and the size

of these clusters are determined by the probability of a site being occupied. As the

probability p exceeds a particular threshold value, the system undergoes a percolation

phase transition. Then, there exists a spanning cluster that extends from one edge of

the system to the opposite edge. This is a geometric phase transition, and the main

goal is to compute the value of this critical probability so that system hosts a spanning

cluster. Unfortunately, the analytical approaches to obtaining this critical probability

and studying percolation are limited. However, numerical methods and techniques are

used to understand the percolation properties of the system. As an example, for the site

percolation on the square lattice, the numerical estimate is pc ≈ 0.5927462. The calcu-

lation of the exact percolation threshold for the site and bond percolation problem is an

active research topic. For the list of these thresholds for various lattice geometries in

different dimensions, see [167, 168]. The numerical techniques of the percolation the-

ory involves identifying the clusters or the domains and then compute the percolation

properties. Some of the well-known domain identification algorithms are the recur-

sive neighbour search algorithm and the iterative algorithm. For the bond-percolation

problem, the Newman-Ziff algorithm [169] is used.

In this section, we describe a fine-grained approach of cluster labeling and describe

its application in the percolation analysis of 2D lattices. The discussed algorithm uses

the linked-list data structure to describe a domain. A linked-list is a data type that

consists of several linked nodes such that each node stores data and the address of the

next node in the list. The linked-lists are used to define a path connecting the sites of

a cluster. The advantage of the linked-lists is that domains can be labeled in a single

scan. Since the path links sites, it is fine-grained, and we can employ it to analyse

cluster properties. That is, different geometrical properties of the clusters, including

the center of mass, the radius of gyration, and the correlation length can be computed

by accessing the data stored in the linked-lists. Furthermore, the march along the

boundary of a cluster can be performed using this method. Such a march has been

shown very effective in determining the fractal dimensions. Therefore the algorithm

constitutes a complete package for the cluster labeling and percolation properties on
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lattice systems. We shall use this approach for detailed analysis of results encountered

in the studies of optical lattices. The configurations obtained from these studies shall

be examined using the tools from percolation theory. In this thesis, this approach is

used to enumerate the domains formed in the quench dynamics across the QPTs as

described in chapter 4, and also perform the percolation analysis across the Bose-glass

to superfluid transition, described in chapter 5.

2.4.2 Mapping domain to a linked-list

We consider a 2D square lattice and assume each lattice site is labeled at random with

either 0 or −1. Without the loss of generality, assume the label 0 is for the occupied

sites. As mentioned earlier, the aim is to identify and label the domains of occupied

sites, i.e of label 0. The lattice sites are denoted by (i, j), where i is the x- and j is the

1

2

3 4

5

6 7

8

(0,0) (4,0)

(0,4) (4,4)

Figure 2.3: A schematic diagram to illustrate the paths defining a cluster in a 2D

lattice. The arrows indicate the links between sites constituting a domain. Here dis-

tinct domains are identified with different colors representing domain labels; while the

gray shaded lattice sites are of label −1. The numbers over the arrows represent the

chronological sequence in linking the sites.

y-axis coordinate. The linked-list data structure [170] is used to identify a domain. As

mentioned before, this data structure stores a data sequence in non-contiguous memory

locations. Every element of the sequence is stored in the form of a node of the list. The

node also has a reference or address of the location of the next element of the sequence.

Thus, a node in the linked-list stores data and the address of the next node in the list.

This continues till the last element of the sequence. In our work, every occupied site

is mapped to the node of a unidirectional linked-list uniquely. This node (or the lattice

site) is then linked to another node (another site) belonging to the same cluster. Thus

each domain is represented by one linked-list and every site of a domain is a node of
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the list. In this node, the data corresponding to the label being 0 and the address of

the next node (meaning the next site) of the list is stored. In this way, we can traverse

through all the lattice sites constituting a domain once the starting site is provided.

Therefore the linked-list associated with a domain is a path that traverses through it.

Such a path passes through each lattice site in the domain once. Thus by enumerating

the number of unique paths, the number of domains and the domain identification can

be done.

We now define certain variables to understand the algorithm. The two variables

xi,j and yi,j are used to define the links in the linked-list. The variable xi,j (yi,j) is the

location along the x (y) direction of the next lattice site in the path. That is, the location

of the next site in the path is stored in these variables. So assume that the sites (1, 2)

and (1, 3) are a part of the same cluster, and are linked using the linked-list. To model

this linking, the variable x1,2 = 1, and the variable y1,2 = 3.

These variables should have well defined values for the lattice sites at the beginning

and intermediate nodes of a path for traversing. However, for the end node, there

should not be any emergent connection from the end site. Thus, we assign a negative

integer to these two variables of the end node. The lattice site indices, since labeled

from 0, cannot be negative, and this is why negative integers are assigned for the end

node. It is to be noted that the linked-list that we use is unidirectional. It is essential to

define the location of the first lattice site or first node of the path. To store the location

of the starting lattice site, we introduce two variables αk and βk for each path. Here

αk and βk are the x and y locations of the first lattice site of the kth path, respectively.

Similarly, we introduce γk and δk as the pair of variables defining the x and y lattice

site corresponding to the last site of the path. We denote the total number of lattice

sites in the kth domain by using the variableN k. So to summarise, the set of variables

{αk, βk, xki,j, yki,j, γk, δk,N k}, (2.20)

are sufficient to define the kth path or the domain uniquely. The schematic diagram of

typical paths defining clusters on a 2D square lattice are shown in Fig. 2.3.
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2.4.3 Domain identification

Since we enumerate the domains of label 0, we check the label at each lattice site of

a column, beginning from the left edge. Suppose that we are at a site (i, j) during

the scan. If the label of this site is 0, then the counter variable k for domain label is

incremented by 1, and the site is assigned the label k. That is, the site is identified as

a member of the kth domain, and is included to the path of domain k. If the site is

already identified as a member of a domain, then there is no change in the label. After

site (i, j), the label of the right neighbour (i + 1, j) site is scanned. If the label of this

site is also 0, then, it is relabeled as k. This step makes the site (i + 1, j) as a part of

the same kth domain. The path for the domain also needs to be updated to include the

site (i + 1, j). After checking the right neighbour, the scan is continued to the lattice

site (i, j+ 1). The details of linking the site in a path are given in the next section. The

site (i, j) can also have label −1. In that case, the scan proceeds to (i, j + 1), without

checking the right neighbour. This process is repeated till the topmost lattice site of the

column is reached. Then, the next column is scanned, and this process is continued till

the entire system is covered. Therefore, we scan the lattice columnwise, from the left

to the right column. In such a scanning process, two distinct cases arise. The first case

corresponds to the left edge column, that is the first column that is scanned. In this

column, the domains are not identified. The second case corresponds to the column in

the bulk and the right edge of the system. We use the variable κ to record the number

of domains identified.

2.4.4 Left edge column

We shall now discuss the algorithm when the leftmost column is scanned. At the

beginning of the scan, the variable k is initialized to zero. It is incremented by one

when a new domain is encountered. To demonstrate the algorithm, assume that the

lattice site (0, 3) is the first lattice site of label 0 along the column. During the scan,

on reaching this lattice site, we increment k to 1 and relabel the lattice site (0, 3) as

1. This is a newly identified domain. Also, the site (0, 3) is the first node of the path

for the domain with k = 1 and the last. Accordingly, we store the first or the starting

site of the k = 1 path in the variables as α1 = 0 and β1 = 3. At this step, since the
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(a)
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(b)
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(0, 4) (1, 4)

(c)

−1 0
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(0, 2) (1, 2)

(0, 3) (1, 3)

(0, 4) (1, 4)

(d)

−1 0

0 −1
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(0, 2) (1, 2)

(0, 3) (1, 3)
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Figure 2.4: A schematic diagram to illustrate the possibilities arising in the scan along

the lattice sites of the leftmost column. The red arrows indicate the scanning direction,

and the blue arrows represent the inter-site links. The sites are represented by circles

and the labels are shown within the circles. Panels (a)-(c) represent different cases of

linking the site (0, 3) with its right and/or upper neighbours. In panel (d), the possibility

of a domain constituting a single site is shown.

path consists of a single site (0, 3), the end node variables are updated as γ1 = 0 and

δ1 = 3. The counter for the number of nodes in the domain is updated as N 1 = 1.

Since this is the last node of a path, we set x10,3 = −2 and y10,3 = −2. The choice of−2

is arbitrary. It is a number that is not assigned to any of the variables and denotes no

connection emerging from the site. As described previously, we then check the label

of the right nearest neighbour lattice site (1, 3). There are four possible outcomes.

Case A: If this lattice site has 0 label, then it is relabeled as 1. The end node of the

path is updated to (1, 3) by assigning x11,3 = x10,3 and y11,3 = y10,3, so that x11,3 = −2

and y11,3 = −2. The last node variables are updated as γ1 = 1 and δ1 = 3. To update

the path, the lattice site (0, 3) is linked to (1, 3) by setting x10,3 = 1 and y10,3 = 3. This

means that the location of the next site in the list after (0, 3) has x index as 1 and y
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index as 3. We also update the member counterN 1 = 2, as there are now two member

sites in the k = 1 path. Then, we continue the scan to site (0, 4) located above (0, 3).

If this too is 0, we extend the path to this lattice site by making this the end node with

the assignment x10,4 = x11,3 and y10,4 = y11,3, and update the end node variables to γ1 = 0

and δ1 = 4. The site (0, 4) is linked to the lattice site (1, 3) by redefining x11,3 = 0 and

y11,3 = 4. It is important to note the sequence of appending the sites in the path. This

possibility is schematically shown in Fig. 2.4(a).

Case B: In this case, the site (1, 3) is labeled zero but not (0, 4). This possibility is

depicted schematically in Fig. 2.4(b). Here, the last step of linking the site (0, 4) to the

site (1, 3) is not performed. That is, updations are the x10,3 = 1 and y10,3 = 3, x11,3 = −2

and y11,3 = −2, γ1 = 1 and δ1 = 3 and N 1 = 2. After this, the site (0, 4) and its right

and above neighbours are scanned.

Case C: The lattice site (1, 3) is labeled −1, but (0, 4) is labeled 0. This is similar

to the Case A, but without the intermediate step of linking the lattice site (1, 3) is not

performed here. That is, the scan finds out the label on site (1, 3) as−1 and hence does

not link it with site (0, 3). Instead the site (0, 4) labeled 0 is linked with the site (0, 3).

This example therefore illustrates that the new site or node is always linked to the last

identified site or node of the list. The situation is schematically shown in Fig. 2.4(c).

Case D: This is the last case and correspond the situation when both the lattice sites

(1, 3) and (0, 4) are −1. Then, the (0, 3) is an isolated domain as shown in Fig. 2.4(d),

and here no updations are required.

2.4.5 Column in the bulk and right edge

We shall now discuss the steps to scan the remaining columns of the system. For

concreteness, let us consider scanning of the ith column and jth row. Thus the lattice

site to be scanned is (i, j). The steps of scanning the remaining columns of the system

are the same. If the label on this site is −1, then this is a trivial case, as the site does

not belong to any domain. In this case, the scan then continues to the next lattice site

(i, j + 1) in the column. However, if the label of the site (i, j) is not −1, then the scan

has three possible outcomes. We shall discuss these cases now.
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Figure 2.5: A schematic diagram to illustrate the formation of a new domain compris-

ing of sites in bulk. The site (i, j), labeled 0, is the starting node of the path. The steps

of scanning and linking the sites in the path are similar to that in Fig. 2.4

.

New domain

The first possible outcome is that the site (i, j) is labeled as 0. This is the case of

the formation of a new domain, beginning from the site (i, j). The current value of κ

and k is incremented by one. As done in the case of the left edge, we set xki,j = −2

and yki,j = −2 for the path, as the site (i, j) is identified as the last node. We also set

N k = 1, indicating that the domain of label k has one member at this stage. The first

(last) node variables of the path are set as αk = i (γk = i) and βk = j (δk = j).

We, then, scan the lattice site (i + 1, j) followed by (i, j + 1). Similar to the case of

the left edge column discussed earlier, we can have four possible outcomes. The only

difference is, in each of the cases, the lattice site (0, 3) is replaced by (i, j). These four

cases are schematically shown in Fig. 2.5.
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Old domain

−1 −1

l 0
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−1
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−1

(i, j − 1)

(i, j) (i+ 1, j)

(i, j + 1)

(i− 1, j)

Figure 2.6: A schematic diagram to illustrate the case when the lattice site being

scanned is already labeled with a domain label. As shown, the site (i, j) is labeled

with label l. In this case, the right and upper neighbours are checked for label 0, and

are added to the path of label l.

As a second possibility, consider that the label of the lattice site is a positive integer

l, indicating that (i, j) is already identified as a member of the lth domain. Here, no

modifications pertaining to the variables of (i, j) are done. However, we need to find

out if the nearest neighbours of (i, j) are of label 0, in which case, they must be linked

to the domain l. We check the label of the right nearest neighbour lattice site (i+ 1, j).

If the label is−1, then the scan continues to the upper nearest neighbour site (i, j+ 1).

On the other hand, if the site label of (i + 1, j) is 0, then the lattice site belongs to the

lth domain. So, we have to update the site label and path variables to include (i+ 1, j)

as a part of this domain. For this, we label site (i + 1, j) with l and link the end node

of the lth path to the (i + 1, j) by setting xlγl,δl = i + 1 and ylγl,δl = j. That is, the

last added site of the lth path is linked to the site (i+ 1, j). It is important to note that

this last node need not always be site (i, j). After these updations are done, the site

(i + 1, j) is made the end node by assigning xli+1,j = −2 and yli+1,j = −2, and then,

update the end node variables to γl = i + 1 and δl = j. The modifications associated

with the addition of a node is complete by incrementing the node countN l by one. The

schematic diagram of this possibility is shown in the Fig. 2.6. For illustration, the path

identified in the previous column scanning is shown in light red. Like the earlier cases,

the next step is to consider the possibility of linking the upper neighbour lattice site
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(i, j + 1) to domain l. We again follow same steps discussed in linking site (i + 1, j)

to the domain l.

Therefore adding a site (i, j) as a new node to a path consists of three steps in

general. The first step is site (i, j) is linked to the current end node of the path. The

second step is where the site (i, j) is identified as the new end node of the path. The

last step is where the end nodes and the member counter variables are updated. These

steps are common to all the cases discussed.

Domain merging
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m m m
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(i, j + 1)

(i, j − 1)

Figure 2.7: A schematic diagram to show the possibility of domain merging. The

neighbouring sites (i, j) and (i, j + 1) obtain different labels during the scan. In this

case, the two domains need to be merged, and a single label is to be retained.

If the two neighbouring sites are assigned two different domain labels, then these

two domains need to be merged, and only one label must be retained. In the proposed

algorithm, the merging of two domains occurs when labels of neighbouring sites (i, j)

and (i, j + 1) in a column are two distinct labels. For example, consider the labels

of these sites are l and m, respectively, and assume l < m. A representative case of

such a situation is shown in Fig. 2.7. Following the Fig. 2.7, it is clear that only one

domain label needs to be retained, as the sites form one single domain. Following the

conventions adopted, the domain variables of the two are {αl, βl, xli,j, yli,j, γl, δl,N l}
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and {αm, βm, xmi,j, ymi,j, γm, δm,Nm}. The first step in merging the two domains is

to link the two corresponding paths and consolidate the two into a single one. For

doing this, the last node of the lth domain is linked to the first node of the mth node,

thereby connecting the two paths. This connection is done by setting xlγl,δl = αm and

ylγl,δl = βm. We tag the merged domain with the variables corresponding to the one

with the lower label, which in this case is l. The merger is complete by updating the

last node variables as γl = γm and δl = δm, and the total number of lattice sites in the

domain N l = N l + Nm. As the last step, the mth domain is effectively nullified by

setting Nm = 0.

We shall now see an example for illustrating the working of our algorithm. In Table

2.1, a configuration for 2D lattice with sites labeled 0 and −1 randomly is shown.

−1 −1 −1 −1 −1 0 0 0 −1 0

−1 −1 0 0 0 −1 −1 −1 0 −1

−1 −1 −1 −1 −1 0 −1 0 0 −1

−1 0 −1 −1 0 0 −1 0 −1 −1

−1 0 0 0 −1 0 0 0 −1 0

0 −1 0 0 −1 0 0 −1 0 −1

−1 0 0 −1 −1 −1 0 −1 0 −1

0 −1 0 0 −1 −1 −1 0 −1 0

0 −1 0 0 −1 0 −1 0 −1 −1

−1 0 −1 −1 −1 0 0 −1 0 0

Table 2.1: A random 2D configuration with sites labeled by binary values 0 and −1.

The identified domains are as shown in Table 2.2.

To summarize the developed algorithm, we present the flowchart in Fig. 2.8.
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−1 −1 −1 −1 −1 7 7 7 −1 9

−1 −1 5 5 5 −1 −1 −1 6 −1

−1 −1 −1 −1 −1 6 −1 6 6 −1

−1 4 −1 −1 6 6 −1 6 −1 −1

−1 4 4 4 −1 6 6 6 −1 11

2 −1 4 4 −1 6 6 −1 10 −1

−1 4 4 −1 −1 −1 6 −1 10 −1

1 −1 4 4 −1 −1 −1 8 −1 1

1 −1 4 4 −1 7 −1 8 −1 −1

−1 3 −1 −1 −1 7 7 −1 9 9

Table 2.2: Configuration of the identified domains.

Is site (i, j) 6= −1?

Is site (i, j) labeled 0?

Increment domain label κ by one and assign to (i, j).
Assign αk = i and βk = j, and γk = i and δk = j.

Increment the N k by one.

Is site (i+ 1, j) labeled 0?

Assign domain label of (i, j) (say κ) to (i+ 1, j).
Append site (i+ 1, j) at the end of path κ:

update γκ = i+ 1 and δκ = j. Increment the N κ by one.

Is site (i, j + 1) labeled 0?

Assign domain label of (i, j) (say κ) to (i, j + 1).
Append site (i, j + 1) at the end of path κ:

update γk = i and δk = j + 1. Increment the N k by one.

Is site (i, j + 1) labeled l and site (i, j) labeled l
′
, with l 6= l

′ 6= −1?

Merge domains of label l and l
′
and retain a single label (smaller number).

Recount the members in domain of the new label.

Yes

Yes

Yes

Yes

Yes

No

No

No

Go to next site

No

Go to next site

Figure 2.8: Flowchart of the developed algorithm.
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As is evident from the flowchart, the label at site (i, j) being either 0 or a positive

integer l is of interest. If it is labeled 0, then it is assigned a new domain label, and

its right and upper nearest neighbours are scanned for their labels. If the site (i, j) has

label l, then its right and upper neighbours are checked for their labels. In all the cases,

the newly identified site of a cluster is appended, or “connected” to the last identified

site of that cluster. Due to the way we scan the lattice, the merging of the domains can

only occur when the (i, j) and (i, j + 1) sites have different, non-zero domain labels.

2.4.6 Charting the boundary

The method introduced in the previous sections enables domain identification. Here

we demonstrate the steps to map the boundary or the outer edge of a domain. In this

context, it is crucial to note that a simple scan of the occupied site which possesses

unoccupied sites as NN is incorrect in identifying the boundary of a domain. This is

because a domain may contain a hole, and therefore the outer sites of a hole shall also

qualify as a boundary of the domain. Hence it is essential to have a set or rules or

an algorithm to chart out the boundary of a domain such that it excludes the internal

boundaries associated with voids within the domains. This process is referred as the

hull generating algorithm in the context of percolation theory [171, 172]. Determining

the boundary is essential to investigate the properties of the domains and apply the

methods rooted in the percolation theory.

In our method, to identify the boundary, we shall march along it in the clockwise

direction, one bond at a time. A starting site (xs, ys) on the boundary must be identified

to initiate this march. This is a very crucial step for the method outlined here. This

starting site is identified as the leftmost site along one of the rows of a domain. Then

the march is initiated after identifying the direction of the hop along the boundary to

reach (xs, ys). We refer to this as the prior hop.

Identifying the prior hop

The starting point (xs, ys), as mentioned earlier, is the leftmost site of the domain along

a row. Let the domain be labeled with m. Hence, there are only two possibilities of

the prior hop through which it can reach the site. First, the prior hop in the upward
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Figure 2.9: A schematic diagram to illustrate the prior hop and the clockwise scan-

ning for the boundary march. The march is started from the leftmost site (xs, ys) as

highlighted by the peach color. The black arrow represents the prior hop to reach the

site (xs, ys). As illustrated in the text, this prior hop can be either in the upward direc-

tion (case (a)) or leftward direction (case (b)). In (c) and (d), the blue dashed arrow

indicates the scanning of the neighbours of (xs, ys) in a clockwise manner with re-

spect to the orientation of the prior hop. The neighbour of label m encountered in this

clockwise scan then becomes the next site on the boundary.
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direction to reach the site (xs, ys). This possibility is shown in Fig. 2.9 (a). The

second possible prior hop is the leftward direction, as shown in Fig. 2.9 (b). Thus,

it is sufficient to check the label at the two lattice sites (xs+1, ys) and (xs, ys−1). The

one with the label m defines the originating site of the prior hop. After identifying

the starting site (xs, ys) and the prior hop direction, the march along the boundary

proceeds. The determination of the next hop requires the identification of the previous

hop. This information is thus checked for every marching step in our method.

Clockwise scan

After locating the starting site, we need to identify the next site on the boundary. Thus

we scan the other three nearest neighbours of (xs, ys) excluding the neighbour from

which the prior hop originates. To do this systematically, the scanning is done in the

clockwise direction with respect to the orientation of the prior hop. This is schemat-

ically shown in Fig. 2.9 (c) where the blue dashed arrow represents the sequence of

scanning the neighbours of (xs, ys), in a clockwise manner with respect to the upward

prior hopping direction. Thus, for this case, the first NN to be scanned is the left NN

(xs − 1, ys), followed by the upward NN (xs, ys + 1), and then last the rightward NN

(xs + 1, ys). At any step of this scan, if a NN with label m is obtained, that is the

next site on the boundary. For the case in Fig. 2.9 (a), the next site on the boundary is

(xs, ys + 1). Similarly, in Fig. 2.9 (d), the clockwise scan with respect to the leftward

prior hopping orientation is shown. Let this next site on the boundary be identified as

(xs′ , ys′). Then the bond connecting the two sites (xs, ys) and (xs′ , ys′) defines the ori-

entation of the prior hop to scan for the next lattice site on the boundary after (xs′ , ys′).

It may happen that all the three neighbours of (xs, ys) have label −1. Then the march

proceeds by retracing along the prior hop, and the origin of the prior hop is identified

as the lattice site (x′s, y
′
s). This process of scanning is repeated till we return to the

starting site (xs, ys), whereby the domain’s boundary is completed.

We show the path along the boundary of a cluster in Fig. 2.10. The starting site

(xs, ys), highlighted in green color, is the left most site of the bottom row. The prior

hop to reach (xs, ys) is leftward in this case as shown by a gray arrow. After identifying

the starting site and the prior hop, the scanning of nearest neighbours proceeds to
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Figure 2.10: A schematic illustration of the march along the boundary of a cluster of

label m. The leftmost site (xs, ys) in the bottom row is the starting site of the march.

The prior hop along the boundary to reach (xs, ys) is the site (xs+1, ys), thereby this is

leftward prior hop. This is shown by the gray colored arrow. The red arrows denote

the directionality of the boundary march of the cluster shown in the figure.

identify the next site on the boundary. For the case illustrated in Fig. 2.10, this next

site is upward NN of the starting site (xs, ys). As explained, the march is completed

when we return to the initial starting site (xs, ys). Therefore an essential prerequisite

for the boundary march is in the identification of the starting site and the prior hop.

2.5 Comparison of the algorithm with known methods

There are several well-known algorithms for domain identification in the percolation

analysis. In this section, we shall present our algorithm’s advantages and limitations

over standard algorithms like the Hoshen-Kopelman (HK) and the recursive neighbour

search algorithm. The comparisons are based on the computational efficiency and the

execution time. We first discuss the comparison with the HK algorithm.



40 Chapter 2. Theoretical and Numerical methods

104 105 106 107 108

Ns

10−5

10−4

10−3

10−2

10−1

100

10

Ti
m

e
(i

n
se

c)

HK
DC
Recursive

1.0×106 2.0×106

0.010

0.015

Figure 2.11: The plot of the execution time for the HK (solid blue circles), the pre-

sented domain counting (DC) (solid red triangles) and recursive neighbour search al-

gorithms (solid black squares in the inset) for different lattice sizes Ns. The main panel

includes the time required for the first scan and the post-processing steps for the HK

and the DC algorithms. A marginal gain in the execution time for the DC algorithm

as compared to the HK algorithm can be noticed. Further, the inset illustrates the time

required for the first scan by the three mentioned algorithms. The recursive neighbour

search algorithm takes the maximum time compared to the DC and the HK algorithm

for the first scan. The solid blue (red, black) lines are the least square fit for the HK

(DC, recursive neighbour search) algorithms. The data points are obtained by averag-

ing over 40 pseudo-random configurations.

2.5.1 Hoshen-Kopelman algorithm

The HK algorithm is a multiple cluster labeling algorithm widely used in clustering

and percolation studies [173]. In this algorithm, lattice sites are checked if they are

occupied and are then relabeled with a cluster label. This cluster label is based on the

labels of the scanned neighbouring sites. A new cluster label is assigned if there are

no neighbouring occupied sites. While if there is one neighbouring occupied site, then

the cluster label of the neighbouring site is assigned to the current site. When there

are more than one occupied neighbours having different cluster labels, then the low-

est cluster label is assigned. This results in cases when the cluster gets labeled with

multiple cluster labels. Then, an equivalence class of these multiple labels is created to

maintain a record that these labels denote the same cluster. There are now several varia-

tions of the HK [174–178] including a proposal to use a linked-list to group the clusters
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belonging to the same domain [179]. The application of the percolation analysis and

the HK algorithm are in diverse fields like - food and chemical engineering [180, 181],

ecology [182] and biology [183]. The HK algorithm constructs a coarse-grained link-

ing between the cluster labels. On the contrary, our approach is fine-grained as the

linking involves sites. This fine-grained approach is efficient for the cluster charac-

terization studies of the percolation theory. In the HK framework, we need to scan

the lattice every time for the percolation studies. However, in our approach, we can

traverse through the linked-lists to compute the cluster properties without any lattice

scan.

Furthermore, an additional scan after the first lattice scan is required in the HK

algorithm to label the clusters with a unique cluster label. This post-processing step in

the HK algorithm makes it slower than the DC algorithm, as shown in Fig. 2.11 main

panel. The details on computations in Fig. 2.11 and the discussion on the inset plot is

given in Appendix A. In summary, the DC algorithm is computationally efficient due

to the fine-grained linking and is also faster than the HK algorithm. These are the key

advantages of the DC algorithm in comparison with the HK algorithm.

The memory required in the DC algorithm is about three times larger than the

memory required by the HK algorithm. This is expected as the DC method needs

memory to construct the linked lists. However, this extra memory requirement is not a

significant limitation given the recent advances in memory hardware.

2.5.2 Recursive neighbour search algorithm

The recursive neighbour search algorithm involves searching and labeling the neigh-

bours of the occupied sites recursively. If an occupied site is obtained during the scan,

then it is relabeled by the current label counter. Then, the neighbours of this site are

scanned in search of occupied sites. If an occupied neighbouring site is obtained, it is

relabeled, and the function to search the neighbours of this site is called. This process

is continued recursively till all the sites of the cluster are identified. The crucial advan-

tage of this approach is that only the required cluster can be identified without needing

to identify other clusters.

There are no domain mergers in the recursion method, and hence there is no post-
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processing of the labels in this method. Therefore, we have compared the recursive

approach only in the inset where the execution times shown do not involve post-

processing. The black solid line in Fig. 2.11 is the least square fit to the data of the

recursive algorithm. The plots illustrate that the recursive neighbour search is slower

than the DC and the HK algorithm, which is a disadvantage of this method. On the

contrary, for the DC algorithm, the first scan over the lattice which labels the clusters

and constructs the linked-lists is faster. Hence within a lesser time, the more efficient

DC algorithm can be executed. The recursion method is a simplistic domain identifica-

tion approach and it does not links the sites of the cluster. Also, there are studies [184]

that demonstrate that the number of the recursive function calls becomes very large for

larger system sizes, limiting the stack memory required and making it inefficient. The

DC algorithm is not based on recursion; hence, this limitation does not apply. Also,

as the linked-lists are constructed, it is efficient to compute the geometrical properties

of the clusters. However, in the recursive approach, each calculation requires scan-

ning over the lattice. In this context, complementing the recursive approach with the

fine-grained linking using linked-lists would be efficient.

2.6 Summary of the chapter

To summarize, we have discussed the BHM Hamiltonian for the ultracold bosonic

atoms in two-dimensional optical lattices. We have studied the methods that we em-

ploy in this thesis to obtain the ground states of the BHM and its variations. The first

method is the single-site Gutzwiller mean-field method which considers the NN hop-

ping with the mean-field φ. The second method is the cluster Gutzwiller mean-field

method, which encapsulates better correlations. We then discuss a novel method that

we have developed to perform the studies related to the percolation in 2D lattices. This

algorithm enumerates the domains of a particular label on the lattice and stores the

locations of the sites constituting a cluster. We have discussed the comparison of the

presented algorithm with the existing standard algorithms like the HK algorithm and

the recursive neighbour search algorithm. We shall demonstrate the utility of this algo-

rithm in the upcoming chapters in this thesis, whereby we shall apply it to the quench



2.6. Summary of the chapter 43

dynamics studies and the percolation of the clusters in disordered optical lattice poten-

tials.





Chapter 3

Equilibrium phases of eBHM

In the previous chapter, we have discussed the equilibrium quantum phases of the BHM

and the theoretical methods employed to obtain the ground states. As discussed pre-

viously, BHM is a minimal model to describe the physics of neutral bosonic atoms in

lattices. This model encapsulates the competition between the hopping and the onsite

interaction, and depending on the relative strength between these two, the ground state

is either in MI or SF phase. Owing to the low densities of these cold atomic gases,

the interaction among the atoms are restricted to the same site. However, there are

studies that dismiss these simplifications and approximations and show the presence

of exotic, novel quantum phases. For instance, the density induced tunneling, the pair

tunneling and the nearest neighbour interactions [185–191] are some of the additional

terms that are obtained by going beyond the approximations. An extensive review of

these non-standard BHMs can be found in [153]. Also, with the advent of the dipolar

BECs, the offsite interactions are introduced in the BHM, as the onsite interaction is

not sufficient to describe the long-range dipolar interaction between the dipolar atoms.

In this chapter, we shall discuss the effect of these offsite interaction terms in the BHM.

As the dipolar interaction term falls as cubic with respect to the separation, often it is

restricted to the nearest neighbours (NN). And the anisotropy is excluded by assuming

the dipoles to be perpendicular to the lattice plane. Then this minimal model with the

NN interaction is called as extended BHM (eBHM). This model exhibits structured

quantum phases which have off-site density-density correlations, which are otherwise

not possible with the onsite interaction. Moreover, the model also exhibits the novel

45
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supersolid (SS) phase. This makes the study of this model more important as the search

for supersolidity in quantum materials is an active topic of research.

In this chapter, we shall investigate the QPTs exhibited by the eBHM in 2D square

optical lattice. We shall discuss the parameter regime of the SS phase in the phase

diagram, and shall study the robustness of this phase against the quantum fluctuations

incorporated by using the clusters in CGMF. We shall begin by discussing the eBHM

model Hamiltonian, and the characterization of the quantum phases. We shall then

present the results pertaining to the phase diagrams of eBHM obtained using the SGMF

and CGMF theory. In particular, we shall present the effect of considering larger clus-

ters on the DW to SS and MI to SF phase transition. We shall also demonstrate the

effect of the artificial gauge on the quantum phases in the eBHM. In particular, the

localizing effect of the artificial gauge field leads to enlarged parameter domains of

the SS phase in the phase diagrams. We now begin by describing the eBHM model

Hamiltonian.

3.1 Extended Bose-Hubbard model

The Hamiltonian for the eBHM is defined as follows

ĤeBHM = −
∑
p,q

J
(
b̂†p+1,q b̂p,q + b̂†p,q+1b̂p,q + H.c.

)
+
∑
p,q

n̂p,q

[
(εp,q − µ) +

U

2
(n̂p,q − 1)

]
+
∑
p,q

Vp,q n̂p,q (n̂p+1,q + n̂p,q+1) (3.1)

where p(q) is the lattice site index along x(y) direction. Similar to the BHM Hamil-

tonian given in Eq. 2.3, J is the NN hopping strength, U is the strength of the onsite

interaction, and the last term is the NN interaction term with V being its strength. The

model Hamiltonian is similar to the BHM Hamiltonian, and has the extra NN inter-

action term with V as the interaction strength. This model has been experimentally

realized with magnetic dipolar atoms in 3D optical lattices [26]. The offsite density-

density interaction, together with the hopping and the onsite interaction leads to exotic

quantum phases that will be described in the next subsection.
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3.1.1 Characterization of phases

There are several combinations of the order parameters to identify the quantum phases

exhibited by the eBHM. The NN interaction leads to the structured quantum phases

like the DW and the SS phase. The DW phase is an incompressible phase like the

MI phase, however, has a checkerboard order in the density distribution. That is, this

phase has a periodic density modulation along both the x and y direction or has a long-

range crystalline (solid) order (LRO). This phase has zero φ and integer occupancy

for each lattice site. Notationally, DW (nA, nB) denotes that nA atoms in sublattice

A and nB in sublattice B, with the average occupancy (nA + nB)/2. Such a density

distribution leads to lesser NN interaction cost than the uniform density distribution.

The SS phase is compressible phase, and has non-zero φ. Similar to the DW phase, this

phase also has an underlying checkerboard density distribution. However, the densities

at the two sublattices are real numbers. This periodic modulation of the density and

the non-zero φ implies that the SS phase has both the LRO and the ODLRO, counter-

intuitive to the common expectations. We use the SF order parameter to identity the

incompressible-to-compressible phase boundary (MI-SF, DW-SS). The SS-SF phase

transition involves density redistribution, as it is a transition from the ordered to uni-

form phase. To identify the SS-SF phase boundary, we use the static structure factor

S(π, π). It is defined as the Fourier transform of the density-density correlations, and

it reveals the underlying periodicity in the density distribution -

S(k) =
1

N2

∑
i,j

eik.(ri−rj)〈n̂in̂j〉, (3.2)

where k = kxî + ky ĵ is the two-dimensional reciprocal lattice vector, and N is the

total number of bosons in the lattice. In the checkerboard ordered SS phase, S(π, π) is

non-zero, while in the uniform density SF phase, it is zero. Thus it serves as an order

parameter to distinguish between the SS and the SF phase. Table 3.1 summarizes the

classification of all the phases discussed in the present work.
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Quantum phases np,q φp,q S(π, π) κ

Mott insulator (MI) integer 0 0 0

Density wave (DW) integer 0 6= 0 (integer) 0

Supersolid (SS) real 6= 0 6= 0 (real) 6= 0

Superfluid (SF) real 6= 0 0 6= 0

Table 3.1: Classification of quantum phases of the eBHM at zero temperature.

3.2 Phase diagram of eBHM

In this section, we shall discuss the phase diagrams of the eBHM obtained using the

SGMF and the 2 × 2 CGMF theory. As described earlier, the introduction of the NN

interaction leads to the emergence of DW and SS phases in the phase diagram. We shall

first examine the phase diagram for the homogeneous systems, that is with no artificial

gauge field. We, then, study the impact of artificial gauge field on the phase diagram.

We also study the effect of the quantum fluctuations by performing computations with

varying cluster sizes. We note the change in the critical point of the DW-SS and MI-SF

transition with different cluster sizes.

3.2.1 Homogeneous case

In Fig. 3.1, the phase diagrams of the eBHM for different values of V/U , in the

J/U −µ/U plane using the SGMF theory. The incompressible MI and DW phases are

denoted by the sublattice occupancies (nA, nB). When zV/U < 1, the ground state

for low J/U alternates between the MI and DW phases - see Fig. 3.1 (a). And, the SS

phase is seen to envelope the DW phase lobes. Thus, on increasing the J/U , the super-

fluidity in the checkerboard DW solid is induced, thereby leading to the simultaneous

occurrence of the solid and superfluid behavior. For J/U = 0 (atomic limit), the width

of the DW lobes along the is zV , while that of the Mott lobes is U [192]. This can be

analysed by comparing the energies of the DW and MI lobes as a function of µ. At

high J/U , the system is in SF phase.

In the opposite limit zV/U > 1, the DW phase is the only incompressible phase

in the phase diagram. Based on the energy analysis, it can be shown that at critical
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Figure 3.1: The phase diagrams of the eBHM with uniform hopping amplitude (Jx =

Jy = J) for V/U = 0.2, 0.27, 0.32, and 0.5 (a-d). The solid green line indicates the

incompressible to compressible MI-SF, DW-SF and DW-SS phase boundaries. The

solid blue line represents the SS-SF phase boundary. Here, the DW and MI phases are

indicated by their sublattice occupancies (nA, nB).

Vc = U/z, the MI lobes are transformed in the DW phase. Formally, the DW (2n, 0)

phase becomes degenerate with the MI (n, n) phase [192]. Another notable change is

that the width of the DW lobes in the atomic limit is U in this strong interaction regime.

Also, the SS phase occupies a relatively larger region in the phase diagram. As V is

increased, the critical Jc/U for the DW-SS transition also increases. We also note that

for zV & 1.5U , the SS-SF phase boundary appears as a linear function of the J , as

discernible from Fig. 3.1(d). The phase boundaries obtained numerically are in good

agreement with the analytical site-decoupled mean-field theory given in [193].

To consider the effect of the quantum fluctuations on the ground state phase di-

agrams, we perform the computations using 2 × 2 cluster, and the obtained phase

diagrams are shown in Fig. 3.2. The qualitative features of the phase diagram are sim-

ilar to the ones based on the SGMF, however, there are certain quantitative differences

based on the phase boundaries. First, compared to the SGMF results, the MI lobes

are enhanced with 2 × 2 cluster. Such an increase in the MI phase lobe in the BHM
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Figure 3.2: The phase diagrams of the eBHM obtained from the CGMF theory with

2× 2 clusters for uniform hopping amplitude (Jx = Jy = J) at V/U = 0.2, 0.27, 0.32,

and 0.5 (a-d). The solid green line indicates the incompressible to compressible MI-SF,

DW-SF and DW-SS phase boundaries. The solid blue line represents the SS-SF phase

boundary. Here the DW and MI phases are indicated by their sublattice occupancies

(nA, nB).

with the CGMF is reported in [160]. However, the DW lobes are suppressed with the

2 × 2 cluster. With the use of higher cluster sizes, there can be significant change

in Jc values, which is discussed later. The SS domains are also smaller in size with

the CGMF theory. Another difference is that at higher values of V and α = 1/2, the

SS-SF phase boundary commences at J/U ≈ 0 and µ/U ≈ 0 with the SGMF theory,

while with the CGMF theory, the SS-SF boundary starts at finite value of J/U and

µ/U = 0 [Fig. 3.2(c,d)]. Our results demonstrate the greater accuracy of the CGMF

theory by correcting the overestimation of the SS domain obtained from the single-site

mean-field theory. Similar corrections of the mean-field results is obtained by using the

QMC [74, 75]. Another notable difference is that the SS-SF phase boundary for large

V/U is linear with SGMF theory, while it is curved with the CGMF theory. Qualita-

tively, the value of Jc obtained using SGMF and CGMF are close to the QMC results

available in the literature. The value of Jc/U of the DW(1,0) - SS quantum phase tran-
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sition at zV/U = 1 obtained using SGMF and CGMF methods are 0.0841 and 0.0832,

respectively, and the QMC result is 0.0822 [74]. This further justifies the progressive

decrease of Jc/U of the DW-SS transition. We can systematically study the change

in the value of Jc of various QPTs by using clusters of larger size. Such an analysis -

cluster finite-size scaling, is discussed in the next subsection.

3.2.2 Cluster finite size scaling

0.0 0.2 0.4 0.6 0.8 1.0
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0.04
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Figure 3.3: The finite size scaling of Jc for (1,1) MI-SF (blue) and (1,0) DW-SS

(green) transition for different cluster sizes. The circles (triangles) represent the crit-

ical values obtained using periodic boundary conditions along both (one) spatial di-

mension. The square symbols represent the exact values in the thermodynamic limit.

The scaling is performed for α = 0 and V = 0.2U .

The phase diagrams obtained from the 2 × 2 cluster show a correction over the

ones obtained by the SGMF theory. This is because of the better representation of the

quantum fluctuations with the 2× 2 cluster. To incorporate better quantum correlation

effects, we can work with higher cluster sizes. However, the computation of an entire

phase diagram with the larger cluster sizes is compute extensive as the size of the

Hilbert space increases exponentially with cluster size. Hence, it is often reasonable

to study the shift of the critical Jc/U value with an increase of the cluster sizes. This

study is referred to as the cluster finite-size scaling. This analysis provides the location

of the phase boundary in the thermodynamic limit. As a case study, we examine the

location of the DW and MI lobe tips Jc for α = 0, and V = 0.2U . We consider

a series of square and rectangular clusters of size NC = 2 × 2, 4 × 2, 6 × 2, and

4× 4 for this analysis. We also include the results from 4× 2 and 4× 4 clusters with
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exact hopping along one spatial direction. Note that we have used the clusters with

even number of sites along the x and y direction so that the underlying checkerboard

pattern is obtained. We use the scaling parameter λ = NB/(NB + NδB) which varies

from 0 to 1. Here, NB is the number of intracluster bonds and NδB is the number of

bonds at the boundary which couples with neighbouring clusters through the mean-

field terms [160, 194]. For the SGMF theory, NC = 1×1 which corresponds to λ = 0,

while NC = ∞ results correspond to λ = 1. Thus, λ is a measure of the correlations

considered by using the clusters of varying sizes. Thus, the value of Jc improves as λ

of the cluster approaches to 1.

The finite size scaling analysis for the DW (1, 0) and MI (1, 1) phases with α = 0,

and V = 0.2U are shown in Fig. 3.3. As is evident from the figure, the Jc/U of the

tip of MI lobe increases as λ increases. That is, the overestimation of the SF phase by

the SGMF is corrected with the use of clusters, leading to an enhancement of the MI

lobe. Based on the linear fit, the thermodynamic limit of Jc is 0.05428. The results

from the exact hopping in one direction (shown by the red color) have higher λ as

there are lesser bonds coupled to the mean field. The scaling behaviour of Jc is in good

agreement with the scaling results of MI-SF in BHM [160, 195].

For the DW (1, 0) - SS transition, we observe a decrease of Jc with increasing

cluster size. The domain of the DW order shrinks with larger clusters, which also

implies that the SGMF theory overestimates the DW order. The important point is, this

phase transition shows an opposite trend as compared to the MI-SF phase transition.

From the finite size scaling analysis, the linear fit gives the thermodynamic limit of Jc

as 0.06021. This trend of Jc is also reported in earlier studies of hard-core eBHM [90,

194]. Furthermore, the scaled Jc values of eBHM phase boundaries at zV/U = 1 are

in good agreement with the QMC results [74].

3.2.3 Artificial gauge field

There has been tremendous experimental progress to simulate the effect of magnetic

fields on the charge neutral cold atoms. In particular, a combination of laser fields

can be utilized to make the atoms experience the equivalence of Lorentz force. These

fields are in general, referred to as artificial gauge fields. The presence of the artificial
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gauge field introduces the Peierls phase in the hopping, and the modified Hamiltonian

is [150, 196]

ĤeBHM = −
∑
p,q

J
(
ei2παq b̂†p+1,q b̂p,q + b̂†p,q+1b̂p,q + H.c.

)
+
∑
p,q

n̂p,q

[
(εp,q − µ) +

U

2
(n̂p,q − 1)

]
+
∑
p,q

Vp,q n̂p,q (n̂p+1,q + n̂p,q+1) (3.3)

where the strength of the magnetic field is reflected in the number of flux quanta per

plaquette α = (e/~)

∫
dr.A(r). and 0 6 α < 1; A(r) is the vector potential leading

to the synthetic magnetic field B = ∇×A, the atoms acquire a 2πα phase while hop-

ping around a plaquette. The Hamiltonian in Eq. 3.3 is written in the Landau gauge,

where the vector potential A(r) = −Byx̂. At zero magnetic field, the system pos-

sesses the translational invariance along both axes, while with the magnetic field, the

system preserves the invariance only along the x-axis of the lattice. It is possible to

introduce artificial gauge fields in experiments with lasers [97, 197–199].

We consider α = 0.5 to study the effect of artificial gauge field on the quantum

phases of the eBHM. The dashed lines in the phase diagram are with α = 0, while

the solid lines are α = 0.5. We first consider the SGMF theory to obtain the ground

state phase diagrams. It is evident from Fig. 3.4 that the artificial gauge field modi-

fies the phase boundaries of MI, DW and SS phases. As an example, the tip of the

DW (1, 0) lobe for V/U = 0.2 is enhanced from Jc/U ≈ 0.0717 by 40% to 0.101

with artificial gauge field. This enhancement in the insulating lobes and the phase

boundaries of MI (DW) - SF (SS) transition with artificial gauge field is in agreement

with the site-decoupling theory given in [193]. The tip of the SS lobe is enhanced

from Jc/U ≈ 0.084 to ≈ 0.119 implying a larger domain of SS phase surrounding the

DW(1,0) phase. This is a crucial point as the artificial gauge fields can serve better

to identify the SS phases in the ultracold atoms owing to larger phase domains. The

enhancement in the quantum phases can be understood from the localizing effect of the

Landau quantization on the itinerant bosons. Additional differences can be noted by

studying the phase diagrams obtained in the presence of gauge fields using the CGMF

theory given in Fig. 3.5. As an example, in the presence of the gauge fields, the tip
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Figure 3.4: The phase diagrams of the eBHM with uniform hopping amplitude (Jx =

Jy = J) for V/U = 0.2, 0.27, 0.32, and 0.5 (a-d). The plots show the phase boundaries

for two cases α = 0 and α = 1/2. The dashed (solid) green line indicates the MI-SF,

DW-SF and DW-SS phase boundaries for α = 0 (α = 1/2) case. The dashed (solid)

blue line represents the SS-SF phase boundary for α = 0 (α = 1/2) case. The phase

boundaries for α = 1/2 case are obtained using the Landau gauge. The data points

obtained using the symmetric gauge are represented by black solid filled circles. Here,

the DW and MI phases are indicated by their sublattice occupancies (nA, nB).

of the DW (1, 0) lobe is increased from Jc/U ≈ 0.101 in SGMF to Jc/U = 0.110

in CGMF. This increasing trend of Jc/U for the DW-SS transition in presence of the

gauge fields is opposite to the one without the gauge fields. The stability of soft-core

SS phase is consistent with the QMC results of Ref. [73, 74]. In addition, the results

also demonstrate the stability of the SS phase in the presence of the artificial gauge

field.

We also check the gauge-invariance of the phase boundaries obtained using the

SGMF and CGMF method. To do that, we use the symmetric gauge and compute the

phase boundaries for α = 0.5. The vector potential is A(r) = (1/2)(−Byx̂ + Bxŷ)

for the symmetric gauge. We observe that the phase boundaries obtained from the
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Figure 3.5: The phase diagrams of the eBHM obtained from the CGMF theory with

2× 2 clusters for uniform hopping amplitude (Jx = Jy = J) at V/U = 0.2, 0.27, 0.32,

and 0.5 (a-d). The plots show the phase boundaries for two cases α = 0 and α =

1/2. The dashed (solid) green line indicates the MI-SF, DW-SF and DW-SS phase

boundaries for α = 0 (α = 1/2) case. The dashed (solid) blue line represents the

SS-SF phase boundary for α = 0 (α = 1/2) case. Here the DW and MI phases are

indicated by their sublattice occupancies (nA, nB).

symmetric gauge are in excellent agreement with those from the Landau gauge. This

can be seen from Fig.(3.4), where the filled black circles are the data points obtained

using the symmetric gauge. Similar overlap of the Landau and the symmetric gauge

results is observed for the CGMF theory as well. The SS-SF phase boundaries are

gauge-invariant as well. Thus, the SGMF and CGMF methods give gauge-invariant

phase boundaries. This is consistent with the expectation that the observable quantities

are gauge invariant [200, 201]. It also shows that the numerical methods we have used

are robust as the results are gauge invariant.
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3.3 Summary of the Chapter

In this chapter, we have studied certain equilibrium phase diagrams of the eBHM.

In particular, we have focused on the effect of the artificial gauge fields on the novel

supersolid phase. The enlargement in the domain of the SS phase in the presence of the

artificial gauge fields shall be an experimental advantage in studying the properties of

the supersolid phase. In the context of the artificial gauge fields, we have demonstrated

the gauge invariance of the phase boundaries of the phase diagrams. We have also

discussed the effects of incorporating better fluctuations by considering large cluster

sizes. In this cluster finite-size scaling analysis, we have noticed that the density-wave

to supersolid phase boundary shifts to lower critical values of the hopping parameter.

This is contrast to the Mott Insulator to superfluid phase boundary which enhances

with larger clusters.



Chapter 4

Quench dynamics of ultracold bosons

in optical lattices

In the previous chapter, we have discussed the equilibrium quantum phases of the ul-

tracold atoms trapped in optical lattices. We have studied the phase diagrams of the

prototypical Bose-Hubbard model and its variants used for modeling these systems.

We shall now focus on the non-equilibrium aspects of these quantum systems. The

evolution state in the Hilbert space is rich and sheds light on the ground state and the

excited states of the system. Understanding such dynamics is of paramount impor-

tance for developing quantum technologies. The real-time evolution of the quantum

setups in the experiments is crucial, for example, in the state preparation: certain non-

adiabatic effects set it when a critical point of a phase transition is crossed; then it

would be important to understand the dynamical properties to reduce these excitations.

The promising quantum computing technologies involves real time manipulations of

an initial quantum state which again requires an understanding of the dynamics of these

quantum systems. An important insight can be gained by understanding the route to the

equilibrium of a non-equilibrium initial quantum state. There are different approaches

to take a quantum system out of equilibrium - connecting the system to an external

bath or applying a driving field. One simple way is by changing one of the parame-

ters of the underlying Hamiltonian of the system. By doing this, an initial quantum

state which is an equilibrium state of the initial Hamiltonian, goes out of equilibrium,

and shall try to approach the eigenstate of the final Hamiltonian corresponding to the

57
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changed parameter value. This process of changing a parameter is called the quench.

The quenching process can be of two types: sudden quench in which the parameter is

changed abruptly, and then the system is allowed to evolve under the action of a new

Hamiltonian; or slow quench in which the parameter is changed over some time dura-

tion. This thesis will focus on the slow quenches or finite rate quenches in the system

of ultracold atoms across certain QPTs.

Ultracold atoms in optical lattices are ideal candidates to study the dynamics of

closed interacting quantum systems. The long coherence times, minimal interaction

with the environment and experimental feasibility for controlling the system param-

eters make them the workhorse systems for studying the quantum dynamics. The

quenching across one or multiple QCP often leads to interesting scenarios. Intuitively,

the idea is to investigate how the spontaneous symmetry is broken in the dynamics

as the QCP is crossed. In such a scenario, the slow variation of tuning the parameter

across the QCP leads to the non-adiabatic dynamics near the critical point, character-

ized by excitations and topological defects. The reason for the loss of the adiabaticity

is the divergence of the relaxation time near the critical point (which is referred to as

critical slowing down). A cornerstone to understanding these excitations and topo-

logical defects formation for quenches across the continuous phase transitions is the

Kibble-Zurek mechanism (KZM), which is described in the next section. The KZM

predicts universal scaling laws of certain physical quantities with respect to the quench

rate. The study of the universality in the quantum dynamics and the governing critical

exponents is important and not settled as that of the universality of equilibrium quan-

tum systems. Another aspect of the quench dynamics studies concerns the route to

equilibrium of an initial non-equilibrium quantum state. The properties of the steady

state after the quench are also extensively studied. In this context, understanding the

thermalization of a quantum system is an active area of research [111, 202].

We begin this chapter by deriving the key equations of the scaling laws predicted

by the KZM theory. Then, we shall study the quench dynamics across the QPTs of

the BHM and dipolar BHM models, and investigate the universality in the quench

dynamics across these QPTs.
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4.1 Kibble-Zurek Mechanism

4.1.1 Introduction

The Kibble-Zurek mechanism is a theory that describes the non-equilibrium dynamics

of the system when quenched across continuous phase transitions. When an exter-

nal parameter - like the temperature or pressure or a parameter of the Hamiltonian

is quenched with a finite rate across the critical point, the non-adiabatic effects set in.

This breakdown of the adiabaticity near the critical point is inevitable due to the critical

slowing down, which refers to the divergence of the relaxation time of the system near

the critical point. Based on this non-adiabatic regime in the dynamics, KZM describes

the spontaneous symmetry breaking and the associated formation of the broken sym-

metry domains. The key predictions of this theory are certain universal scaling laws

with respect to the quench rate.

The pioneering works by Tom Kibble [109, 203] on the early universe constitute

the roots of this theory. Kibble studied the formation of the topological defects dur-

ing the cooling of the early universe. After the Big Bang, the universe expanded and

cooled, undergoing different cosmological phase transitions. This led to the sponta-

neous symmetry breaking and the occurrence of a non-zero order parameter. However,

Kibble argued that the choice of the broken symmetry should be limited to the causally

connected regions. That is, there would be regions of space where the order parameter

value is correlated. Moreover, outside these domains, the order parameter values will

not be correlated. Then, the meeting points or boundaries of different domains consti-

tute a defect. Kibble studied the dependence of the defect formation on the topology

of the manifolds corresponding to the degenerate symmetry choices of the system, and

so these defects are referred to as topological defects.

An important step in further developing the KZM theory was done by Wojciech H.

Zurek in the novel work [110]. He tested the ideas of Kibble of the topological defect

formation in non-relativistic condensed matter system like the He4 . However, the key

point employed in this work was the critical slowing down, which means the diver-

gence of the relaxation time of the system near the critical point. Zurek demonstrated

that the competition between the relaxation time and the quench rate determines the
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size of the broken symmetry domains being formed across the critical point. Thus,

unlike the cosmological setting, the relativistic causality does not govern the size of

the ordered domains in non-relativistic condensed matter systems. He derived a set of

scaling laws for the topological defects being produced in the quench. These set of

ideas together constitute the KZM. The key testable predictions of the KZM are the

universal scaling laws of the size of the domains and the associated defect density as a

function of quench rate. We shall now discuss the theoretical aspects of the KZM and

derive the KZ scaling laws.

4.1.2 Theory

For a second order phase transition, the correlation length ξ and the relaxation time τ

of the system diverge at the critical point. This divergence is responsible for the critical

phenomena observed near the critical point of a phase transition [2]. For many phase

transitions, this is a power-law divergence governed by the critical exponents:

ξ ∝ |ε|−ν (4.1)

and

τ ∝ |ε|−νz. (4.2)

The exponent ν characterizes the divergence of the correlation length, and z is the

dynamical critical exponent. Here the parameter ε is the reduced distance from the

critical point of the phase transition. Let us denote the quenching parameter by the

symbol J , and assume that this parameter is quenched from Ji < Jc to Jf > Jc,

where Ji, Jc and Jf represent the initial, critical and the final value of the parameter J .

Without any loss of generality, we can set Ji = 0. Thus, we have

ε =
J − Jc
Jc

. (4.3)

We assume that the initial state of the system is in the symmetric phase for J < Jc,

while for J > Jc, this symmetry is spontaneously broken, giving rise to a non-zero

order parameter. When the parameter J is slowly quenched across Jc, the reduced dis-

tance ε becomes time dependent. Near the critical point, a linearized quench protocol

can be assumed:

ε(t) =
t

τQ
. (4.4)
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Figure 4.1: The relaxation time (blue) and the inverse transition rate |ε/ε̇| (red) as

a function of the ε. The relaxation time equals the inverse transition rate at −ε̂ and

ε̂. The shaded region between −ε̂ and ε̂ is the impulse regime, whereby the system’s

relaxation time is larger than the timescale of the transition.

Here the quench time τQ determines the rate of the quenching. With this protocol, the

critical value Jc is crossed at t = 0. We further assume that the quench is initiated at

time t = −τQ so that J(−τQ) = Ji = 0. The fate of the evolving state of the system

is determined by the relaxation time. When the quench parameter is far away from the

critical point, the relaxation time of the system is small. In this case, the evolution is

adiabatic and the evolving state is close to the actual ground state. However, as the

critical point is approached, the divergence of τ breaks the adiabaticity of the system.

Thus, there are two adiabatic regimes separated by a non-adiabatic regime close to the

critical point. The switch between these different regimes is of interest in the KZM

theory. To understand this point further, consider the time scales as shown in the

Fig. 4.1.

There are two competing time scales in the dynamical evolution. The first time

scale corresponds to the one at which the parameter is quenched. That is, the time

scale is related to the inverse transition rate, or the rate at which the parameter is being

quenched. This inverse transition rate is given as |ε/ε̇|. The second time scale is the

relaxation time of the system. In Fig. 4.1, we plot these two times as a function of

reduced distance ε. For ε � 0 (corresponding to negative initial times), the inverse

transition rate is larger than the relaxation time of the system. That is, the time scale
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on which the system parameter is quenched is larger than the relaxation time, and

therefore the system “adjusts” to the variation of the parameter. This is the adiabatic

regime in the evolution, where the evolving state remains close to the ground state.

This lasts till−ε̂ after which the relaxation time of the system is larger. This persists till

ε̂. Thus, in the regime between −ε̂ to ε̂, the system is unable to adjust itself according

to the parameter that is quenched due to the diverging relaxation time. In the KZM

framework, this region is called the impulse regime. The dynamics of the system is

assumed to be frozen in this region. The post-impulse adiabatic regime begins from ε̂

since the relaxation time becomes smaller than the transition time. Thus based on the

Fig. 4.1 and the discussions, the switching between the adiabatic and impulse occurs

when

τ(ε̂) =

∣∣∣∣ ε̂˙̂ε
∣∣∣∣ (4.5)

Using the power-law divergence of τ : τ ∝ 1/|ε|νz, a scaling relation for the switch-

ing ε̂ can be determined.

τ(ε̂) =

∣∣∣∣ ε̂˙̂ε
∣∣∣∣

1/|ε̂|νz =

∣∣∣∣ ε̂˙̂ε
∣∣∣∣

1/|ε̂|νz = |ε̂|τQ
|ε̂| ∝ τ

−1/(1+νz)
Q (4.6)

Based on the scaling relation given in Eq. (4.6) and the quench protocol, we can

write the scaling relation for the transition time instant t̂ -

t̂ ∝ τ
νz/(1+νz)
Q . (4.7)

Note that the time spent in the impulse region by the system increases as the quench

is made slow, as stated by Eq. (4.7). However, the reduced distance ε becomes smaller,

due to the negative exponent in Eq. (4.6). That is, the system gets closer to the critical

point as the quench is made slower. A comparison for two different quench rates is

provided in the Fig. 4.2.
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Figure 4.2: Schematic illustration of the adiabatic and impulse regimes for two quench

rates. For τQ1 > τQ2 , the t̂1 > t̂2, as seen by the y-intercept. However, the reduced

distance Ĵ − Jc is lesser for τQ1 than in τQ2 , illustrating that for slow quenches, the

width of the impulse region in terms of the reduced distance is lesser.

The timescale of the transition ε/ε̇ = t can be expressed as

t = τQ

(
J

Jc
− 1

)
. (4.8)

In Fig. 4.2, we plot |t| for a better representation along the y axis. So for J = Ji = 0,

we have |t| = |τQ|. As shown in Fig. 4.2, we consider two quench times τQ1 > τQ2 .

The two lines corresponding to the two quench rates intersect the relaxation time at

different points. But the trend is such that for large quench times, or slower quenches,

the system gets closer to the critical point Ĵ → Jc, and the intermediate impulse

regime is narrow. However, the time that it spends in the impulse domain, given by the

y ordinate of the intersecting points, is large for the slow quenches: t̂1 > t̂2.

After the time t̂, the dynamics of the system becomes adiabatic. The frozen state

in the duration [−t̂, t̂] is an initial state for the adiabatic dynamics that follows after t̂.

The correlation length at −ε̂ gets imprinted onto the system. Since the post-impulse

adiabatic regime lies in broken symmetry parameter domain (J > Jc), the spontaneous

symmetry breaking occurs, and non-zero order parameter develops. But due to the

finite correlation length ξ̂ = ξ(−ε̂), domains of size ξ̂ are formed. That is, the system

undergoes a spontaneous symmetry breaking and choose a uniform order parameter

within a distance ξ̂. Using the divergence of correlation length: ξ ∝ |ε|−ν , the scaling

relation for ξ̂ can be obtained.
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ξ ∝ |ε|−ν

ξ̂ ∝ |ε̂|−ν

ξ̂ ∝ τ
ν/(1+νz)
Q . (4.9)

We denote the exponent of ξ̂ as b, that is b = ν/(1 + νz).

An important consequence of the KZM then is in the scaling of the topological

defect density with the quench rate. The defect density N at t̂ should scale as [110,

204]:

ξ̂ ∝ τ
ν/(1+νz)
Q

N̂ ∝ ξ̂def/(ξ̂)D

N̂ ∝ τ
(def−D)ν/(1+νz)
Q (4.10)

where D is the spatial dimension and def is the dimension of the defect. For the point-

like defects like vortices, the def = 0. The exponent of the defect density can be

denoted as d, i.e N ∝ τ−dQ , so that d = (D − def)ν/(1 + νz). From Eq. (4.9) and

Eq. (4.10), we obtain a scaling relation between the critical exponents -

d = (D − def)b. (4.11)

The origin of these topological defects are the meeting points of domains corre-

sponding to different order parameter choice. As an example, there is U(1) symmetry

breaking when the temperature T of a Bose gas is cooled below Tc, thereby the wave-

function acquires a phase. However, as per the KZM, the domains of different phases

shall be generated in the dynamics. In this case, the defects are the vortices that are

formed at the meeting point of three or more domains. It is to be noted that the es-

timate of the defect density is accurate only upto the order of magnitude [112, 129].

The prediction often overestimates the actual density of defects obtained numerically.

In such situations, a factor f is multiplied with ξ̂ to obtain better estimates, where

f ≈ 5 − 10. However, this deviation does not affect the scaling of the defect density

with the quench rate.
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Thus the key testable predictions of the KZM are given in Eq. (4.7) - (4.10). The

first experimental verification of the KZM predictions were performed with superfluid

helium [116–118]. In [116], the superfluid He4 was used and qualitative verification of

the vortices being produced in the dynamics was done. In the later works [117, 118],

superfluid He3 was preferred due its resemblance of the broken symmetries that de-

scribe the early universe. The quantitative calculations of the vortices being produced

were obtained. In this way, the justification of the scaling law was obtained. The

KZM was originally developed and tested for thermal phase transitions. Later it was

extended to the QPTs as well. One of the pioneering effort in this direction was the

work in [129] that tested the predictions of the KZM for a 1D quantum Ising model.

For the quantum systems, the relaxation time is inversely proportional to the energy

gap ∆ between the ground state and the first excited state. This gap vanishes at the

QCP, which leads to the divergence of the relaxation time. This is similar to the critical

slowing down for the thermal phase transitions, and thus the dynamics can be splitted

into the near critical impulse regime and adiabatic regimes away from the QCP. The

scaling relations can then be derived in a similar manner. Though it looks as a easy

extension, the unitary dynamics of the QPTs is very different from the damping dy-

namics in the presence of a thermal bath for thermal phase transitions. Following the

development of the quantum analogue of the KZM, there are several works in recent

times which have tested the quantum KZM theoretically [130, 205–220] and experi-

mentally [136–140, 221–223]. As discussed earlier, ultracold atoms exhibit plethora of

quantum phases and the associated QPTs and are ideal systems to study the quench dy-

namics across the QPTs. In the context of the KZM, there are many works done using

the ultracold atoms. The early investigations in the ultracold atoms were for harmonic

trapping potentials [221, 224–228]. The experimental investigations of the dynamics

of the QPT from the MI phase to the SF phase have been studied [136, 142]. On the

theoretical side, there have been works investigating the evolution of the ground states

during the quench process [115, 129, 143, 205, 207, 229–231].

In the quantum systems with a trapping potential, the effect of the inhomogeneity

needs to be accounted in deriving the analogous Inhomogeneous Kibble-Zurek mecha-

nism (IKZM). In such an analysis, a local critical value of the quenching parameter and
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local quench rate are introduced [232–235]. Depending on the speed of the quench,

the defect formation can be completely suppressed in the IKZM. Also, the assumption

that the evolving state freezes-out in the impulse regime has been recently revisited.

Coarsening of the defects being produced is observed in the impulse regime, thereby

dismissing the frozen state approximation [236–238].

In this chapter, we shall consider the quantum quench dynamics across certain

quantum phase transitions exhibited by the ultracold atoms in optical lattices. We study

the non-equilibrium dynamics across these QPT from the KZM perspective, thereby

obtaining the universal KZM scaling laws. We first discuss the quench dynamics across

the MI-SF phase transition for the neutral bosonic atoms in optical lattice. Next, we

consider the dipolar bosonic atoms and study the quench dynamics. The anisotropy

of the dipolar interaction leads to structured quantum phases. In our study, these are

the quantum phases of the checkerboard and stripe density ordering. We shall discuss

the KZM scaling laws and the critical exponents for the QPTs exhibited by the dipo-

lar atoms. After focusing on the continuous phase transitions, we shall also discuss

the polarization angle quenching leading to the structural QPT between the stripe and

checkerboard ordering. This QPT corresponds to the first order QPT, and we investi-

gate the universality akin to the KZM for continuous QPTs.

4.2 Quench dynamics across Mott-Insulator to Super-

fluid phase transition

Ultracold atoms in optical lattice constitute novel quantum systems that are used to

probe the strongly interacting regimes. As discussed before, BHM is apt to describe

these systems and it exhibits two quantum phases: the MI and SF quantum phases. In

this section, we shall discuss the quench dynamics across the MI-SF QPT, and obtain

the KZ scaling laws. We shall demonstrate the number of SF domains formed, and ver-

ify the power-law scaling of it with the quench rate. The quench dynamics across this

QPT has been previously studied experimentally [136, 142], and the theoretical predic-

tions of the critical exponents are verified. On the theoretical side too, there are stud-

ies investigating the KZ scaling laws with sophisticated numerical techniques like the
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truncated Wigner approximation [239], time-dependent Gutzwiller [143], variational

wavefunction [209]. The KZM scaling laws investigated using the time-dependent

Gutzwiller methods in [143] do not yield exponents satisfying the scaling relations.

The work presented below, however, demonstrates a precise way to locate the time t̂,

and the exponents obtained thereafter are shown to obey the scaling relations. To begin

with, we first discuss the equilibrium phase diagram and the quench protocol employed

in our simulations. Next, we shall present the results of the quench dynamics across

the MI-SF transition induced by varying the hopping strength J .

4.2.1 Equilibrium phase diagram

0 0.01 0.02 0.03 0.04 0.05 0.06
J/U
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µ
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Figure 4.3: The phase diagram of the BHM in the J/U − µ/U plane, computed using

the SGMF method.

The ground state phase diagram of the BHM in the J/U − µ/U plane, at zero

temperature is shown in Fig. 4.3. The phase diagram is obtained by using the SGMF

method and the Gutzwiller ansatz. It comprises of the characteristic MI lobes, whereby

each lobe corresponds to an integer commensurate filling. The MI phase is obtained in

the strongly interacting limit J/U → 0 whereby the strong intersite repulsion prevents

the hopping and renders the atoms pinned to the lattice sites. As discussed in Chapter

2, the SF order parameter φ = 〈b̂〉 is used as an order parameter to distinguish the MI

and SF phase. It is non-zero in the SF phase, and zero in the MI phase. The MI-SF

transition, at the tip of the Mott lobes, belongs to the (D+ 1) dimensional XY model.

This is a multi-critical point in the phase diagram. At the tip, the average density does

not vary across the critical point, and the transition is driven by the phase fluctuations.
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On the other hand, below and above the tip, the phase transition is driven by the density

fluctuations and falls in the mean-field universality class [19].

4.2.2 Quench protocol

-100 0 100 200 300 400 500
t

0

0.043

0.08

J(
t)

Linear Quench

Jc

J f

t f

Free Evolution

Figure 4.4: A schematic figure to illustrate the quench protocol used in our simu-

lations. The hopping amplitude is ramped up from value Ji to Jc in time τQ (here

τQ = 100). After the quench is terminated at Jf , the system is freely evolved to attain

a steady state. The value Ji corresponds to the MI(1) phase, and the value Jf to the SF

phase.

For our study, we start from t = −τQ and reach the critical Jc at t = 0. That is,

in time τQ, the hopping amplitude J should change from an initial Ji to Jc. The linear

quenching protocol used is

J(t) = Ji +
(Jc − Ji)

τQ
(t+ τQ). (4.12)

The parameters in the Hamiltonian are scaled with U , and time is defined in the units

of ~/U . We consider Ji = 0.0U and Jf = 0.08U , and fix the chemical potential

µ = 0.41U . This value of the chemical potential corresponds to the tip of the MI(1)

lobe, and the critical value Jc for this µ value is Jc = 0.043U . We therefore wish to

understand the MI(1) to SF quench dynamics at the tip of the lobe. At t = −τQ, the

system is in the MI(1) phase, and at t = tf , it is in the SF phase when the quantum

quench ends. We consider the system of size 100 × 100 in our computations, and

employ the PBC. These large system sizes facilitate better statistics of the topological

defects and the domains formed in the dynamics. The quench protocol employed in

our simulations is illustrated in Fig. 4.4, for τQ = 100. As demonstrated in the fig-

ure, the hopping amplitude is increased till Jf . After that, the system is freely evolved
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in time so that a steady state is attained. To initiate the quench, we first obtain the

equilibrium wavefunction |Ψi〉 that corresponds to the parameter Ji, using the SGMF

method. In the next step of the state preparation for the quench dynamics, we introduce

the phase and density fluctuations to the coefficients of the wavefunction. The phase

fluctuations are introduced to the non-zero coefficients of the |Ψi〉, by generating uni-

variate random numbers in the domain [0, 2π]. The density fluctuations are introduced

by adding noise to the amplitudes of the coefficients. This is done by generating the

univariate random numbers in the domain [0,∆], where ∆ ≈ 10−4. These fluctuations

simulate the effects of the quantum fluctuations in the system that are essential to drive

the QPT. The strength ∆ for the density fluctuations is based on the Bogoliubov modes

of the equilibrium SF state. The details are given in the Appendix C. We have consider

an ensemble of 80 randomized initial states for reliable statistics. Each of these states

are evolved in time using the time-dependent Gutzwiller equations. The derivation

of the time-dependent Gutzwiller equations is given in Appendix B. All the physical

quantities are obtained by considering the ensemble average over all the 80 samples.

4.2.3 Overlap measure
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Figure 4.5: Plot of the overlap measure O(t), defined in Eq. (4.13), to locate t̂. The

red curve indicates the overlap, while the vertical grey dashed line indicates the time

t̂ at which O(t) begins to deviate from unity. The inset zooms into the region near t̂.

The dashed blue line is a visual guide to indicate the unity on the ordinate axis.

The KZM scaling laws are applicable at the transition time t̂ between the impulse

and adiabatic domain. Thus, it is important to identify the time t̂ accurately. To locate

the t̂, we compute the overlap of the wavefunction of the system at t > 0 with the
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wavefunction at t = 0 as

O(t) = |〈Ψ(0) |Ψ(t)〉 | (4.13)

In the impulse domain, the state of the system is frozen, and it maximally picks up

a phase factor [240] in the evolution in the impulse domain. So the overlap O(t)

should be equal to unity as long as the system is in the impulse regime or t 6 t̂. At t̂,

when it passes from the impulse to adiabatic regime, the overlap shall start to deviate

from unity. Thus, computing the O(t), we locate the t̂ by noting the time at which it

deviates from unity. For numerical purposes, we consider the cutoff on the overlap in

the impulse region as 0.9995. As an example, Fig. 4.5 shows a generic plot of O(t)

around t̂. As discussed above, the key point about the overlap measure is that the

evolution of the state is maximally upto a phase factor in the impulse regime. For the

incompressible MI(1) phase, the only non-zero basis state that contributes is |n = 1〉.
So the effect of the phase corresponding to this basis state is nullified while taking

absolute value, and we get an almost constant overlap value in the impulse domain.

However, when the quench dynamics involves a transition from a compressible state,

the wavefunction is a linear superposition of different Fock states. We have observed

that in the impulse regime, each basis state evolves with an independent phase factor,

thereby making the overlap varying in the impulse region. The variations are about the

unity value, however, the smoothness is lost, and locating t̂ becomes non-trivial using

the overlap.

4.2.4 Transition from the MI to SF phase

In this part, we shall discuss the results of the quenching between the MI(1) to SF QPT.

As the SF order parameter is used to distinguish between these two quantum phases,

we begin our discussions by studying the time evolution of the SF order parameter.

SF amplitude

As a first indicator of the quench dynamics, we consider the average of the amplitude

of the SF order parameter, defined as

|Φ| =
∑
p,q

|φp,q|/Ns,
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Figure 4.6: The time evolution of the vortex density Nv (red) and |Φ| (blue) for τQ =

100. The QCP is crossed at t = 0, and the dashed grey line indicates the time t̂.

The order parameter |Φ| rises exponentially after t̂, as shown in the inset. The vortex

density Nv exhibits a steep decrease after crossing the QCP due to the annihilation of

the vortex-antivortex pairs.

where Ns denotes the number of lattice sites. The time evolution of |Φ| is shown in

Fig. 4.6 with the blue colored plot. In the initial stages of the quench dynamics, |Φ| is
small (of order 10−3), as the system is in the MI phase. In the equilibrium MI state,

|Φ| is zero; but in the quench dynamics it is finite due to the fluctuations added to

the initial state. As the QCP is crossed at t = 0, the system ought to evolve into SF

phase for t > 0 and acquire a larger |Φ|. However, there is a certain time delay for

the increase in |Φ|. We notice an exponential increase of Φ around t̂, as depicted in

the inset in Fig. 4.6. This delay is because the system is in the impulse domain upto t̂,

thereby the order parameter does not develop until reaching t̂. That is, the symmetry

is not spontaneously broken upto the time t̂. Thus the delay in the transition to the SF

state signifies the impulse domain of the dynamics. Post t̂, there is a steep exponential

increase of |Φ|, which is discernible from the plot in Fig. 4.6. The quantum quench is

terminated for t ≈ τQ, after which the system is let to free evolve. Once the quench is

terminated, the growth of the |Φ| stops, and it settles to a steady state value in the free

evolution.

The |Φ| is an averaged quantity, and does not sheds light on the local behaviour,

or site-wise nature of the SF order parameter. Therefore, we present the snapshots of

the |φp,q| for one noise realization at different times in Fig. 4.7. The small values of

|φp,q| at initial time t = −τQ can be seen in Fig. 4.7 (a). The figure also indicates the
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Figure 4.7: Snapshots of |φp,q| at certain time instants for τQ = 100. At initial time

t = −τQ, |φp,q| is small as shown in (a). After t̂, the |φp,q| increases and domains of SF

are formed. This is shown in panel (b) which is at t = t̂. These domains disappear due

to the merging as time progresses and the system becomes homogeneous, as shown in

panels (c) and (d).

fluctuations present in the values of |φp,q|. Such profiles are observed until the time t̂.

Fig. 4.7 (b) shows the profile at t̂. The formation SF domains is visible from the plot.

The formation of the domains is the signature of the KZM physics. This indicates

that there are local choices of the broken symmetry SF phase, resulting into a domain

structure. When J/U is further increased, the domains grow in size, and merge through

the phase ordering process. This is visible from the Fig. 4.7 (c)-(d), in these figures

|φp,q| is almost uniform.

Vortex density

Next we discuss the behaviour of the phase of the SF order parameter in the quench dy-

namics. The MI-SF phase transition breaks the global U(1) symmetry spontaneously,

and hence the study of the phase acquired during the evolution becomes important.

The domains of different phases can in-fact constitute a vortex, when the phase change

across the domains is a multiple of 2π. The vortices are therefore the topological de-

fects formed at the meeting points of different domains in the MI-SF transition. To
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quantify the density of the vortices formed, we use [143, 230, 241]

Nv =
∑
p,q

|Ωp,q|, (4.14)

where

Ωp,q =
1

4

[
sin(θp+1,q − θp,q) + sin(θp+1,q+1 − θp+1,q)

− sin(θp+1,q+1 − θp,q+1)− sin(θp,q+1 − θp,q)
]
. (4.15)

Here, θp,q is the phase of the SF order parameter φp,q, that is φp,q = |φp,q|exp(iθp,q). We

plot the evolution of the vortex density Nv in Fig. 4.6. The evolution of defect density

Nv is complimentary to that of |Φ|. There are large number (≈ 2200) of vortices at the

initial time of the quench. This is because of the phase fluctuations imprinted onto the

initial state of the system as a part of state preparation. In principle, these are not true

vortices as the initial state is MI phase, but these denote the phase windings. The Nv

continues to be of this order as there is no transport in the dynamics when the state is

in the MI(1) phase. However, after the system crosses the QCP at t = 0, we observe

a decrease in Nv. The decrease is very steep, and is because of the SF domains that

begin to form. Within these SF domains, there is phase coherence, and this prevents

any phase discontinuity and thus the presence of a vortex inside a domain. As time

progresses, we observe that the Nv decreases. This is because of the phase ordering

process that takes place, which tries to establish the global phase coherence throughout

the system by the domain mergers. The domain mergers results in the annihilation

of the vortex-antivortex pairs, and thus the Nv decreases. We observe these salient

features in the time evolution of the Nv in Fig. 4.6.

We plot the phase field of the SF order parameter φp,q for different time instants in

the quench, in Fig. 4.8. Such a phase field helps in the direct visualization of the phase

discontinuities and the associated vortices in the system. As mentioned before, the

location of a vortex (antivortex) is defined as the point around which the phase changes

by 2π along anti-clockwise (clockwise) direction. At the beginning of the quantum

quench t = −τQ, as seen from Fig. 4.8(a), many vortices are present in the system.

The appearance of the SF domains after the system crosses the critical point is visible

in the Fig. 4.8(b), which shows the phase profile at t = t̂. There is phase coherence

within each of the domains, as can be seen by the near uniform color. This is in
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Figure 4.8: Snapshots of the phase of φp,q at certain times for τQ = 100. Initially at

t = −τQ, the vortex density is high, as shown in (a), owing to the phase fluctuations

imprinted to the system. The domains of uniform phase are formed after the system

crosses the critical point, as shown in (b), which is at t = t̂. There is phase order-

ing process which increases the size of the domains and eventually system retains an

almost uniform phase, as shown in (c) and (d).

accordance with the KZM, where the U(1) symmetry is spontaneously broken within

“correlated regions or domains”. The phase discontinuities at meeting points of these

domains lead to the vortices. The reduction in the number of vortices (antivortices)

through vortex-antivortex annihilation is visible when we compare the plots at later

times shown in Fig. 4.8(c-d). From the sequence of the plots, post t̂, the consolidation

of the domains size or phase ordering in the system is quite prominent.

4.2.5 KZM scaling laws

After understanding the evolution of the order parameters, we study the KZM scaling

laws, for the MI-SF QPT. To obtain the critical exponents, we perform a series of

computations over quench time τQ ranging from 20 to 1000. For the considered set of

Ji and Jf , we have observed that J(t̂) is greater than Jf , when we reduce τQ below

τQ = 20. These cases are then not interesting as there is no symmetry breaking, and

no development of SF order in the system. This is the reason for the lower limit of

τQ = 20 in our computations. There is no such constraint on the upper bound of τQ,
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Figure 4.9: Power-law scaling of t̂, ξ̂ and Nv with respect to τQ. The blue error bars

denote the standard deviation of the data values. The critical exponents b and d exhibit

the scaling relation d = 2b.

apart from the exponentially increasing computation times for larger τQs.

We first verify the KZ scaling law for the transition time t̂ given in Eq. (4.7). The

log-log plot of the values obtained is shown in Fig. 4.9 (a). As discussed previously,

the t̂ is obtained from the overlap plot. The red line is the least square fit to the data

points, and the value of the exponent obtained is 0.43. We average the t̂ over the 80

realizations. It is to be noted that the sample-to-sample variation in the t̂ is very small

(±0.5). Therefore, we avoid displaying the error associated with the t̂ in the plot.

We then compute the correlation length ξ of the system at the time t̂. It is defined

as

〈b†ibj〉 ∝ exp

(−|i− j|
ξ

)
. (4.16)

For a given pair {i, j} of lattice sites, we invert the above relation to calculate ξ for

the pair. We then average this quantity over all possible pairs in the lattice, covering

all possible spatial separations. We perform an ensemble average of the correlation

length over 80 initial noise realizations, for a particular τQ. As discussed previously,

this correlation length ξ̂ is the average size of the SF domains that are formed at time

t̂, that is the size of correlated broken symmetry domains. The scaling of the ξ at t̂ for

different τQ is shown in Fig. 4.9 (b). The exponent obtained from the fitting is 0.17.
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Hence the exponent b = 0.17.

The scaling of the vortex densityNv is further shown in Fig. 4.9 (c), and the scaling

exponent is 0.41. These scaling laws demonstrate the applicability of the KZM to the

second order MI-SF QPT. Furthermore, we observe that the scaling exponent b of the

correlation length and d for the vortex density nearly obey the scaling relation d =

2b. This is an important feature of our results, as the previous works using the time-

dependent Gutzwiller mean-field have obtained exponents that do not obey the scaling

relation. Comparing the results of the power-law scaling with Eq. (4.7) - Eq. (4.10),

we estimate the equilibrium critical exponents as ν = 0.36, and z ≈ 2. The exponent

z is in good agreement with the mean-field theory prediction (z = 2). However, the

exponent ν of the equilibrium correlation length differs from the predicted value ν =

1/2. The possible reason might be the lesser correlations captured by the Gutzwiller

mean-field theory, which affects the scaling of the correlation length.

We quantify the number of domains of the SF order formed at time t̂, and inves-

tigate the power-law behaviour with the quench time τQ. Since the vortices are point

defects, their density and the number of the domains formed are related with τQ in a

similar way:

ND(t̂) ∝ 1

ξ̂D

ND(t̂) ∝ τ
−Dν/(1+νz)
Q (4.17)
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Figure 4.10: (a) The snapshot of the |φp,q| at t = t̂. The local SF domains are visible

in the plot. To count the SF domains, we label the lattice sites belonging to either the

MI or SF domain, based on the cutoff ε = 0.07. The corresponding snapshot after

applying the cutoff is shown in (b). The black domains in in (b) are the SF domains.

We count the number of the SF domains formed at t̂ using the percolation algorithm
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described in Chapter 2. We first classify the lattice sites corresponding to the MI and SF

phases by analysing the SF order parameter of the corresponding site. That is, we set a

cutoff ε on the amplitude of SF order parameter |φp,q| to distinguish the SF phase from

the MI phase. The MI regions also have a small non-zero SF order parameter, owing to

the initial fluctuations. The value of ε is taken as an average of |φp,q| over the prominent

MI phase regions in the system at t = 0. In our computations, based on this definition,

we get ε ≈ 0.07. In Fig. 4.10, we show the snapshot of a configuration of |φp,q|,
and the corresponding image of binary labels obtained after applying the threshold

ε. The black domains in Fig. 4.10 (b) are the SF domains that are counted using the

percolation algorithm. We then calculate the ensemble-averaged value of ND over the

chosen 80 randomized initial states. The scaling of ND with τQ is shown in Fig. 4.11.

The least square fit to the data implies the exponent as 0.39, that is ND ∝ τ−0.39Q . Note

that the scaling of the ND with τQ is approximately same as the scaling of the Nv with

τQ, as expected for the point-defects. Therefore, we have examined the KZM scaling

laws for the quench dynamics across the MI-SF phase transition, and have obtained

the critical exponents obeying the scaling relations. Furthermore, we have explicitly

counted the number of broken symmetry SF domains formed and have shown that its

scaling behavior is analogous to that of the vortex density.
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Figure 4.11: Power-law scaling of Nd with respect to τQ. The blue error bars denote

the standard deviation of the data values. The critical exponent of ND is in good

agreement with exponent of Nv given in Fig. 4.9 (c).
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4.3 Quench dynamics of dipolar bosons

In the previous section, we have studied the dynamics across the MI-SF QPT by vary-

ing the hopping amplitude in the BHM. The interaction term in the BHM, limited to

onsite interactions, does not support the quantum phases with off-site density correla-

tions. As we have discussed in Chapter 3, the variations of the BHM like the extended

BHM models support the structured quantum phases. Dipolar atoms interact with via

the long-range dipolar interactions, and are suitable candidates to study the structured

phases, and the associated novel QPTs. Naturally, the study of the dynamics across

these QPTs becomes important and interesting. The condensation of the atoms pos-

sessing magnetic dipole moments like the Cr [22, 39, 242, 243], Dy [24, 244] , Er

[25, 26] have been important milestones along this direction. Apart from the dipo-

lar atoms, polar molecules featuring electric dipole moments are also routinely used

[32–34, 245–247]. To model these systems, the dipolar BHM is used, which has an

extra dipole-dipole interaction term in the usual BHM Hamiltonian. The equilibrium

quantum phases and the phase diagrams of the dipolar BHM have been extensively

studied [68, 79, 81, 84, 248, 249] using various techniques. The general features of

the phase diagrams, as studied in Chapter 3 include a density modulated insulating and

the supersolid phases, apart from the usual MI and SF phases. As a simplification, the

isotropic limit of the dipolar interaction, which physically corresponds to the dipoles

polarized perpendicular to the lattice plane, is studied extensively, and the range of

the dipolar interaction is cutoff at the nearest neighbouring sites. The resulting model,

well known as the eBHM, has been studied to understand the quantum phases ex-

hibited at equilibrium, and also the quench dynamics across the QPTs of the model

[230, 241]. The repulsive and isotropic limit of the dipolar interaction results in the

checkerboard ordered density wave and supersolid phases. In [84], the quantum phases

and the corresponding phase diagrams of the tilted dipolar bosons in 2D square lattice

were investigated in detail. As the dipoles are tilted, the dipolar interaction becomes

anisotropic, and depends on the polarization angle of the dipoles. In addition to the

checkerboard pattern phases, this leads to to stripe pattern in the system. Therefore,

the model now features checkerboard and striped structured quantum phases. Note that

these two orderings are obtained by the tuning of the polarization of the dipoles, while
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the range of the dipolar interaction is truncated to NN. However, there are studies on

the V1 − V2 model, which corresponds to considering the NN (V1) and next-nearest

neighbour NNN (V2) terms, where the striped ordering is obtained [194]. Motivated

by the rich phase diagram of the tilted dipolar model, we study the quench dynamics

across different QPTs in this model. Specifically, we study the quantum quench dy-

namics across the stripe density wave to stripe supersolid, and obtain the KZM scaling

exponents. The quenching across this second order QPT complements to that in [230],

which considers the quench between checkerboard density wave to checkerboard su-

persolid phase. After investigating the universality in the dynamics across this QPT, we

study the polarization quenching of the dipoles. This leads to the structural QPT from

the stripe to checkerboard pattern, and is a first order QPT. We begin the discussions

by illustrating the theoretical model employed in our study in the section below.

4.3.1 Theoretical Model

Y

X

Z

1 2 3

4 5 6

7 8 9

Udd(θ) Udd(θ)
Cdd

Cdd

a

~d

θ α12

(p− 1, q)

(p, q − 1) (p, q) (p, q + 1)

(p+ 1, q)

Figure 4.12: The schematic of the dipolar bosons in 2D optical lattice. The lattice is in

the x-y plane, and the polarization of the dipoles is in the y-z plane. The angle between

the direction of the dipole moment ~d and the z axis is the tilt angle θ, as is illustrated

by the orange-shaded color. The dipolar interaction between the nearest neighbouring

dipoles along the x direction is represented by Cdd, while the interaction along the y

direction is given by Udd(θ).

We consider a system of dipolar bosons in 2D optical lattice of square geometry

with the lattice constant a. The co-ordinate system is chosen such that the lattice plane

constitutes the x-y plane. The schematic of the system of dipolar atoms is shown in
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Fig. 4.12. At zero temperature, the physics of the system is well described by the

dipolar BHM whose Hamiltonian is [79, 81, 84, 248, 250]

Ĥ = −
∑
〈i,j〉

J
(
b̂†i b̂j + H.c.

)
+
∑
i

n̂i

[
U

2
(n̂i − 1)− µ

]

+
Cdd

2

∑
ij

n̂in̂j
(1− 3cos2αij)
|ri − rj|3

, (4.18)

where i ≡ (p, q) represent the lattice indexes, and j ≡ (p′, q′) are the lattice site in-

dices of its nearest neighbours, b̂†i (b̂i) are the creation (annihilation) operators, n̂i is the

bosonic occupation number operator and the summation indexes within 〈· · · 〉 denote

the sum over the nearest neighbours. As is the case for the BHM, J is the nearest

neighbour hopping strength, U > 0 is the on-site inter-atomic interaction strength, and

µ is the chemical potential. The last term in Eq. 4.18 is the dipole-dipole interaction

term. The coupling constantCdd ∝ d2/a3 represents the strength of the dipolar interac-

tion. Here, d is the magnitude of either the permanent magnetic dipole moment, which

atoms like Cr, Er and Dy possess, or electric dipole moment that the polar molecules

posses. This interaction term in anisotropic, and depends on the angle αi,j , which is

the angle between the polarization axis and the separation vector ri − rj . In the setup

considered in Fig. 4.12, the polarization of the dipoles is in the y-z plane. The angle

between the z-axis and the polarization axis is denoted by θ, and is referred to as the

tilt angle. The tilt angle can be experimentally controlled by applying an external elec-

tric and magnetic field for the electric and magnetic dipoles, respectively. In this work,

we consider the atoms with magnetic dipole moment, as these are primarily used in

experiments on dipolar BECs [26]. Since the polarization is in the y-z plane, it should

be noted that θ = π/2− αij .
The long range and the anisotropic nature of the dipolar interaction induce vari-

ous structured quantum phases. These structures are based on the anisotropy of the

dipolar interaction, and therefore, in this study, we only retain the anisotropy based θ

dependence. We restrict the long range dipolar interaction to the NN sites, for simplic-

ity. This is an optimal model which encapsulates the physics of the long range dipolar

interactions of ultracold atoms in a lattice. Then the Hamiltonian is

Ĥ = −
∑
〈i,j〉

J
(
b̂†i b̂j + H.c.

)
+
∑
i

n̂i

[
U

2
(n̂i − 1)− µ

]
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+
Cdd

2

∑
〈ij〉

n̂in̂j(1− 3cos2αij). (4.19)

For the configuration considered, the dipole-dipole interaction between the dipoles

along the x-axis is always repulsive, constant and independent of θ. This is because

the angle between these dipoles and the separation vector (which in this case would

like along the x-axis) is π/2, and hence the angular dependent term is zero. However,

for the dipoles separated along the y-axis, the interaction is θ dependent and has form

Udd(θ) = Cdd(1−3 sin2 θ). The interaction along the y-axis is repulsive when θ < θM,

and attractive for θ > θM, where θM = sin−1
(

1/
√

3
)
≈ 35.3◦, is referred to as the

magic angle. At the magic angle, the dipole interaction along the y-axis is zero. In

the next subsection, we shall discuss the structures that arise due to the attractive or

repulsive dipolar interaction.

4.3.2 Characterization of quantum phases

We solve this model by using the SGMF method and the Gutzwiller ansatz as described

previously. The creation and annihilation operators, and the number operator are de-

composed into the mean field and a fluctuation operator. Then, the local Hamiltonian

takes the following form

ĥp,q = ĥBHM
p,q + ĥxp,q + ĥyp,q, (4.20)

where, the single-site Bose-Hubbard model Hamiltonian is

ĥBHM
p,q = −J

[(
φ∗p+1,q b̂p,q − φ∗p+1,qφp,q + φ∗p,q+1b̂p,q − φ∗p,q+1φp,q

)
+ H.c.

]
+
U

2
n̂p,q(n̂p,q − 1)− µp,qn̂p,q, (4.21)

the single-site mean field Hamiltonian arising from the long range interaction along

x-axis is

ĥxp,q =
Cdd

2

∑
p′

(
〈n̂p′,q〉n̂p,q − 〈n̂p′,q〉〈n̂p,q〉

)
, (4.22)

with p′ = p − 1 and p + 1. Similarly, for the long range interaction along the y-axis,

the single-site mean field Hamiltonian is

ĥyp,q =
Udd(θ)

2

∑
q′

(
〈n̂p,q′〉n̂p,q − 〈n̂p,q′〉〈n̂p,q〉

)
, (4.23)
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with q′ = q − 1 and q + 1. The total mean field Hamiltonian of the system is then

ĤMF =
∑
p,q

ĥp,q.

We use the Gutzwiller ansatz and diagonalize the single-site Hamiltonian ĥp,q self con-

sistently.

To identify the quantum phases of the dipolar BHM, we use different order param-

eters. The ground state of the standard BHM exhibits two quantum phases: MI phase

at low J/U values, and the SF phase at large J/U values. However, the dipolar BHM

model can harbour additional phases of the system. The translational symmetry of the

system is spontaneously broken by the dipolar interactions. This leads to the structured

phases like the DW and the SS phases. These phases have diagonal long-range crys-

talline order. This means that there is a periodic modulation in the density profile of

these phases. The SS phase also displays the ODLRO. That is, there is a simultaneous

solidity and superfluidity in the SS phase. Hence, it has non-zero φ and periodic mod-

ulation of the real valued 〈n̂p,q〉. To capture the periodic density modulation, the static

structure factor is used. This is defined as the Fourier transform of the density-density

correlation, given as

S(k) =
1

N2

∑
i,j

eik.(ri−rj)〈n̂in̂j〉, (4.24)

where k = kxî+ky ĵ is the two-dimensional reciprocal lattice vector, andN is the total

number of bosons in the lattice. When θ > θM , anisotropy of the dipolar interaction

induces the periodic density modulations along the x-axis only. This is because the

interaction along the y-axis is attractive, and the dipoles prefer to be aligned along the

y-axis. Hence, the S(k) for (kx, ky) = (π, 0) is non-zero in the density modulated

DW and SS phases. This implies that the translational symmetry is broken along the

x direction. These quantum phases have striped pattern, and are referred to as striped

density wave SDW (nA, nB) and striped supersolid (SSS) phases. Here, nA and nB

are the occupancies of the two consecutive lattice sites along the x direction. When

θ < θM , the dipolar interaction between the dipoles separated along the y axis is re-

pulsive. Then, there is periodic density modulation along both the x and y - directions.

The quantum phases have checkerboard order, and are as checkerboard density wave

(CBDW) and checkerboard supersolid (CBSS) phases. The checkerboard density mod-
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ulation can be captured by the S(π, π). Table 4.1 summarizes the classification of all

the quantum phases exhibited by the dipolar BHM.

Quantum phases np,q φp,q S(π, 0) S(π, π)

Mott insulator (MI) Integer 0 0 0

Striped Density wave (SDW) Integer 0 6= 0 0

Striped Supersolid (SSS) Real 6= 0 6= 0 0

Checkerboard Density wave (CBDW) Integer 0 0 6= 0

Checkerboard Supersolid (SSS) Real 6= 0 0 6= 0

Superfluid (SF) Real 6= 0 0 0

Table 4.1: Classification of quantum phases based on different order parameters.

5 15 25

5

15

25

CBDW (1,0)

5 15 25

SDW (1,0)

x (units of a)

y
(u

ni
ts

of
a)

Figure 4.13: Shows the density pattern of the system in distinct density wave phases.

Black squares mark those lattice sites which are vacant, and white squares denote

singly occupied lattice sites. The states are illustrated for fixed µ/U = 0.495,Cdd/U =

0.8 and J/U = 0.033. The CBDW (1,0) and SDW (1,0) states are obtained for θ = 0◦

and 37◦ respectively.

The checkerboard and stripe density distributions in the structured density wave

phase is shown in Fig 4.13. Here the integer pair (n1, n2) denote the occupancies of two

consecutive lattice sites along x-direction. The density modulation of the CBDW (1,0)

is along both the x and y direction. And for the SDW(1,0) phase, the density modula-

tion is only the x-direction. For the parameter domain near the stripe to checkerboard
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transition, the dipolar BHM also exhibits the emulsion states, which features regions

of both types of density modulations [84]. That is, the checkerboard and stripe pattern

coexist in the emulsion states. The density distribution of the checkerboard SS and the

striped SS states are similar to the density pattern in Fig 4.13, except that the densities

are real number.

We now consider the quantum quench across the SDW(1,0) to SSS phase transition

exhibited by the dipolar BHM. This phase transition can be crossed by the varying the

hopping amplitude across the critical point of the SDW-SSS transition. We consider

θ = 40◦ for this study, as this θ value induces the striped pattern, and also avoids the

instabilities associated with large θ. As done for the quench across the MI-SF QPT,

we consider a system of size 100 × 100 for this study as well. We investigate the

scaling laws, predicted in the KZM, for this second order QPT, and obtain the critical

exponents of the correlation length and the topological defects.

4.3.3 Equilibrium phase diagram

0 0.05 0.1 0.15
J/U

0.0

1.0

2.0

µ
/U

SDW(1,0)

SSSSDW(2,0)

SDW(3,0)

SF

Figure 4.14: Phase diagram of dipolar BHM for θ = 40◦ in the J/U − µ/U plane.

The blue line denotes the SDW - SSS phase boundary, while the red line denotes the

SSS-SF phase boundary.

The equilibrium phase diagram of the Hamiltonian given by Eq. (4.19) is shown in

Fig. 4.14. As mentioned before, we have fixed θ = 40◦ in our study. We have used the

SGMF method to obtain this phase diagram. At low values of J/U that correspond to

strongly interacting domain, the ground state is the insulating SDW phase. The phase

diagram comprises of a lobe structure, analogous to the MI lobes, such that each SDW
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lobe corresponds to an unique set of densities n1 and n2 on the two NN sites along the

x-direction. As stated before, the SDW phase is incompressible and thus has φ = 0.

As like the MI phase, there is no ODLRO in this phase. However, the SDW phase has

periodic density modulation along the x-direction. Thus the S(π, 0) equals unity in the

SDW(1,0) phase. At large J/U , the system is in the SF phase. This phase has uniform

density distribution, and therefore the structure factor S(π, 0) = 0 in this phase. And,

due to the ODLRO in the SF phase, the SF order parameter φ 6= 0. Therefore, there

are transition points in the intermediate values of J/U at which the order parameters

S(π, 0) and φ becomes non-zero. Their variation with J/U and µ = 0.17U is shown

in Fig. 4.15. The order parameters are calculated using the equilibrium, or the ground

state wavefunctions. We observe a parameter domain of J/U , as illustrated by the

grey shaded region in Fig. 4.15, where both these order parameters are non-zero. This

region is of the SS phase, as there is simultaneous presence of solidity and superfluidity

[43, 84, 249, 251].
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J/U

0.0 0.0
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|
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Figure 4.15: S(π, 0) (red) and |Φ| (blue) as a function of J/U , for µ/U = 0.17. The

black arrows mark the two transition points Jc1/U and Jc2/U , for the SDW to SSS and

SSS to SF phase transition, respectively.

The SDW-SSS is an incompressible to compressible phase transition, similar to the

MI-SF transition. At the tip of the lobe of the SDW(1,0) lobe, which is at µ = 0.17U ,

the transition belongs to the universality class of the 3D XY model. As mentioned

previously, the critical exponents are ν = 2/3 and z = 1 for this universality class.

And the prediction of the mean-field universality class is ν = 1/2 and z = 2.
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4.3.4 Transition from SDW to SSS

To study the non-equilibrium SDW-SSS quantum phase transition, we employ the fol-

lowing linear quantum quench protocol

J(t) = Ji +
(Jc − Ji)

τQ
(t+ τQ). (4.25)

Note that this is similar to the quench protocol employed to study the quench dynam-

ics across the MI-SF transition, given by Eq. (4.12). With this protocol, we have,

J(−τQ) = Ji and J(0) = Jc. For our study we take Ji = 0.02U and Jf = 0.11U , and

fix the chemical potential µ = 0.17U . The critical value is Jc = 0.067U for this value

of µ. Thus, at t = −τQ, the system is in the SDW(1,0) phase, and at t = tf , it is in

the SSS phase when the quantum quench ends. The quench protocol employed in our

simulations is shown in the Fig. 4.16, for τQ = 100. As shown in the figure, once the

quench is terminated, we evolve the system freely so that the order parameters attain

the steady values.

-100 0 100 200 300 400 500
t

0.02

0.067

0.11

J(
t)

Linear Quench

Jc

J f

Ji t f

Free Evolution

Figure 4.16: A schematic figure to illustrate the quench protocol used in our simu-

lations. The hopping amplitude is ramped up from value Ji to Jc in time τQ (here

τQ = 100). After the quench is terminated at Jf , the system is freely evolved to attain

a steady state. The value Ji corresponds to the SDW(1,0) phase, and the value Jf to

the SSS phase.

As an initial condition for the time evolution, the equilibrium wavefunction for

J = Ji is obtained, and then the density and phase fluctuations are added to it. These

fluctuations are introduced following the steps similar to ones described in 4.2.2, for

the MI-SF quench dynamics. We have considered 80 such randomized initial states

and the physical observables are obtained by averaging over all the 80 samples.



4.3. Quench dynamics of dipolar bosons 87

-100 0 100 200 300 400 500
t

0

1000

2000

3000

N
v

0.0

0.2

0.4

0.6

|Φ
|

10 15 20 25 30
0.000

0.025

0.050

Figure 4.17: The time evolution of |Φ| (blue) and Nv (red) for τQ = 100 is shown in

the figure. The inset depicts the behaviour of |Φ| near t̂. The critical point of the phase

transition is passed at t = 0. The dashed line in (a) indicates the time t̂, at which the

SF order parameter rises steeply, as illustrated in the inset. As the system enters the

SSS phase, there is an annihilation of the vortices and hence, Nv decreases to zero.

|Φ|

We present the dynamical evolution of |Φ| and Nv during the quench for τQ = 100

in Fig. 4.17. The average amplitude of the SF order parameter |Φ| is of the order

O(10−4) and stays almost constant when the system passes through the SDW(1,0)

parameter domain. This small value is due to the density and phase fluctuations during

the initial state preparation. The value of |Φ| continues to remain small till time t̂

where t̂ > 0. This is because of the delayed response of the system for the symmetry

breaking as the system is in the impulse domain. After time t̂, the evolution becomes

adiabatic, leading to the symmetry breaking and development of the order parameter.

An exponential increase in the value of |Φ| is noticeable after t̂. At a later time, a

damped oscillatory trend sets in while the average value tend towards the steady state

value. The quantum quench is terminated at tf , after which the |Φ| stops increasing.

During the free evolution followed after tf , the |Φ| settles to its steady state value.

To examine the local symmetry broken domains, we present snapshots of |φp,q| at

certain time instants during the quench dynamics in the Fig. 4.18. These correspond to

evolution of one initial state out of the ensemble of 80 states. At the beginning of the

quench t = −τQ, as discussed earlier and visible in Fig. 4.18(a), |φp,q| has small value.

The fluctuations though are prominent in the Fig. 4.18 (a). Similar configurations of
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Figure 4.18: Snapshots of |φp,q| at certain times for τQ = 100. Initially at t = −τQ,

|φp,q| is small as shown in (a). As time progresses, the magnitude of |φp,q| increases

as shown in (b). Plot (b) is at t = t̂ = 28. Domains of non-zero |φp,q| are formed at

this time, and they grow in size, thereby increasing the value of |Φ|. The representative

progress of the phase ordering and domain merging can be seen in (c) and (d). Plot (c)

is at t = 92, while plot (d) is at t = 400.

the |φp,q| are seen till time t̂. After t̂, the value of |φp,q| is shown in Fig. 4.18 (b).

As discussed previously, there are small SSS domains visible as the system exits the

impulse domain and re-enters the adiabatic evolution domain. When the J/U is further

increased, or for later times, the domains grow in size and phase ordering occurs. In

this time period, the domains merge. The representative progress of the phase ordering

are shown in Fig. 4.18(c) and (d). Note that the underlying stripe pattern of the two

quantum phases - SDW(1,0) and SSS phases, is evident in the time evolution.

Nv

The vortex density Nv is a measure of the vortices present in the system. Similar to the

MI-SF QPT, the SDW-SSS transition breaks the global U(1) symmetry spontaneously,

in which case the phase of the order parameter acquires a definite value in the SSS

phase.The vortex density is very high Nv ≈ 2500 at the beginning of the quench.

This is due to the phase imprinting due to the phase fluctuations added to the initial
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wavefunction. It remains of this order till crossing the critical point at t = 0. As the

system enters the SSS phase, domains of almost uniform phase are formed. That is,

there is phase coherence within the domains. However, the two domains need not be

correlated. As the time progresses, the system tries to restore the phase coherence via

the domain mergers. This is accompanied by the annihilation of the vortex-antivortex

pairs, reducing theNv. And at late times, in the free evolution, theNv approaches zero,

making the system phase coherent. This behaviour is similar to the one exhibited in

the quench dynamics across the MI-SF QPT discussed earlier.

20

40

60

80 (a)

20 40 60 80

20

40

60

80 (c)

-3.142

0.000

3.142

20 40 60 80

(d)

x (units of a)

y
(u

ni
ts

of
a)

Figure 4.19: Snapshots of the phase of φp,q at certain times for τQ = 100. Initially at

t = −τQ, the vortex density is high, as shown in (a), owing to the phase fluctuations

imprinted to the system. The domains of uniform phase are formed after the system

crosses the critical point, as shown in (b), which is at t = t̂ = 28. As an illustration of

the vortices in the system, we show two of them by the green circles. There is phase

ordering process which increases the size of the domains and eventually system retains

an almost uniform phase, as shown in (c) and (d). Plot (c) is at t = 92 and (d) is at

t = 400.

The snapshots of the phase of the SF order parameter φp,q are shown in Fig. 4.19.

The distribution of the phase elucidates the vortices (or antivortices) in the system. The

phase fluctuations, and thereby many vortices can be noticed from Fig. 4.19 (a), which

is for t = −τQ. At time t = t̂, after the system exits the impulse domain, we observe

SF domains as shown in Fig. 4.19(b). The phase coherence within each of the domains
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indicated by the near uniform color. And the points where two or more domains meet

illustrate the presence of vortices. The number of vortices or antivortices reduce when

the vortex-antivortex annihilation takes place. This also results in the domain mergers,

and an increase in the size of the domains, which is the phase ordering process. In

plots Fig. 4.19 (c-d), the consolidation of the domain size is prominent. And, at very

late times, the system has almost uniform phase.
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Figure 4.20: S(π, 0) as a function of time, for τQ = 100. Since the SDW phase has

crystalline property, S(π, 0) equals unity in this phase. In the SSS phase, the solidity

persists, but there is also superfluid character in the system, and S(π, 0) deviates from

unity. The hopping parameter J/U corresponding to time t is shown on the axis on the

top.

We plot the evolution of the structure factor S(π, 0) during the quench dynamics in

Fig. 4.20. As denoted in Table 4.1, the value of S(π, 0) equals unity in the SDW(1,0)

phase. Thus, in Fig. 4.20, the S(π, 0) equals upto time t = t̂. It then deviates from

unity, when a few SSS domains are developed in the system. The average value decays

as the J/U is increased, and there are large amplitude oscillations visible. Once the

quantum quench is terminated and the system is in the free evolution stage, S(π, 0)

exhibits small amplitude oscillations about the steady state value.

Critical exponents and scaling relations

Next, we study the KZM scaling laws for the SDW(1,0)-SSS QPT. To determine the

critical exponents b and d, we do a series of computations over a range of τQ. The val-

ues of Nv and ξ obtained at time t̂ of the corresponding τQ are shown in Fig. 4.21(a-b).



4.3. Quench dynamics of dipolar bosons 91

The red line is the least square fit to the data points, and the exponents b and d are ob-

tained. They are b = 0.19 and d = 0.41. We note that these exponents approximately

satisfy the KZM scaling relation d = 2b. The scaling law of the transition time t̂ as a

function of τQ is shown in Fig. 4.21(c). Using the expressions of b and d in Eq. (4.9)

and Eq. (4.10), we obtain z ≈ 2 and ν ≈ 1/3. The exponent z is in good agreement

with the mean-field theory prediction (z = 2). However, the exponent ν of the equi-

librium correlation length differs from the predicted value (ν = 1/2). It is to be noted

that previous works [143, 230, 231] employing the Gutzwiller mean-field have also

reported such deviations.
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Figure 4.21: Power law scaling of Nv, ξ and t̂ with respect to τQ. The exponent

d = 0.41, b = 0.19 and the t̂ ∝ τ 0.40Q . The obtained exponents b and d approximately

satisfy the scaling relation d = 2b. The blue error bars denote the standard deviation

of the data values.

We have also studied the quantum quench dynamics across the SDW(2,0)-SSS

QPT, in a similar way by varying the hopping amplitude. The quench protocol is

similar to the case of SDW(1,0)-SSS transition. The order parameters evolve in a

qualitatively similar way. From the results we get critical exponents as b = 0.19, and

d = 0.39, satisfying the KZM scaling relations.
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4.4 Quench dynamics across Stripe Supersolid wave to

Checkerboard Supersolid phase transition

After studying the KZ scaling across the continuous QPT, we now consider the possible

universal dynamics across a first order QPT. In our system of dipolar gases in optical

lattice, a first order structural QPT can be realized by tuning the tilt angle θ. When θ

is quenched across the magic angle θM in the system, the dipolar interaction along the

y-axis changes from repulsive to attractive, which thereby leads to a first order QPT

from the striped to checkerboard order. This quenching of the tilt angle θ can be done

in experiments by changing the orientation of the external magnetic field [26].

The first order phase transitions are different from the second order phase transi-

tions. They are characterized by the co-existence of multiple phases at the transition

point. These transitions exhibit metastability when quenched across the critical point.

That is, the evolving state after crossing the critical point remains trapped in the local

minimum that corresponds to the metastable state. The evolution towards the ground

state, characterized by the global minimum, is hindered due to the potential barrier.

The decay of the false vacuum state then proceeds by tunneling to the true vacuum

due to the fluctuations. The potential barrier is overcome beyond the critical point, de-

laying the transition to the true ground state and making the dynamics non-adiabatic.

The decay of the metastable state via the nucleation phenomenon has provided a good

theoretical basis to study the dynamics of first-order phase transitions. The nucleation

theory involves the rate equations for the dynamics of droplets that cause the decay

of metastable state. These droplets of the actual ground state grow in size, governed

by these rate equations [252]. Thus the metastability gives rise to the non-adiabatic

dynamics across the first order phase transitions. So a natural question to be asked is

whether it is possible to find any universal dynamical scaling like the KZ scaling for

the first order phase transitions. Motivated by this, we investigate the quench dynam-

ics across a first order phase transition, in the system of dipolar bosons in 2D square

lattice.

We study the dynamics of this phase transition from the perspective of investigat-

ing the universal scaling laws similar to KZM. There are previous works that have



4.4. Quench dynamics across Stripe Supersolid wave to Checkerboard Supersolid
phase transition 93

studied the KZM across the first-order phase transitions. But, not all of them show the

power-law scaling of the defect density with the quench rate. In [241], a power law de-

pendence is obtained for the topological vortices across the density wave-to-superfluid

transition, while in [253], an exponential saturation of the defects is observed for the

dynamics of a quantum search. The works in [254, 255] demonstrate the KZM scalings

in spinor condensates. The KZM scalings for the first order classical phase transitions

in magnetic systems have been reported [256]. Apart from the KZM, the decay of the

false vacuum across the first order QPTs via formation of quantized bubbles has been

studied [257, 258]. There have been extensive works on the scaling properties exhib-

ited by the first-order QPTs, and the sensitivity on the boundary conditions by Vicari

and co-workers [259–265]. It is thus pertinent to check for the presence of the impulse

and adiabatic regimes in the dynamics of striped to checkerboard transition, and the

associated power-law scalings.
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Figure 4.22: (a)Energy per particle of the ground state of the dipolar system as a

function of the tilt angle θ. There is a discontinuity in the first derivative of the energy

around θc = 35.3◦. The θ values are denoted in units of degrees. (b) Structure factors

S(π, π) (red) and S(π, 0) (blue) as a function of the tilt angle θ. Both the quantities

show a discontinuous jump at θc.

The system parameters are fixed as J = 0.05U and µ = 0.75U . At these fixed

parameter values, there is a parameter domain for the tilt angle θ whereby the SSS-
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CBSS transition can be probed [84]. The corresponding critical tilt angle θc is 35.3◦.

To examine the order of the phase transition, we study the equilibrium ground state

energy per particle E/N as a function of θ. In particular, the kink in the energy per

particle E/N of the ground state at the θc, as shown in Fig. 4.22(a), indicates a first

order quantum phase transition. For θ > θc, the system has striped order along the

y-axis. While for θ < θc, there is checkerboard ordering in the system. These two

orders are discernible from the structure factors S(π, π) and S(π, 0). As shown in

Fig. 4.22(b), S(π, π) and S(π, 0) are non-zero for the phases with checkerboard and

striped order, respectively. In the neighbourhood of θM , the converged solutions are

sensitive to the initial state. In this parameter domain, the common ground state solu-

tion is a metastable emulsion phase, that exhibits a superposition of the checkerboard

and striped orders [84, 249]. The density distribution of such an emulsion density wave

phase is shown in Fig. 4.23, exhibiting simultaneous existence of the two orders. So,

to identify the equilibrium ground state, we use different initial states and consider the

converged solution with the lowest energy as the ground state.
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Figure 4.23: The density pattern in the emulsion density wave phase. This phase

exhibits a simultaneous existence of the checkerboard and striped orders.
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Figure 4.24: Snapshots of the density at certain times in the time evolution across

SSS-CBSS transition, for τQ = 20. The subplot (a) corresponds to the initial state at

time t = −τQ, (b) corresponds to the state at time t̂ = 44, (c) denotes the density

profile at t = 50, and (d) corresponds to the density profile at the end of the quench.

We observe domains of checkerboard order emerging at t̂. The density ordering can be

noticed from subplots (b)-(d) in the figure.

SSS-CBSS quench dynamics

After establishing the order of the SSS-CBSS transition, we shall now discuss the

quench dynamics across it. The quench protocol employed in our studies is

θ(t) = θi −
(θi − θc)
τQ

(t+ τQ). (4.26)

As mentioned earlier, we consider J = 0.05U , and µ = 0.75U for the quench dynam-

ics. Using the above linear quenching protocol, we have θ(−τQ) = θi, and θ(0) = θc.

That is, from t = −τQ to t = 0, the θ changes from θi to θc. The simulations are per-

formed with θi = 37◦ and θf = 32◦ for different quench times τQ. The choice of these

parameters are based on the ground state phase diagram of the model Hamiltonian of

the system [84]. Similar to the J quenching across SDW-SSS transition, the quan-

tum fluctuations essential to initiate quantum phase transition are incorporated through

the addition of noise to the coefficients in the Gutzwiller wave function. The role of

the quantum fluctuations becomes very important as we have verified that the phase

transition occurs only when the initial fluctuations are seeded.
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To illustrate the development of the checkerboard order in the system in the dy-

namics, we show the density profiles at different stages of the evolution in Fig. 4.24.

At the start of the quench (t = −τQ), the density has striped order as can be seen in

Fig. 4.24 (a). The striped order is, then, altered after the system crosses the critical

tilt angle θc. The resulting density deformations emerge as patches of checkerboard

domains and the system appears like shown in Fig. 4.24(b). We shall later investigate

the number of such domains formed when quenched with different rates. These do-

mains grow in size and the density ordering progresses. At late times, there are large

domains of checkerboard order separated by a “network” of remnant striped order as

seen in Fig. 4.24(d).

Scaling of t̂
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Figure 4.25: Overlap Õ between the ground state and the dynamically evolved state,

and the structure factor S(π, π) as a function of time is shown in (a). The grey shaded

region denotes the non-adiabatic domain in the dynamics. The time instant t̂, which

marks the end of this domain, is when the S(π, π) becomes non-zero. In (b), we show

the S(π, 0) as a function of time. There is a decreasing trend in the S(π, 0), and near

t̂, the decay is steeper.

We use the overlap Õ as an indicator of the adiabaticity in the quench dynam-

ics, thus identifying the adiabatic and non-adiabatic domains. It is the overlap of the

quenched state with the equilibrium ground state having same θ value. The trend of

Õ(t) is as shown in the Fig. 4.25(a) with the red colored plot. At initial times, the over-

lap is close to the unit value, signifying the adiabatic evolution. Due to the growing
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fluctuations, as the quench progresses, it deviates from unity, and becomes zero at a

particular time. This then marks the beginning of the non-adiabatic domain. This non-

adiabatic domain is akin to the impulse domain encountered in the dynamics across

continuous phase transitions, due to the critical slowing down. We refer it as impulse-

like domain. The ground state of the system for θ < θc has a checkerboard ordering

and does not show good fidelity with the quenched state. The time instant when the

overlap becomes zero depends on the quench rate, but it is located near θc. After the

system leaves the impulse-like domain, it can be expected that Õ becomes non-zero,

as the dynamics becomes adiabatic. However, the state is populated with topologi-

cal defects. And, thus this state does not show good fidelity with the corresponding

equilibrium ground state. So, Õ(t) is not a good indicator of the adiabatic domain

following the impulse-like domain.

To indicate the end of the impulse-like domain, the structure factor S(π, π) is a

good order parameter. Its trend with time is as shown by the blue color plot in the

Fig. 4.25(a). The S(π, π) is zero in the SSS phase, but finite in the CBSS phase. Thus,

the emergence of the checkerboard order is signalled when S(π, π) becomes non-zero.

This also means the end of the non-adiabatic domain in the dynamics. In analogy with

the J quenching, we mark this time instant as t̂. Thus the impulse-like domain in the

dynamics persists from around t = 0 to t = t̂, as indicated by the grey shaded region.

In other words, there is a time delay in the emergence of the checkerboard order after

crossing θc. This delay implies the extent of the non-adiabaticity in the quench dynam-

ics. We now investigate the scaling of the t̂ for different quench rates. The behaviour

of t̂ with τQ is shown in the Fig. 4.26(a). The plot shows the power-law nature of t̂

with τQ, and the corresponding critical exponent is 0.70. That is, for the SSS-CBSS

quantum phase transition t̂ ∝ τ 0.70Q . As the quench dynamics progresses, the S(π, 0)

decreases and this trend is discernible from the plot in the Fig. 4.25(b). This trend con-

tinues after crossing the θc at t = 0, and it arises from the density fluctuations present

in the impulse domain. Thus the non-adiabatic domain does not correspond to the

frozen state in the dynamics, as is the case assumed in the KZM. So even though the

system displays a striped pattern in the impulse-like domain, the fluctuations continue

to evolve, causing local density changes, thereby changing the S(π, 0). After crossing
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the critical point, the striped ordered state is a metastable state and the evolving state

remains close to this metastable state. In this regard, the dynamics across the contin-

uous phase transitions is different than the first order phase transitions. Once the t̂ is

crossed, the S(π, 0) has a steeper decrease, as the system enters the adiabatic domain.

It becomes zero after some characteristic oscillations as the checkerboard order sets in

as the ground state. Another point to note is that there is a finite time interval after t̂,

where both the S(π, 0) and S(π, π) are non-zero. That is, post t̂, there are domains of

checkerboard order with the striped order as the background, it resembles the emulsion

phase [84]. However, as the quench progresses further, the striped pattern diminishes,

and the S(π, 0) becomes zero.
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Figure 4.26: Scaling of t̂, ξ̂ and ND with τQ, for the SSS-to-CBSS phase transition.

The power-law scaling of t̂ is discernible in (a), and the exponent is 0.70. In (b), the

scaling of ξ̂ is presented and the exponent is b = 0.23. The power-law scaling of ND

is shown in (c), and the exponent is d = 0.44. Note that the scaling exponents b and d

satisfy the scaling relation d = 2b.

Scaling of the number of domains and correlation length

A key result of KZM is scaling of the defect density with the quench rate, as stated in

Eq. 4.10. The domains of the uniform order parameter are because of the local spon-

taneous symmetry breaking, and this number also exhibits a scaling relation with τQ.
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The SSS-CBSS transition is a density driven transition between the quantum phases of

different density orders. Therefore, the vortex density Nv is not the correct measure to

indicate the defects produced across this transition. In other words, for the SSS-CBSS

transition, defects are not vortices. Then, as a measure of the extent of symmetry bro-

ken across the SSS-CBSS transition, we consider the number of domains ND of the

checkerboard order. We study the scaling relation of ND with τQ. As a first step, a

scheme to differentiate the SSS and CBSS domains is required. For that, we introduce

the density contrast order parameter at the (i, j) lattice site as

Ni,j =
1

2

(∣∣∣〈n̂i,j〉 − 〈n̂i,j+1〉
∣∣∣+
∣∣∣〈n̂i+1,j〉 − 〈n̂i+1,j+1

∣∣∣) . (4.27)

The value of this order parameter is ideally (nA − nB) and 0 for the checkerboard and

striped order, respectively. Hence it serves to contrast between the two ordered phases,

and classify the site (i, j) in a checkerboard or striped domain. In the quenched dy-

namics, theNi,j has a range of values, as shown in Fig. 4.27(a). Then, a threshold value
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Figure 4.27: (a) Plot of the density contrast order parameterNi,j . The regions with the

values of this order parameter smaller than a threshold value correspond to the striped

phase, while those with larger values denote the domains of checkerboard order that are

formed in the time dynamics. (b) The plot of the distribution of the binary values 0 and

−1, obtained after applying the threshold to the plot (a). The black colored domains

indicate those of label 0, while the white regions indicate the domains of label−1. The

domains of the label 0 are counted numerically.

ε of Ni,j is used to differentiate between the checkerboard and striped domains. This

threshold is obtained by considering the value of Ni,j over the prominent SSS regions

in the system. Based on this definition, we obtain ε = 0.04 in our computations. So the

sites where Ni,j > ε are considered in CBSS phase and those with lower value in SSS
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phase. The lattice sites are, then, labeled as 0 and −1 for the CBSS and SSS phases,

respectively. Thus we have a lattice with sites labeled with 0 and −1, as can be seen

in Fig. 4.27(b). Now the task is to count the number of domains of label 0. For this,

we use the methods in percolation analysis [173, 266], and use the domain counting

method outlined in chapter-2. As a check , we calculate the ND for the SDW(1,0)-SSS

phase transition. And, we obtain the critical exponent d = 0.37, which is in good

agreement with the value d = 0.41 obtained from the scaling of Nv as shown earlier

in the Fig. 4.21. Then for the SSS-CBSS transition, the scaling of ND at t̂ with τQ

is presented in Fig. 4.26 (c). We obtain a power-law scaling with the quench rate, as

expected from the KZM. The critical exponent is 0.44.

Next we compute the average linear size of the domains. This can also be thought

of as the correlation length of the system, highlighting the size of the correlated checker-

board domains formed. We again use the percolation methods to compute the percola-

tion correlation length, ξ. This correlation length is based on the geometrical properties

of the domains of the checkerboard order, and is defined as an average over the radii

of the domains in the system:

ξ2 =

∑
sR

2
ss

2ns∑
s s

2ns
, (4.28)

where Rs is the gyration radius of the cluster of s sites, and the ns denotes the average

number of clusters of size s per site. In the summation, the contribution from the in-

finite, percolating clusters is omitted [167, 168]. The scaling of this correlation length

at time t̂ with the quench time τQ is shown in Fig. 4.26 (b). The power-law scaling

exponent obtained is 0.23. An important point to be noted is that the scaling exponents

of ξ and ND obtained satisfy the scaling relation d = 2b, similar to the case for the

SDW-SSS second order quantum phase transition. Note that we have used the perco-

lation correlation length for the analysis. The correlation length “extracted” from the

two-point correlation function 〈b̂†i b̂j〉 is an improper choice for this phase transition,

as the SF order parameter φ is non-zero in both SSS and CBSS quantum phases. The

correlation length obtained by this method is a constant as a function of τQ.

Thus, the quantum phase transition from the striped supersolid to checkerboard

supersolid phase exhibits the universal scaling relations with the quench rate. The
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scaling exponents obtained satisfy the scaling relations. Using the expressions of the

power-law scalings, we obtain the critical exponents ν ≈ 1 and z ≈ 3 for the SSS-

CBSS phase transition.

4.5 Summary of the chapter

In this chapter, we have studied the quench dynamics and the associated KZ scaling

laws across some QPTs exhibited by the ultracold atoms. In particular, we have stud-

ied the dynamics across the MI-SF quantum phase transition, and have investigated

the KZ scaling relations and the critical exponents. We have analysed both the defect

density, and the number of domains formed, and have seen the consistency in the scal-

ing behaviour of these two quantities. For the dipolar bosons in the optical lattice, we

have studied the quenching of the hopping amplitude across the SDW(1,0)-SSS tran-

sition, and have reported the KZ scaling laws. Specifically, we obtain the power-law

scaling of the vortex density, and the correlation length of the system, at time instant

t̂. The critical exponents b and d obtained by quenching across MI-SF and SDW-SS

transition both obey the scaling relation d = 2b. Then, the structural first-order quan-

tum phase transition from the striped to the checkerboard supersolid phase is studied

by quenching the tilt angle θ. There is a non-adiabatic domain in this transition ow-

ing to the metastability of the evolving state across the critical point. The duration of

this non-adiabatic domain, or the time t̂ obeys a power-law scaling with the quench

rate, quite similar to the classic KZM. Motivated by this, we further compute the per-

colation correlation length and the number of domains of the checkerboard order and

obtain their power-law scaling with the quench rate, as is expected in the KZM. These

findings suggest the description of the dynamics of first order QPT with the KZM-like

physics.





Chapter 5

Percolation analysis of BG-to-SF

transition

Disorder has profound importance in understanding the properties of materials theo-

retically and experimentally. Most of the condensed matter systems inevitably pos-

sess impurities like vacancies and extended defects. Therefore the consideration of

its effects on the material properties becomes important. For instance, the Anderson

localization [267] for non-interacting systems and many-body localization [202] for

interacting systems are due to the effects of the disorder. The interplay between the dis-

order and interactions among the constituent particles lie at the heart of the rich physics

exhibited by the disordered quantum systems. This interplay results in the novel low-

temperature glassy phases that are obtained only in the presence of the disorder. The

study of transport properties of disordered solids and the associated universality classes

of the metal-insulator transitions have been extensively studied. The transition in the

nature of states at the Fermi energy from extended to localized is the reason behind

the metal-insulator transition [268]. The strong interactions lead to insulating quantum

phases, for instance, the Mott Insulator. The presence of disorder imparts an insulating

nature, as the wavefunctions in disordered systems are localized. Thus, the combined

effects of interactions and disorder on the QPTs are important to study. This study

is posed with several questions [269–272]: Does the QPT remains sharp or becomes

smeared due to the disorder? Do (and if yes, how) the critical exponents change? Are

the bulk phases obtained in the clean counterpart stable?

103
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The effect of the disorder on the bosons in lattices has gained importance following

the work by Fisher et al [19]. It was shown that the direct Mott Insulator-to-superfluid

transition is prohibited in disordered lattice potential, as the novel Bose glass (BG)

phase intervenes the two. The BG phase is characterized by finite compressibility yet

is an insulating phase. It can be understood as the Griffiths phase of the superfluid-

insulator transition. That is, in the BG phase, the rare large regions of the superfluid

order coexist with the bulk insulating phase. These SF islands are responsible for the

finite compressibility of the BG phase. However, they do not generate a phase coher-

ence across the system. In the SF phase, however, there is phase coherence throughout

the system. Such an establishment of the phase coherence occurs as the SF islands

grow in size and merge to become a single island. Therefore, the BG-to-SF transi-

tion can be studied using the percolation theory. In the BG phase, the SF islands are

non-percolating; and in the SF phase, these islands percolate.

In this chapter, we shall study the percolation analysis of the SF clusters in the BG

phase. We wish to understand the critical properties of the BG-to-SF transition in a

2D square optical lattice. We begin by discussing the disordered Bose-Hubbard model

(DBHM) apt to model the physics of disordered bosons in lattices. We then present

the percolation analysis of the SF clusters in the BG phase for increasing values of

the hopping amplitude across the critical value of the BG-SF transition. We compute

the correlation length of the system and demonstrate its divergence near the critical

point of the BG-to-SF transition. These calculations are done employing the fine-

grained method that we have developed for the percolation analysis using linked-lists,

as discussed in Chapter 2. We calculate the critical exponent ν characterizing the

critical divergence and find it belongs to the 2D percolation universality class. The

trend of the superfluid stiffness further strengthens our results as it shows an increase

near the critical point obtained via the percolation analysis. Here we mention that there

are previous works [273, 274] that study the geometric properties of the SF clusters in

the BG phase. In our study, however, we have explicitly computed the correlation

length based on the size of the clusters and supported the percolation results with the

computations of the superfluid stiffness.
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5.1 Disordered Bose-Hubbard model

5.1.1 Theory

The DBHM for a square lattice with nearest neighbour hopping is defined by the

Hamiltonian [19, 105, 275–277]

Ĥ = −
∑
p,q

[
Jx

(
b̂†p+1,q b̂p,q + H.c.

)
+ Jy

(
b̂†p,q+1b̂p,q + H.c.

)]
+
∑
p,q

n̂p,q

[
U

2
(n̂p,q − 1)− µ̃p,q

]
. (5.1)

where p (q) is the lattice index along x (y) axis, Jx (Jy) is the hopping strength be-

tween two nearest neighbour sites along x (y) axis, U > 0 is the on-site inter-atomic

interaction strength, and µ̃p,q = µ − εp,q is the local chemical potential. The disor-

der is introduced through the random energy offset εp,q which is a univariate random

number in the range [−∆,∆], where ∆ denotes the strength of the disorder. The offset

εp,q modifies the diagonal term in the Hamiltonian, and so such a disorder is called

the diagonal disorder. On the contrary, randomness can also be introduced in the off-

diagonal terms, for instance in the hopping strength Jx (or Jy), which is then referred

as the off-diagonal disorder [278–281]. For the off-diagonal disorder, the phase dia-

gram becomes richer, and an additional Mott-glass (MG) phase is obtained. Disorder

can also be introduced in the interparticle interaction U by manipulating the Feshbach

resonance [282–284].

The study of the superfluid helium adsorbed on porous media motivated the study

of the disorder and interactions among the bosons in lattices [285, 286]. Cold atoms in

optical lattices constitute relatively recent and efficient systems to study the effects of

disorder on the atoms in lattices. In these systems, the DBHM is realized by consider-

ing a disordered lattice potential generated by shining speckle beam [137, 287–289],

using non-commensurate lattice potentials [290, 291], or using distinguishable, ran-

domly distributed atom species [30, 292]. These controlled ways of introducing the

disorder make these systems efficient for studying the effects of the disorder, contrary

to the condensed matter systems. The experimental measurements on the BF-SF tran-

sition have been reported [137, 291, 293–295].
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We make a note that the disorder that we consider in our studies is quenched dis-

order, which is a static or frozen-in disorder, whereby the impurities do not move or

change over the system timescales. Therefore, every disorder realization is different

in the case of quenched disorder, and the physical quantities need to be ensemble av-

eraged over the disorder realizations. To obtain reliable statistics, it is essential to

consider a large number of disorder realizations and large system sizes to eliminate the

finite-size effects.

5.1.2 Quantum phases of DBHM

The ground state phase diagram of the DBHM is extensively studied using various

techniques: the mean-field method [296], stochastic mean-field theory [277, 297, 298],

Gutzwiller technique [156, 157], the QMC [278, 282, 299–301], strong coupling ex-

pansion [302], density matrix renormalization group (DMRG) for one-dimensional

systems [303–305]. The ground state phase diagram of the DBHM exhibits the quan-

tum phases determined by the competition between the hopping energy J , the inter-

action energy U and the disorder strength ∆. For a moderate ∆ and small J/U , the

strong on-site repulsion favours the incompressible MI phase. As discussed before, the

system has integer commensurate filling in the MI phase and the number fluctuations

are suppressed. For large J/U , the strong hopping overcomes the on-site repulsion and

the system favours the compressible SF phase. The atoms possess itinerant property

and the number fluctuations are present in the SF phase. There is a long-range phase

coherence in the system. In the intermediate J/U , the two phases are separated by the

BG phase. The BG phase structurally has the SF islands inlaid in the background in-

sulating MI phase. This is an insulating yet compressible glassy phase obtained solely

due to the finite disorder in the system. As discussed in [306], the BG phase is char-

acterized by complex energy landscapes with many metastable minima. This results

in the long relaxational times, as is a signature of the glassy systems, hence the name

Bose Glass phase. The different metastable configurations in the BG phase differs in

the phase alignment of the SF islands in the BG phase. That is, in an island, the phase

of the SF order parameter is uniform, but differs across the SF islands. Therefore, such

an existence of metastable states is considered the reason for the glassy feature of the
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BG phase.

The MI and SF phases of the clean BHM are distinguished using the SF order

parameter φ. As discussed earlier, the φ is zero in the MI phase and is non-zero in the

SF phase. Apart from the SF order parameter, the number fluctuation δnp,q at a lattice

site can be used to distinguish the MI and the SF phase. With the inclusion of the

disorder, the MI to BG phase transition can be identified using the number fluctuations

or the SF order parameter φ. The number fluctuations are finite in the BG phase owing

to the SF islands, while they are negligibly small in the number coherent MI phase.

Also, due to the SF islands, φ 6= 0. To demarcate the BG-SF phase boundary, the SF

stiffness ρs is used. The SF phase exhibits phase coherence. In other words, a finite

amount of energy is required to alter the phase coherence or to change the phase. This

property is utilized in the superfluid stiffness ρs. Twisted boundary conditions (TBC)

are imposed on the state to compute the ρs. The twisted boundary condition for the

wavefunction is defined as [307]

Ψ(x1, x2, . . . xi +Nx, . . .) = eiϕΨ(x1, x2, . . . xi, . . .), (5.2)

where the {xi} are the co-ordinates of the wavefunction and Nx is the size of the

system. If the TBC is applied along the x direction, the hopping term in the DBHM is

transformed as

Jx(b̂
†
p+1,q b̂p,q + H.c)→ Jx(b̂

†
p+1,q b̂p,qe

i2πϕ/L + H.c), (5.3)

where, ϕ is the phase shift or twist applied to the PBC, L is the size of the lattice

along x direction, and 2πϕ/L is phase shift of an atom when it hops between nearest

neighbours. Accordingly, ρs is computed employing the following expression [305,

307]

ρs =
L

8π2

∂2E0

∂ϕ2

∣∣∣∣
ϕ=0

, (5.4)

whereE0 is the ground state energy with twisted boundary condition. In the BG phase,

due to the absence of a global phase coherence, ρs = 0 while in SF phase, ρs 6= 0.

We summarize the different quantum phases and their characterization using order

parameters in Table. 5.1.
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Quantum phase ρs δnp,q φ

Superfluid (SF) 6= 0 6= 0 6= 0

Mott insulator (MI) 0 0 0

Bose glass (BG) 0 6= 0 6= 0

Table 5.1: Classification of quantum phases and the order parameters supported by

DBHM at zero temperature.

5.1.3 Single site Gutzwiller mean field for DBHM

We use the SGMF theory to obtain the ground state of the DBHM. The details of this

method were introduced in Chapter 2. After decomposing the creation and annihi-

lation operators into a mean field and fluctuation operator, the DBHM Hamiltonian

given in Eq. (5.1) reduces to the mean-field Hamiltonian which is a sum of single site

Hamiltonians ĤMF =
∑
p,q

ĥp,q. The single-site Hamiltonian ĥp,q is given as

ĥp,q = −Jx
[(
b̂†p+1,qφp,q + φ∗p+1,q b̂p,q − φ∗p+1,qφp,q

)
+ H.c.

]
−Jy

[(
b̂†p,q+1φp,q + φ∗p,q+1b̂p,q − φ∗p,q+1φp,q

)
+ H.c.

]
+

[
U

2
n̂p,q(n̂p,q − 1)− µ̃p,qn̂p,q

]
, (5.5)

To obtain the ground state of the system, the site dependent Gutzwiller ansatz is

used. The phase diagram computed using the SGMF method for ∆ = 1.2U shown in

Fig. 5.1, and consists of the BG and SF phases.

The absence of the MI phase is due to the high disorder strength. For the further

computations, we fix µ = 0.2U and scan the quantum phases as a function of J/U .

The snapshots of |φp,q| for selected values of J/U are shown in Fig. 5.2, for a 100×100

system. In the figure, the rare SF islands in the BG phase are noticeable in Fig.5.2(a)

which is for J/U = 0.009. These SF islands increase in size as the J/U is increased.

This can be seen in Fig. 5.2 (b) which shows |φp,q| for J/U = 0.015. The SF islands

though large, are non-percolating, and hence, introducing a phase twist does not cost

energy. On reaching critical J/U , a spanning cluster emerges, and the system under-

goes percolation transition. This is illustrated in the Fig. 5.2(c), the system supports a
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Figure 5.1: Phase diagram of DBHM with SGMF method for disorder strength

∆ = 1.2U , in the J/U − µ/U plane. The BG phase is obtained in the strongly in-

teracting limit, that is, at low J/U value. The SF phase is obtained for large values of

J/U . The two quantum phases are distinguished by the stiffness ρs averaged over 500

disorder realizations. Reprinted figure from [Sukla et al., PRA, 99, 053610 (2018).]

Copyright c© 2018, American Physical Society.

spanning cluster for J/U = 0.019. Due to the spanning SF cluster, introducing a phase

twist costs energy, and superfluid stiffness ρs assumes a finite value. Upon further in-

crease of J/U , the background MI phase region is completely depleted and the entire

system is in the SF phase. This is discernible from the Fig. 5.2 (d).

5.2 Percolation theory

Based on the previous discussions, the BG-to-SF transition can be studied by using

the percolation theory. The percolation theory analyses the statistical and geometri-

cal properties of the clusters of sites on a lattice [167]. An essential feature of the

percolation systems is their universal properties near the percolation transition point

pc. The percolation transitions exhibit critical phenomena similar to those encountered

for the continuous thermal and quantum phase transitions. The different percolation

quantities, related to the size of the clusters, follow a power-law scaling as a function

of the reduced distance from the pc. One such property which exhibits a power-law

divergence at the transition is the correlation length of the system ξ. It is defined as an
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Figure 5.2: Snapshots of |φp,q| at different J/U values. Panels (a)-(d) correspond to

the J/U values as 0.009, 0.015, 0.019 and 0.025 respectively. As the J/U is increased,

the SF domains percolate and the system undergoes a transition from BG to SF phase.

Here Jc ≈ 0.017U for the system parameters µ = 0.2U and ∆ = 1.2U considered in

the computations.

average over the cluster radii in the system

ξ2 =

∑
sR

2
ss

2ns∑
s s

2ns
, (5.6)

where Rs is the gyration radius of the cluster of s sites, and the ns denotes the average

number of clusters of size s per site. In the summation, the contribution from the

infinite, percolating clusters is omitted [167, 168]. At the percolation transition ξ shows

power-law divergence

ξ ∝ |p− pc|−ν (5.7)

where ν is the corresponding critical exponent. The radius of gyration of a cluster is

defined as the root mean-square distance ri of the constituting cluster sites from the

center of mass of the cluster rc

R2
s =

〈∑
i (ri − rc)

2

s

〉
. (5.8)

As the Eq. (5.8) implies, the calculation ofRs requires the distance of a lattice site from

the center of mass of the cluster. For systems with the PBC, there are two possible
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definitions of the distance between two lattice sites, owing to the absence of edges.

Therefore, to resolve this shortcoming in a consistent way, we unwrap the system.

After this is done, the clusters in the original system are mapped onto a larger system

with double dimensions. The distance between the lattice sites in a cluster is defined

without ambiguity in the larger system. We have outlined the steps of this procedure

in the Appendix D. The fine-grained approach of our method using paths, introduced

in Section 2.4.3, helps in evaluating the geometric properties of the SF clusters.

In the following, we demonstrate the divergence of the correlation length near the

BG-SF transition. In the BG phase, the sites with non-zero SF order parameter are con-

sidered occupied. A threshold of 10−3 is imposed on the SF order parameter to identify

the occupied sites. Thus, the sites with SF order parameter greater than 10−3 are the

sites of the SF region and the remaining sites constitute the MI phase. We expect the SF

clusters to percolate as the critical Jc of the BG-to-SF transition is approached. There-

fore, the power-law divergence of the correlation length can be equivalently written in

terms of reduced hopping strength as

ξ ∝ |J − Jc|−ν . (5.9)

For our studies based on the statistics of the SF clusters in the BG phase, we choose

the system size as 1000 × 1000. We have observed finite-size effects for system sizes

up to 100 × 100. The finite-size effects are due to the poor statistics resulting from

fewer domains in a small system. To fix this, we use a larger system size to obtain

reasonable domain statistics. The sample to sample variation in the correlation length

gets reduced as the statistics is improved. However, the calculation of ρs is performed

with a 100 × 100 system, as the computations with the twisted boundary conditions

require a long execution time for a 1000 × 1000 system. The loop over the twist

angles in the computation of the ρs is responsible for long execution time. Also, in

general, the system size of 100×100 is suitable for other studies to probe the average or

coarse-grained properties, such as the determination of the phase diagram and quench

dynamics. The order parameters are ensemble averaged over 60 disorder realizations.
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Figure 5.3: Plot of the correlation length ξ and the superfluid stiffness ρs as a function

of J/U . The chemical potential is µ = 0.2U and disorder strength is ∆ = 1.2U for

these calculations. The results are obtained by averaging over 60 disorder realizations.

In plot (a), we observe a divergence of ξ, signaling the percolation transition from the

BG to SF phase, with Jc ≈ 0.017U . The critical exponent is ν = 1.306 ± 0.036.

The standard deviation from the average value is shown by the blue error bar. Plot (b)

denotes the stiffness ρs as a function of J/U . There is an increase in the stiffness near

J/U ≈ 0.017 as shown in the inset. For numerical calculations, the threshold value

0.01 (shown in gray dashed line) is considered to distinguish between the BG and SF

phase.

5.2.1 Results of BG-to-SF transition

The correlation length ξ as a function of J/U is shown in the Fig. 5.3 (a). As evident

from the figure, ξ diverges at J/U ≈ 0.017. The divergence of ξ signals a percolation

transition from the BG phase to the SF phase. For small J/U values corresponding to

the BG phase, the ξ is small. This is due to the small sized non-percolating SF clusters

in the BG phase. However, the ξ increases as the Jc is approached. As the contribution

from the infinite, percolating clusters is omitted, the ξ reduces after crossing the Jc.

Using the relation in Eq. (5.9), we calculate the exponent ν which quantifies the diver-

gence. Our calculations yield ν = 1.306± 0.036. The obtained ν value is in excellent

agreement with the value of ν = 4/3 corresponding to the universality class of a 2D



5.3. Summary of the chapter 113

random site percolation model. The exponent ν was also computed in previous studies

[277, 308] and the values reported are in good agreement with our results.

As a further study of the BG-SF transition, we compute the superfluid stiffness ρs,

across the Jc. The plot of ρs is shown in Fig. 5.3 (b). The ρs has small value in the BG

phase, as the global phase coherence is absent in the system. It shows an increase as

the system enters the SF domain. Based on the experience in the previous work [105],

we consider ρs ≈ 10−2 as a threshold for distinguishing the BG and SF phase. The plot

shows an increase in ρs at J/U ≈ 0.017, and the threshold is crossed at J = 0.0174U .

The ξ also exhibits a divergence close to this J value. Thus, the identification of the

BG-SF transition with the order parameter ρs matches with the percolation analysis.

5.3 Summary of the chapter

In conclusion, we have studied the percolation analysis of the BG-to-SF phase transi-

tion in the DBHM. We have computed the correlation length ξ using the percolation

theory across the BG-SF transition. There is a power-law divergence of ξ near the

Jc of the transition. The critical exponent of the divergence is ν = 1.306 ± 0.036.

This analysis demonstrates that the BG-SF transition belongs to the 2D site percola-

tion universality class. We have also computed the superfluid stiffness ρs across the

BG-SF transition. The critical point Jc obtained with the order parameter ρs agrees

with the percolation analysis. Therefore, the percolation analysis provides a suitable

identification of the BG-SF quantum phase transition.





Chapter 6

Scopes for future work

6.1 Thesis conclusions

To summarize the thesis, we have investigated the quantum phases of dipolar bosonic

atoms loaded in square lattice potentials. We have modeled the system with the ex-

tended Bose-Hubbard model (eBHM) which is the isotropic limit of the dipolar interac-

tion. We present the phase diagrams of the system and discuss on the parameter domain

of the novel supersolid (SS) phase. We have demonstrated the qualitative as well as

quantitative differences in the phase diagrams computed by the single site Gutzwiller

and cluster Gutzwiller mean-field theories due to the quantum fluctuations incorpo-

rated in the latter. For instance, the parameter domain of the SS phase is shrinked with

the CGMF method. We have demonstrated this key role of quantum fluctuations by

the cluster finite-size scaling analysis. For the density wave to supersolid transition,

the critical Jc decreases; while for the Mott Insulator to superfluid transition, the Jc in-

creases. Furthermore, we have shown that in the presence of the artificial gauge field,

the domain of the SS phase is enhanced. This increase in the domain of the supersolid-

ity is due to the cyclotronic motion of the atoms in the artificial gauge field. We have

also demonstrated the gauge invariance of the phase boundaries in the phase diagrams.

Next, we have investigated the quantum quench dynamics of the ultracold bosonic

atoms in optical lattices. For the quenching of the hopping amplitude J across the

MI-SF QPT, we have studied the development of the SF order parameter during the

dynamics. Based on the Kibble-Zurek mechanism (KZM), we have identified the im-
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pulse and the adiabatic regimes in the dynamics, and more importantly have precisely

located the transition time instant t̂ between the adiabatic and impulse regimes, using

the overlap protocol. As expected in the KZM, We have demonstrated the KZ scaling

of the t̂, the correlation length and the amount of the defects generated as a function

of quenching rate. The scaling exponents of these scaling laws also obey the scaling

relations. Similar to the quench across the MI-SF QPT, we quench across the stripe

density wave to stripe supersolid transition in the dipolar Bose-Hubbard model and

obtain the KZ scalings and the critical exponents. The anisotropic dipolar interaction

in the dipolar BHM, however, leads to additional novel possibilities, one of them being

the quenching across the stripe to checkerboard ordering by tuning the polarization

angle of the dipoles. We investigate the dynamics across this first-order QPT and study

the evolution of the structure factors capturing the underlying density distribution. We

observe that the evolving state remains metastable (in stripe pattern) after crossing the

critical point, and after a certain delay (based on the quench rate), the evolving state

exhibits the checkerboard domains. We quantify the number of these checkerboard

domains and demonstrate that it obeys a power-law scaling with the quench rate.

Finally, we have investigated the quantum phases in the presence of disorder and

have studied the critical properties of the Bose-glass (BG) to SF transition using meth-

ods of percolation theory. We identify the SF clusters that are characteristic of the

BG phase; and study their average size as the BG-SF transition is approached. This

correlation length exhibits a power-law divergence near the critical point; the criti-

cal exponent value indicates that the BG-SF transition belongs to 2D site percolation

universality class.

6.2 Future directions

The studies on the equilibrium quantum phases of the eBHM can be extended in vari-

ous directions. One immediate extension is to examine the effects of the dipolar inter-

action terms beyond the nearest-neighbouring sites. Even though it suffices to consider

the NN interaction terms as it captures qualitative features, there are important quan-

titative differences that emerge when interaction terms beyond NN are considered.
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These studies can also be extended to other lattice geometries like the triangular and

hexagonal optical lattices.

In chapter 4, we have discussed the quench dynamics studies and have obtained

the KZ scaling laws. These studies can be extended in various ways. It would be in-

teresting to examine the growth of the domains and the phase ordering kinetics in the

quench dynamics. Apart from that, there are relatively few works on the KZ scaling

laws for the QPTs in the presence of disorder; and it is interesting to investigate the dy-

namics across the BG-SF transition. We also plan to investigate the quench dynamics

using the time-dependent cluster Gutzwiller mean-field methods, thereby considering

the fluctuations and their role in the dynamics. Our studies on the percolation analysis

of the BG-SF transition as discussed in chapter 5 can be extended to compute the frac-

tal properties and the fractal dimension of the SF clusters. In this context, the algorithm

for the percolation studies can be extended to 3D lattices.





Appendix A

Comparison with known algorithms

We have compared the execution times for the domain identification required by the

HK, DC and the recursive neighbour search algorithms. For this comparison, we have

generated 40 lattice configurations in which the lattice sites are randomly labeled with

0 and −1 with probability p and 1 − p, and we have fixed p = 0.5. For every gen-

erated configuration, we have identified the domains using the three algorithms and

have noted the time required. We have averaged the execution time over these 40 sam-

ples. The Fortran implementation of these algorithms have been executed on an HP

EliteDesk PC with Intel i7 processor.

As stated earlier, the comparison between the execution times taken by the HK

and the DC algorithms in main panel in Fig. 2.11. We have used the implementation

of the HK algorithm in the Fortran language from GitHub [309] to obtain the results

with the HK algorithm. The plot indicates that the DC algorithm is faster than the HK

algorithm. The least square fit to the data yields TDC = 9.58Ns
1.01 nanoseconds and

THK = 16.05Ns
1.00 nanoseconds, where TDC(THK) denote the execution time required

in the DC (HK) algorithm. Bsed on these quantitative results, only for the lattices of

size ≈ 1012 × 1012, the DC algorithm shall require more execution time than the HK

algorithm. In the main panel of Fig. 2.11, the time comprises of the time required

for the first scan and for the following post-processing steps. The post-processing

step in the DC algorithm is about reassigning the cluster labels in ascending order. as

the cluster labels after the first scan are not in sequential. Also, the post-processing

step in the HK algorithm is required to label the clusters uniquely as the algorithm is a
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multiple-cluster labeling technique. However, in the DC algorithm, the post-processing

is for rearranging the cluster labels; the clusters are labeled with unique labels even at

the end of the first scan. This is another advantage of the DC algorithm.

The post-processing in the DC and HK algorithms are because of the domain merg-

ers. There are no domain merging scenarios in the recursive neighbour search method,

and therefore there is no post-processing of labels in the recursion method. Hence

we have compared the exection times of the algorithms till the first scan, avoiding the

post-processing of the data. This is shown in inset plot in Fig. 2.11. We have illustrated

the comparison for a small range of lattice sizes for better readability of the figure. The

DC algorithm requires extra time, around 4% more relative to the HK algorithm. This

extra time is related to the construction of the linked-lists. This also suggests that the

post-processing in the DC algorithm requires lesser time than that in the HK algo-

rithm. In the DC approach, the post-processing involves transfer of the linked-lists

from the old to new cluster labels, without involving a second scan. However, for the

HK algorithm, the post-processing is the secondary lattice scan. It is also evident that

the recursive neighbour search is slower than the DC and the HK algorithm, which is

another disadvantage of this method.



Appendix B

Time-dependent Gutzwiller method

In this appendix, we shall derive the time-dependent Gutzwiller mean-field equations

that we use to study the quench dynamics. For deriving the equations, We consider the

evolution under the BHM Hamiltonian. Other variations of the BHM, like the extended

BHM or the dipolar BHM, can be accordingly modified in the equations derived below.

The time-dependent variational principle is utilized and the single-site Lagrangian for

site (p, q) is given as [310]

Lp,q = i p,q〈Ψ(t)|∂t |Ψ(t)〉p,q − p,q〈Ψ(t)|ĥp,q |Ψ(t)〉p,q (B.1)

The Gutzwiller ansatz for the time-dependent wavefunction |Ψ(t)〉p,q, whereby the

coefficients c(p,q)n now become time-dependent. The first term on the right-hand side of

Eq. (B.1) is given as

i p,q〈Ψ(t)|∂t |Ψ(t)〉p,q
= i

∑
m,n

c(p,q)∗m ∂tc
(p,q)
n 〈m|n〉

= i
∑
n

c(p,q)∗n ∂tc
(p,q)
n (B.2)

The second term on the right-hand side of Eq. (B.1) is

p,q〈Ψ(t)|ĥp,q |Ψ(t)〉p,q
= −

[
Jx
(
φ∗p+1,q

√
nc(p,q)∗m c(p,q)n δm,n−1 − φ∗p+1,qφp,qc

(p,q)∗
m c(p,q)n δm,n

)
+ J∗x

(
φ∗p+1,q

√
mc(p,q)∗m c(p,q)n δm−1,n − φ∗p,qφp+1,qc

(p,q)∗
m c(p,q)n δm,n

)]
−

[
Jx
(
φp−1,q

√
mc(p,q)∗m c(p,q)n δm−1,n − φ∗p,qφp−1,qc(p,q)∗m c(p,q)n δm,n

)
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+ J∗x
(
φ∗p−1,q

√
nc(p,q)∗m c(p,q)n δm,n−1 − φ∗p−1,qφp,qc(p,q)∗m c(p,q)n δm,n

)]
−

[
Jy
(
φp,q+1

√
mc(p,q)∗m c(p,q)n δm−1,n − φ∗p,qφp,q+1c

(p,q)∗
m c(p,q)n δm,n

)
+ J∗y

(
φ∗p,q+1

√
nc(p,q)∗m c(p,q)n δm,n−1 − φ∗p,q+1φp,qc

(p,q)∗
m c(p,q)n δm,n

)]
−

[
Jy
(
φ∗p,q−1

√
nc(p,q)∗m c(p,q)n δm,n−1 − φ∗p,q−1φp,qc(p,q)∗m c(p,q)n δm,n

)
+ J∗y

(
φp,q−1

√
mc(p,q)∗m c(p,q)n δm−1,n − φ∗p,qφp,q−1c(p,q)∗m c(p,q)n δm,n

)]
+

U

2
n(n− 1)− µn (B.3)

Using the Lagrangian equations of motion,

∂t

 ∂L

∂
(
∂tc

(p,q)
n

)
 =

∂L

∂c
(p,q)
n

(B.4)

A set of first-order coupled differential equations for c(p,q)n is then obtained:

i∂tc
(p,q)
n = −

[√
nc

(p,q)
n−1

(
J∗xφp+1,q + Jxφp−1,q + J∗yφp,q−1 + Jyφp,q+1

)
+
√
n+ 1c

(p,q)
n+1

(
J∗xφ

∗
p−1,q + Jxφ

∗
p+1,q + J∗yφ

∗
p,q+1 + Jyφ

∗
p,q−1

)
− c(p,q)n

(
J∗xφp+1,qφ

∗
p,q + Jxφ

∗
p+1,qφp,q + J∗xφp,qφ

∗
p−1,q + Jxφ

∗
p,qφp−1,q

+ J∗yφ
∗
p,q+1φp,q + Jyφp,q+1φ

∗
p,q + J∗yφ

∗
p,qφp,q−1 + Jyφp,qφ

∗
p,q−1

) ]
+

[U
2
n(n− 1)− µn

]
c(p,q)n (B.5)

So for every site (p, q), there is a set of coupled differential equations for the co-

efficients of the wavefunction. We solve this set of equations using the fourth-order

Runge Kutta method. It is to be noted that we have explicitly considered the diagonal

φ∗φ type of terms in the dynamical equations. We have seen that in the equilibrium

studies these diagonal terms are a constant shift in energy and do not alter the phase di-

agrams. However, this is not the case in the dynamical evolution. There is a significant

difference in the dynamics based on the inclusion of these terms.



Appendix C

Bogoliubov excitations in optical

lattices

The choice of the strength ∆ for the density fluctuqtions is based on the collective

excitations of the equilibrium ground state at initial time. To obtain these Bogoliubov-

de Gennes (BdG) modes, fluctuations are added to the equilibrium ground state [311–

315].

c(p,q)n (t) =
(
c̄(p,q)n + δc(p,q)n (t)

)
e−iω

(p,q)
0 t, (C.1)

where c̄(p,q)n corresponds to the equilibrium ground state coefficient, δc(p,q)n (t) is the

fluctuation added to the ground state and the ω(p,q)
0 corresponds to the energy of the

unperturbed state at the lattice site (p, q). To obtain the collective excitations, we use

the Bogoliubov approximation and define

δc(p,q)n (t) = u(p,q)n e−iωt + v∗(p,q)n eiωt, (C.2)

where ω is the energy of the collective mode, and (un, vn) is the amplitude of the

collective mode. The c(p,q)n (t) are substituted in the dynamical Gutzwiller equations,

and terms linear in the fluctuation operator are retained. That is, we linearize the

equations. The resulting set of equations is referred to as the BdG equations. After

solving the equations, we obtain the δcn. Once we obtain δcn, we use it to calculate

the δ〈n̂〉 given as

δ〈n̂p,q〉 =
∑
k

k
(
c̄
∗(p,q)
k δc

(p,q)
k + c̄

(p,q)
k δc

∗(p,q)
k

)
. (C.3)

The order of the magnitude of the δ〈n̂p,q〉 is then used to fix the ∆.
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System Unwrapping
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Figure D.1: Unwrapping of clusters in the percolation theory. In (a), the original

distribution of the clusters of label 0 is shown, while in (b), the clusters in (a) are

unwrapped and mapped onto a larger system (that is quadrapolar in size as compared

to the original system).

In this appendix, we describle the unwrapping procedure that is used to compute the

distances within the lattice without any ambiguity. We map the system of size Lx×Ly
with periodic boundary conditions to a larger system of size 2Lx × 2Ly with open

boundary condition. The clusters that touch the edges of the system require a shift, and

hence these clusters are identified first. Suppose a cluster straddles the left and the right
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edge of a system, and with the PBC, these left and right chunks are a part of the same

cluster. In this case, the right chunk is provided with a x-shift that translates it along the

negative x-direction by a distance Lx, making it appear side-by-side, and connected.

For certain cases, a cluster may straddle across both directions, thereby requiring both

x-shift and y-shift. As an illustration, we have shown the unwrapping of the clusters

in Fig. D.1. Once these steps are performed, we compute the geometrical properties

of the clusters, with unique distance notion. These steps would fail for percolating

clusters that are infinite in length. In such cases, it is not possible to accomodate them

in a system of finite size. However, as stated in the main text, the percolation analysis

of the system generally ignores the contribution from the percolating clusters, thereby

shifting the finite sized non-percolating clusters suffices to perform the percolation

studies.
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Mehlstäubler, Topological defect formation and spontaneous symmetry break-

ing in ion coulomb crystals, Nature Communications 4, 2291 (2013).

[129] W. H. Zurek, U. Dorner, and P. Zoller, Dynamics of a quantum phase transition,

Phys. Rev. Lett. 95, 105701 (2005).

[130] B. Damski, The simplest quantum model supporting the kibble-zurek mecha-

nism of topological defect production: Landau-zener transitions from a new

perspective, Phys. Rev. Lett. 95, 035701 (2005).

[131] T. Donner, S. Ritter, T. Bourdel, A. ttl, M. Khl, and T. Esslinger, Critical behav-

ior of a trapped interacting bose gas, Science 315, 1556–1558 (2007).

[132] C. N. Weiler, T. W. Neely, D. R. Scherer, A. S. Bradley, M. J. Davis, and B. P.

Anderson, Spontaneous vortices in the formation of bose–einstein condensates,

Nature 455, 948 (2008).

[133] L. Chomaz, L. Corman, T. Bienaimé, R. Desbuquois, C. Weitenberg,
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tochigova, G. Quéméner, M. Lepers, O. Dulieu, and F. Ferlaino, Ultracold

dipolar molecules composed of strongly magnetic atoms, Phys. Rev. Lett. 115,

203201 (2015).
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