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Foreword

We know that we live in an expanding and changing universe, but nevertheless
we prefer some solid foundations upon which to base our reasoning. This idea is
reflected in the introduction of quantities that we call the “fundamental phys-
ical constants”. These constants do, as John D. Barrow said, “capture at once
our greatest knowledge and our greatest ignorance about the universe”. The in-
terrelations between them give us hints where to look for underlying common
foundations of phenomena that are observed in different branches of physics.
At the same time, we also call these quantities “fundamental” because we have
not so far been able to deduce their numerical values from a deeper level of
understanding.

As supposedly universal and invariable quantities, the fundamental constants
constitute an essential pillar for the definition and representation of the SI units.
The replacement of man-made artefacts by quantum standards for the represen-
tation of the units has led to enormous progress in precision measurements. Pro-
vided a sufficient theoretical understanding of the quantum standard is available,
its output may be linked to the fundamental constants and that is why many
metrology institutes, like the PTB, are actively involved in the high precision
determinations of these values.

While for practical purposes we would like to trust in the universality and
invariability of the constants, as physicists we may be urged to challenge these
postulates. Possible variations in time or space would have far reaching conse-
quences and may point the way to a unified theory of the fundamental interac-
tions and the establishment of a quantum theory of space-time. Discrepancies
with respect to the presently believed interrelations (e.g. between the value of the
Planck constant h from electrical measurements and from the Avogadro project
with the silicon single-crystal method) may lead to new insights as well.

The study of the fundamental constants and their possible variation is an
interdisciplinary and “global” task, i.e. involving experts from very different
fields of physics all over the world. It is therefore essential to bring scientists
from these different fields together in symposia like “Astrophysics, Clocks and
Fundamental Constants”. Fortunately, the speakers at that conference agreed to
make their contributions available to a wider audience and contributed to this
book. Astrophysics provides information about the state of the universe in the
remote past and about regions of space far away from us, geophysics teaches us
the history of our planet, laboratory experiments (especially with atomic clocks,
as frequency and time are the most precisely measurable physical quantities)



VI Foreword

can furnish a precise snapshot of present temporal derivatives, whereas satellite
missions may be used to probe the solar system with precision instruments. This
book presents a collection of excellent reviews on these topics.

Physikalisch-Technische Bundesanstalt Ernst O. Göbel
Braunschweig
May 2004



Preface

Fundamental physical constants play an important role in modern physics. The
“old fashioned” celestial mechanics knew only one such constant, the Newtonian
constant of gravitation G. Now the list of basic universal constants is much
longer. The speed of light c is a basic constant of relativistic physics and its value
is a part of the international system of SI units. It is not even possible to imagine
contemporary physics without the fine structure constant α, the Planck constant
h̄, the electron massme, the Rydberg constant Ry, etc. A frequent appearance of
the same constant in different branches of physics demonstrates its universality
and significance for fundamental physics and numerous applications.

Most of the fundamental constants entered physics in the late nineteenth
or early twentieth century. The early twentieth century was not only a time
when a substantial part of the constants were introduced into modern physics
with the establishment of quantum physics but that was also the time when the
question of the constancy of the “constants” was raised by P.A.M. Dirac. He
considered the problem in the context of a comparison of the electromagnetic
and gravitational interactions. Dirac’s original idea is now rather out of consid-
eration; however, the link between the grand unification of all basic interactions
and a variability of their coupling constants has survived and still seems to be
important.

A search for variations in the values of fundamental physical constants gives
us a rare but excellent example of the strong interplay between new fundamental
physics and the development of applied studies such as frequency metrology and
space navigation.

Our book is formed of invited reviews presented at an international con-
ference “Astrophysics, Clocks and Fundamental Constants” organized as the
302nd WE-Heraeus-Seminar which took place in June, 2003, in Bad Honnef in
Germany. We tried to combine in our meeting the contributions on

• Astrophysics, a science which among other branches of physics is most in-
volved in the study of the time evolution of our world; it also allows us to
probe objects located far away from us in time and space;

• Fundamental Constants, which involves a broad variety of questions ranging
from deeply fundamental properties of Nature to the development of new
standards;

• Clocks, the modern frequency standards, which offer the most accurate mea-
surements with an accuracy superseding any other measurements by several
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orders of magnitude and therefore provide the most favourable opportunity
for a search of a possible time variation of fundamental constants in the
laboratory.

The field of variations of fundamental constants involves various pieces of
theory and experiments from so many parts of physics that there may be no single
person in the world who is a real expert in the field. We had the hope, however,
that the conference participants all together form a kind of collective expert.
We think now that we were right and that this book has been written by such
an expert covering most aspects of the field related to astrophysics, cosmology,
geochemistry, molecular, atomic, nuclear and particle physics, quantum field
theory, space science and metrology. The contributions to the book have been
prepared with the strongly interdisciplinary character of the conference in mind.
It was our intention to encourage an exchange between the various specialized
subfields so that the book addresses a wide audience of physicists from any of
these fields as well as students looking for an introduction into this exciting and
topical area of research.

We live in an expanding universe at a time when even the number of dimen-
sions of our world is not a completely clear problem and in experiencing the
changing Nature we may wonder why the fundamental constants should be left
unchanged. Should they?

We are grateful to the WE-Heraeus-Stiftung for their support and substantial
help in organizing the conference.

Braunschweig Savely Karshenboim,
May 2004 Ekkehard Peik
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1 Introduction

The way physics explains Nature is to speak in terms of the consequences of a
few very basic equations. The electromagnetic phenomena were explained within
classical physics by Maxwell’s equations. Newtonian gravity and the rules of me-
chanics completed the classical picture. Assuming an atomic nature of substance,
statistical physics allowed thermodynamics to be established from mechanics.
Relativity discovered deep connections between the symmetry of space-time and
the laws of Nature. Later, relativity was generalized to incorporate gravitational
effects. Quantum physics in its turn introduced new mechanics and new theo-
ries of electromagnetic, weak and strong interactions. It explained most of the
then-known quantum phenomena and predicted a number of new ones. It also
successfully explained the atomic nature of substance and classical physics as a
limit of the quantum world. Efforts to combine quantum physics with gravity
are on their way nowadays.

Reducing all problems of our world to such a few basic identities one has to
acknowledge the importance of their parameters which play a prominent role in
physics. These parameters are the fundamental constants.

For a while classical mechanics recognized two basic constants: Newton’s
gravitational constant G and the free-fall acceleration g. Today, the former is one
of the three most fundamental constants that determine the Planck length scale
where we suspect that space (and time) possess new and unexpected properties.
Meanwhile, the latter is clearly seen not to be a constant at all. Historically,
these two “constants” seemed to be universal. Perhaps g was even more universal
because it was applied to various problems, while G was really crucial only for
a very few. Obviously G was not important e.g. for the description of planetary
motion in the first approximation because it always appeared together with the
mass of the Sun. Looking at more complicated systems (like Sun-Earth-Moon)
one can approach the universal gravitational constant but only by estimating
the masses of the Earth, Sun or Moon can one deal with G directly. Now we
know that g is not constant, but possesses small space and time gradients (being
affected by Sun, Moon and even by trains and cars, etc.). Despite that, it is
still a very important quantity for practical measurements, since weighing an
appropriate mass is still the best practical approach for realizing a determined
value of force.

S.G. Karshenboim, E. Peik, An Introduction to Varying Fundamental Constants, Lect. Notes Phys.
648, 1–18 (2004)
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2 Savely G. Karshenboim and Ekkehard Peik

So our experience tells us that a quantity which looks like a universal constant
may happen to be the result of an interaction between some fundamental effects
and the environment on a ‘large’ scale. In the case of cosmological evolution of
the universe the environment is the universe as a whole. We have learned that
it is obviously a “creative” environment which can really affect the fundamental
constants and in particular the basic properties of particles. For instance, if the
so-called inflation of the universe took place in the remote past (and that is a
very likely scenario – see e.g. the contribution by Börner [1] and [2]), our world
has experienced one or several phase transitions which strongly affected the elec-
tron mass and the fine structure constant. The universe is also quite a puzzling
environment which we still hardly understand. Only a small portion (nearly 5%)
of it corresponds to known forms of matter, while the rest is so-called ‘dark mat-
ter’ and ‘dark energy’ [1], which interacts very weakly with ‘normal matter’, but
still it does interact and in particular determines the expansion of the universe.

In the early days of quantum mechanics an understanding of new physics
went along with the development of new technology. These two directions (fun-
damental and technological) were nearly identical because new technology was
often designed either as a probe for new physics or as a result of its immediate
realization. In present days, fundamental physics and applied physics – searching
for new technologies – these two basic directions in physics are strongly sepa-
rated. Indeed, advanced technology offers us better experimental data and thus
helps to develop fundamental physics. However, this is not the same as it was in
the time of the ‘young’ quantum physics. The work for conceptually new funda-
mental physics is concentrated today in the field of high energy physics (maybe
even ultra-high energy physics which can only be studied theoretically) and in
a few problems of cosmology such as the problem of dark matter and dark en-
ergy. Meanwhile, new technology mainly comes from ‘low energy physics’ such
as atomic and molecular physics, (quantum) electronics or space missions.

The search for a variation of the fundamental constants gives us a very rare
example of a strong overlap between a look into the deepest fundamental prob-
lems of grand unification, quantum gravity, cosmology and highly advanced ap-
plied technology such as is found in frequency metrology and space navigation.
Metrological work for the development of better frequency standards has turned
out to be a probe for new physics. In return, the study of grand unification and
the even more ‘unpractical’ quantum gravity may help us with a better under-
standing of frequency standards. And the problem of the variability of the funda-
mental constants is a key issue of such an intriguing interaction of fundamental
and applied physics. Meanwhile, precision space navigation is strongly related
to high precision tests of general relativity with a search for a possible variation
of the gravitational constant G and for possible corrections of Einstein’s theory.

The topics related to the fundamental constants and their possible variability
involve pieces from very different branches of fundamental and applied physics.
No single scientist can be an expert in such an interdisciplinary problem. That
was a reason for organizing a conference in order to bring together experts from
different subfields. The conference Astrophysics, Clocks and Fundamental Con-
stants (ACFC) took place in Bad Honnef (Germany) in June 2003 and most in-
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vited speakers have kindly agreed to contribute to this book. The book presents
review contributions of the topics discussed at the meeting. Very different topics
are covered here and our introductory paper is meant to give a brief overview of
the subject and of the book.

2 Fundamental Constants

In physics we prefer not to use formal definitions like in mathematics but we
should still fix notations and thus we need first of all to decide what are the
fundamental constants and what is their role in physics and metrology. And we
can see immediately that this is not a simple question.

Classical physics offers us the Newtonian gravitational constant G, the Boltz-
mann constant k, speed of light c, the magnetic constant µ0 and in part the
Avogadro constant NA. We stress that the latter is a classical constant only in
part since the atomic nature of substance is a consequence of quantum physics.
In principle, classical physics can even provide us with (semi)classical measure-
ments of particle properties like mass, charge, magnetic moment, etc. However,
those are clearly of quantum origin. Quantum physics first explained the iden-
tity of objects and provided powerful tools to verify this via interference and in
particular the Pauli principle and Bose condensation. It has thus allowed us to
speak about the electron charge as a quantity which describes each individual
electron, and not just an average electron (like e.g. temperature).

What can we say about the classical constants? The gravitational constant
G and the speed of light c are fundamental properties of space and time (see
the contribution by Okun [3]), while the other three (k, µ0 and NA) are in part
a result of convention. Still they are important because we clearly recognize
that measurements of temperature and of atomic kinetic energy are related to
two quite different experiments and thus for practical reasons these two closely
connected quantities are to be measured in different units. The same is true with
other constants. Their origin is mainly due to the requirements of measurements,
which are considered in the contribution by Flowers and Petley [4].

Quantum physics introduced more fundamental constants. Indeed, the most
important is the Planck constant h which is related to properties of space, while
the other quantum constants either are properties of particles (electrons, pro-
tons), or describe macroscopic quantum effects. The latter, realized with devices
of macroscopical ‘classical’ size – like a Josephson junction for example – are of
a special importance in metrology.

There are two very different kinds of constants. Some carry dimensions and
thus their numerical values are results of conventions. Okun suggested naming
them ‘fundamental units’ [3]. The others are dimensionless and their numerical
values are objective. The most well-known example of these is the fine structure
constant

α =
e2

4πε0h̄c
, (1)

where ε0 is the electric constant.
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These two kinds of constants (dimensional and dimensionless) are important
in different ways. Some ‘fundamental units’ are directly or indirectly involved
in the definition, realization or maintenance of practical units. These have a
long history and were realized by different methods. Even now, the international
system of units (SI) involves such different units as the kilogram (defined by an
artefact chosen by a convention), the second (defined by an atomic transition
chosen by a convention), the metre (defined via the second and a fixed value
of the speed of light c) and the ampere (defined via mechanical units and the
magnetic constant µ0).

Indeed, from the point of view of fundamental physics we would like to define
and realize all our practical units in terms of quantum effects (which provide
us with time-independent identical objects) and fundamental constants. The
present practical situation is considered in [4].

The importance of dimensionless constants is in part different. However, only
in part, because we can still consider them as conversion factors between different
units. For example, a natural unit of resistance related to the SI system (i.e. a
unit of classical physics) is

Rcl = µ0c =
√
µ0

ε0
. (2)

Since SI suggests some numerical values of the dimensional constants c and µ0,
not equal to unity, the ohm of SI is determined via Rcl, but is not equal to Rcl:

1 ohm =
(
376.730 313 451...

)−1
Rcl . (3)

However, there is also a natural quantum unit which comes from the quantum
Hall effect, also called the von Klitzing effect. The quantum unit of resistance is
the von Klitzing constant

RK =
h

e2
. (4)

This unit is very important for the practical application in pure electrical mea-
surements [5]; however, one has to follow the SI units in order to provide con-
sistency between electromagnetic and mechanical measurements. One can easily
find the conversion factor between these two natural units

RK =
1
2α
Rcl , (5)

which involves the fine structure constant.
This example demonstrates that the practical units are often determined by

certain natural units, but are not equal to them, and that there may be several
natural units for the same quantity. The natural units based on fundamental
constants are often related to special ranges of phenomena and can be very
useful for their description. A ratio of two such units can bridge two different
areas of measurements (e.g. atomic and nuclear magnetic moments) and be quite
helpful in the establishment of official or inofficial units for special cases (e.g.
atomic mass unit and nuclear magneton). The determination of the ‘best’ values
of the ‘practical’ constants which play a fundamental role in the realization of
the SI and non-SI units is done regularly by CODATA [6].
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3 Variability of Fundamental Constants

A physical measurement is always a comparison. Some measurements are realized
as relative, but some pretend to be ‘absolute’. They are in fact quite different.
The absolute measurement is a comparison of a given quantity to a certain special
quantity. The latter, for some measurements, is a result of convention (like the
SI second), while for others it is a result of measurements with quantities of
different dimensions and a certain dimensional constant fixed by a convention
(e.g. SI ampere). Still, to realize the conventional units one has to build a device.
The unit itself may be fixed without any uncertainty, whereas the realization of
the unit always involves uncertainty. This uncertainty of the realization may be
a source of variability of the numerical values of dimensional constants. Another
source could be the SI convention itself. Firstly, it involves an artefact (the
prototype of the SI kilogram). Secondly, it fixes the conditions of the realization
officially or inofficially. While the frequency of the hyperfine interval of the cesium
atom may well be a constant, improper understanding of the conditions to realize
the SI definition of the second may in practice create certain troubles. And
indeed, the value of the second can be affected by a ‘real’ variability of the
fundamental constants.

Variability of the fundamental constants should affect not only units and
standards based on some accepted or recommended values of the fundamental
constants, but also different properties of quantum objects, such as transition
frequencies. Even for the hydrogen atom such a frequency cannot be calculated
with an accuracy compatible with the one of contemporary frequency standards.
However, as long as we consider variations of the fundamental constants we have
to look for a possible variation of properties of objects, which are far from funda-
mental. In the context of present accuracies and constraints a question related to
the variability of the constants is the stability of the involved standards, mainly
those for frequency, i.e. for atomic clocks.

The dimensionless fundamental constants play an important role in the ques-
tion of a possible time-variation of fundamental constants. Indeed, time- and
space-variations are possible both for dimensional and dimensionless values; how-
ever, the experiments performed to look for them are quite different (see e.g. [7]).
The direct study of possible time- and space-gradients of dimensional quantities
is much less sensitive than a comparison of two results that are widely separated
in time or in space. In this case, since the units used in the comparison may also
vary, we have to deal with dimensionless quantities only.

In discussing the dimensionless quantities which are in principle determined
by the fundamental constants we need to understand the origin of such quantities
and in particular to respond to several questions such as

• If the measurable quantities can be expressed in a model-independent way
in terms of certain basic constants;

• If these basic constants are fundamental ;
• If these basic constants are constants;
• If (and how) these basic constants are correlated.
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From a practical point of view, the question of variability of the constants
is a question about the stability of natural clocks. A variety of stable periodic
phenomena is available in:

• Atomic clocks;
• Molecular vibrations and rotations;
• Nuclear transitions (see [8,9]);
• Solid oscillators (see e.g. [10]);
• Planetary motion;
• Rotation of pulsars.

For the dating of events from the remote past of the Earth and of meteorites
one can use different radioactive clocks.

The characteristic time interval (or frequency) related to different clocks is
also a subject of consideration in terms of fundamental constants. Because of the
large variety of clocks we can receive controversial data and for this reason it is of
practical importance to be able to compare results from different measurements
in the same terms. From a practical point of view, the basic constants used for
cross-comparisons may not necessarily be the fundamental constants, but very
likely they will, because the fundamental constants appear as the parameters
which universally enter equations from different branches of physics.

3.1 ‘Fundamentality’ of the Fundamental Constants

One part of the answer to the question on the ‘fundamentality’ of the constants
is the attempt to classify the various properties under question ([7]). We do not
pretend to have found the best classification scheme, but it suits our purposes
(cf. e.g. Table 2 of [4]). One could classify:

• Constants of space-time, the scene where particles exist; those constants are
c, h̄, G (cf. [3]);

• Coupling constants of fundamental interactions; an example is the fine struc-
ture constant α;

• Properties of fundamental particles such as their masses (in particular, the
Rydberg constant Ry, which is the basic spectroscopic constant, is a product
of a few constants involving the electron mass);

• Secondary quantum constants such as frequencies of atomic and molecular
transitions (which, with a certain accuracy, could be connected in terms of
more fundamental parameters);

• Secondary quantum constants such as the position of the samarium reso-
nance (which plays an important role in geochemical estimations (see Sect. 4
and [11,12] for more details)) and other nuclear properties (which cannot be
connected with fundamental constants in a model-independent way);

• Properties of classical macroscopic objects (such as the Sun or a pulsar);
those can vary not only because of variations in the parameters of particles
and atoms but also because of a variation in the number of atoms which
form them or because of effects of their internal structure.
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We would like to point out a few questions raised by this classification:

• What are fundamental interactions? Is the interaction with the Higgs sector
fundamental? In contrast to quantum electrodynamics and similar theories of
weak and strong interactions it involves a large number of different coupling
constants. And this interaction determines such observable constants as the
electron mass.

• Which particles are fundamental? And in particular: is the proton (neutron)
a fundamental particle? Or are quarks the fundamental particles? Then we
would need to be able to derive proton properties from a more fundamental
theory of quarks (and that is not easy).

We leave these questions for a moment, noting that they are closely related to
intercorrelations between different constants and the hierarchy of their variation
rates in certain scenarios (see below).

3.2 ‘Constancy’ of the Fundamental Constants

Before we discuss any details of their possible variations we need to question
the ‘constancy’ of constants. Different reasons for variations of fundamental con-
stants and different scenarios have already been discussed in the literature. Here,
we would like to mention a cosmological trace of this story. The contemporary
accepted model of the evolution of our universe assumes that in the very early
stage our world went through certain phase transitions and that during one of
them the electron and quarks received their mass. Quantum electrodynamics
with massless charged fermions, which existed before the transition, is quite dif-
ferent from the one we observe now where all charged particles possess masses.
The fine structure constant defined in a standard way was then infinite because
of renormalization effects. Details of the cosmological evolution of the universe
can be found in the contribution by Börner [1] in this book. As it is discussed in
[7], inflation may (under certain conditions) also produce some space variations
of fundamental constants. Another good reason for a variability may be extra
dimensions (see e.g. the papers by Marciano [13,14]).

3.3 Intercorrelations Between the Fundamental Constants

Early estimations of variation of fundamental constants were often based on the
idea that one of them is varying (e.g. the fine structure constant) while the others
remain unchanged. This is obviously inconsistent. However, we cannot simply
say that all constants should vary at approximately the same rate because some
hierarchy may be in place. The enhancement or suppression factor may be up
to 100 in different scenarios (see e.g. [13–15]). To understand the problem we
need to discuss possible correlations between the fundamental constants and for
this purpose we need to return to the question of their ‘fundamentality’ which
is strongly related to their origin.

One of the problems can be explained with a simple example: Should we
consider the fine structure constant as a ‘truly’ fundamental constant? From the
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point of view of atomic physics or electromagnetic macroscopic quantum effects
(such as the Josephson effect or the quantum Hall effect), we have to acknowledge
its fundamental character. However, a crucial problem is renormalization [7,14].
We tend to believe that the ‘truly’ fundamental theory of everything (TOE)
is determined on the Planck scale in simple terms (cf. [3,14–16]) and that the
constants may even be calculable from first principles. However, the fine structure
constant α0 once defined there will be affected by renormalization

α0 → α = α0 + δα .

Thus ‘true’ fundamentality is to be assigned to an unobservable value of the
unperturbed fine structure constant α0 determined at the Planck scale MPl.
Another discrepancy between ‘truly’ fundamental and observable constants ap-
pears with the electron and proton masses. From a spectroscopic point of view
(and that is related to all available precision data) a proper constant is me/mp.
However, the origin of the electron and proton masses is so different (see e.g.
[14,15]) that the theoretical fundamental constants are me/MPl and mp/MPl,
which should be studied separately.

Several models of hierarchy and certain scenarios for variability of the fun-
damental constants can be found in [7,12,14,15,17].

3.4 Variability of Fundamental Constants and Equivalence Principle

In different scenarios there is a connection between variability of the fundamental
constants and a certain violation of Einstein’s equivalence principle (see e.g.
[17,12]). There is also a practical connection between these two matters:

• Precision tests of general relativity via advanced celestial mechanics [18]
question both the validity of Einstein’s theory and the invariability of the
Newtonian gravitational constant G.

• The same dilemma may appear in the interpretation of some pulsar spectra
(see the contribution by Kramer [19]).

• Frequency measurements are the most accurate measurements and one may
try to use them to look for both a variability of the constants and a violation
of Lorentz invariance (see e.g. the contribution by Bize et al. [10]).

In particular Einstein’s equivalence principle assumes as one of its parts the
local position invariance (LPI). The latter predicts that the results of measure-
ments should not depend on their location in space and time. However, we prefer
to avoid setting an equality mark between LPI and ‘constancy’ of the constants.
A problem is that the LPI, as an invariance of special relativity, takes place in a
free flat space. If the gravitational effects are weak we may introduce proper cor-
rections and still speak about LPI. We indeed pretend that locally we deal with
a flat space. However, we cannot claim this for the universe on the cosmological
scale.

Studies of LPI and local Lorentz invariance (another important part of Ein-
stein’s equivalence principle) have to remove any possible effects due to the
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evolution of the universe, due to their topology (which may be locally nearly
flat, but non-trivial globally) and even the very existence of the universe. All
such effects are to be treated as an environment on the same ground as the
influence of the motion of Sun or Moon, etc. A situation with variability of the
constants is different. If there is a variation driven by the existence or evolution
of matter at a cosmological scale (i.e. of the universe) we would say that the
constants vary.

4 Astrophysical and Geophysical Search for a Variability
of Constants

A number of contributions in this book are devoted to the practical search for
a possible time variation of the fundamental constants. Probably the strongest
limits come from studies of nuclear properties. One option is to consider the
93 meV resonance

149Sm + n→ 150Sm + γ . (6)

Such a low-lying resonance may be extremely sensitive to a minor variation of the
fundamental constants. The reaction is strongly enhanced for thermal neutrons.
Their flux may be studied in a very remote past (about 2 billion years ago) due
to fossil nuclear reactors [11]. Details can be found in the contribution by Fujii
in this book [12].

Another promising approach is the study of some radioactive elements and
in particular of the decay rate of 187

75Re [20,21] found in meteorites. However, a
weak point of all such studies is the proper understanding of effects of the strong
interaction. There is no model-independent way to translate the results in terms
of the fundamental constants. Since a number of parameters involved may be
subject to variation and since all their variations are to be correlated, the lack
of a reliable model-independent interpretation should significantly weaken the
result.

A reliable interpretation may be easily achieved in the study of atomic and
molecular transition frequencies. Their behavior can be expressed in terms of
fundamental constants in the leading non-relativistic approximation. We sum-
marize the result in Table 1. Relativistic corrections are not negligible if heavy
nuclei are involved. Their importance for the hyperfine structure was first em-
phasized in [22], while for other atomic transitions it was discussed in [23].

Application of non-relativistic and relativistic calculations to astrophysical
data provides a probe for variability of the fundamental constants in quasar
absorption spectra related to the remote past (about 10 billion years ago). The
astrophysical results can be found in the contributions by Murphy, Flambaum et
al. [26] and by Levshakov [27] in this book and in [28]. One of these investigations
has so far provided the only positive evidence for a variation of a fundamental
constant: The present situation is characterized by a signal of variability of the
fine structure constant on the level of ∆α � 0.5(1) × 10−5 [26].



10 Savely G. Karshenboim and Ekkehard Peik

Table 1. Functional dependence on the fundamental constants for transition frequen-
cies related to different kinds of energy intervals. The coefficient of proportionality
is left out. Ry stands for the Rydberg constant, µ is the nuclear magnetic moment.
The nuclear mass is approximated by A mp. Higher vibrational levels involve a certain
correction factor which depends on me/mp which is not included. The references are
related to papers where the use of this scaling behavior in a search for variations was
pointed out.

Transition Energy scaling Refs.

Gross structure Ry [24]

Atomic Fine structure α2Ry [24]

Hyperfine structure α2(µ/µB)Ry [24]

Electronic structure Ry [25]

Molecular Vibrational structure (me/mp)1/2Ry [25]

Rotational structure (me/mp)Ry [25]

Relativistic corrections Function of α2 [22,23]

5 New Frequency Standards and Constraints
on Variation of Fundamental Constants

In the astrophysical data [26–28] the nuclear magnetic moment used to be related
to the hyperfine structure of atomic hydrogen and thus to the proton magnetic
moment. In laboratory experiments, the hyperfine structure of other atoms is
available. The most important results from precision experiments were obtained
with: cesium, rubidium [10], ytterbium [30], and mercury [31]. In particular,
a comparison of the rubidium and cesium hyperfine intervals offers the most
stringent limit on the relative variation of two atomic frequencies.

We note that the involvement of several nuclei leads to complications be-
cause of their different magnetic moments. One can try to describe all magnetic
moments with the help of the Schmidt model; however this model is far from
being perfect [32]. The model suggests that in any nucleus with an odd number
of nucleons all nucleons but one are coupled (with antiparallel spins) and do
not contribute to the nuclear magnetic moment. The latter is a result of spin
and orbital contributions of the remaining uncoupled nucleon. For example, for
cesium-133 the model predicts

µ(133Cs) =
7
18

(
10 − gp

)
µN � 1.72 µN , (7)

where gp = 5.585 is the g factor of the proton and µN is the nuclear magneton.
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Table 2. Results of the most accurate optical measurements obtained until 2001 and
recent results reproduced until the present days (2003).

Atom Frequency (2001) Frequency (2003)

[Hz] [Hz]

H 2 466 061 413 187 103(46), [34] 2 466 061 413 187 074(34), [35]

Ca 455 986 240 494 158(26), [39] 455 986 240 494 150(8), [36]

Yb+ 688 358 979 309 312(6), [37] 688 358 979 309 310(6), [38]

Hg+ 1 064 721 609 899 143(10), [39] 1 064 721 609 899 144(11), [40]

However the real value (µ(133Cs) = 2.58 µN) is approximately 50% larger,
while for most other atoms of interest for precision spectroscopy it is by 20-
25% smaller than the Schmidt model prediction (see [32,7] for details). The
model may be quite reasonable if the nuclear shells are completed and it is hard
to excite the nucleus. If one of the shells is not filled the excitation energy is
smaller and there is a relatively big admixture of excited states with different
nuclear magnetic moments. In the case of a cancelation between spin and orbital
contributions (like in cesium-133) the effect of the admixtures may be more
important because the leading contribution from the ground state is reduced.

As we can see, the Schmidt model is oversimplified for many nuclei and one
may introduce some more advanced models that involve additional parameters
describing the nuclear magnetic moment. Since we need to express all data in
terms of very few parameters we are constrained to using an ab initio model and
there is no way for any improvement of the Schmidt model in this way.

This makes comparisons between optical transitions more attractive (see e.g.
[33]). It is now relatively easy to compare an optical frequency to the one related
to the cesium hyperfine interval [9,34–40]. This is because the cesium standard
as the basis of the realization of the SI second is the best understood frequency
standard and is available in a number of laboratories and also because of the
dramatic progress in the creation of the so-called frequency comb [35,41,42].

We started the preparation for the ACFC meeting in 2001 inspired in part
by the impressive progress in frequency metrology. The progress in frequency
standards can be illustrated with the examples of ytterbium [9,37] and mercury
[39,40] frequency measurements with a single trapped ion. The ion can be kept in
a trap for months, while the measurement typically takes one hour. That means
that a result for the transition frequency with an uncertainty of one part in 1014

can be repeatedly obtained from just one ion. In 2001 most optical frequencies
that are investigated in candidate frequency standards were measured accurately
only once. To detect or limit a possible time variation one needs to perform at
least two measurements. Recently some of these frequencies were remeasured
and we can derive some new constraints on the variability of the fundamental
constants. The laboratory results are summarized in Table 2.
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Table 3. Laboratory limits for a variation of the fundamental constants in 2001 (see
[7,32,33] for details) and 2003. All results but the limit for gp and me/mp are model
independent. The latter are based on the Schmidt model [7,32].

Fundamental Characteristic limits for variation rate

constant 2001 2003

α 1 × 10−13 yr−1 2 × 10−15 yr−1

µp/µe 2 × 10−13 yr−1 5 × 10−15 yr−1

µn/µe 4 × 10−13 yr−1 5 × 10−14 yr−1

gn/gp 3 × 10−13 yr−1 5 × 10−14 yr−1

me/mp 2 × 10−13 yr−1 4 × 10−15 yr−1

gp 2 × 10−15 yr−1 4 × 10−16 yr−1

We have performed an evaluation of characteristic limits on the variability of
fundamental constants from atomic spectroscopy and the results are summarized
in Table 3. To simplify the notation we use approximate one-digit numbers (like
3 instead of 3.2) and use the Schmidt model for rubidium assuming it to be
correct. We note that this is just for simplification of notation: this allows us to
use µp; otherwise we would have to use µRb. The same holds for neutron and
ytterbium magnetic moments and g factors. If one really likes to consider the
limits for µp and µn the results become slightly model dependent because the
Schmidt model for rubidium and ytterbium predicts reasonably good results to
within 20–25%.

Thus our evaluation leads to results which are

• Model independent (for α);
• Slightly model dependent (for µp, µn, gp/gn);
• Strongly model dependent (for gp,me/mp).

To obtain the model-independent results for the α-variation we present all
optical frequencies in the form (cf. [7,33])

f = const. · cRy · F (α) . (8)

Thus for the time dependence we find

∂ ln f
∂t

= A+B · ∂ lnF
∂ lnα

, (9)

where
A =

∂ ln Ry
∂t

(10)

and
B =

∂ lnα
∂t

. (11)
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Fig. 1. Data of optical frequency measurements and a search for time variation of the
fine structure constant α. The straight line is the result of a mean squares fit (see
(9)–(13), the uncertainty of the fit is not shown)

The values of ∂ lnF/∂ ln(α) were calculated in [23] and the most accurate fre-
quency data are taken from Table 2. The results for the evaluation over these
three points is presented in Fig. 1. The result of the mean squares fit are

∂ lnα
∂t

� −0.3(2.0) × 10−15 yr−1 , (12)

∂ ln Ry
∂t

� −1.5(3.2) × 10−15 yr−1 . (13)

We have to emphasize that the interpretation of the variation of the Rydberg
constant in (13) is not a simple matter. One has to distinguish between a constant
and its numerical value. The Rydberg constant is a fundamental constant being
a combination of fundamental values

Ry =
α2mec

2h
. (14)

However, its numerical value in SI units is a product of three factors

{
Ry

}
=
{
ν(Cs)

} {
1
c

} {
cRy
ν(Cs)

}
. (15)

The first of them is the numerical value of the hyperfine interval in cesium,
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while the second is the numerical value of the speed of light. Both are fixed by
definition in the SI system

{
ν(Cs)

}
= 9 192 631 770 ,{

c
}

= 299 792 458 .

The third is a dimensionless value which does not depend on units and it char-
acterises the cesium hyperfine interval measured in natural (atomic) units. Only
the third factor may vary and it involves the magnetic moment of the cesium-133
nucleus.

Rigorously speaking, we have done our evaluation not for a variation of fre-
quencies f and the Rydberg constant Ry but for their numerical values {f}
and {Ry} in SI units and the result in (13) should actually be interpreted as
∂{Ry}/∂t. A non-zero value of this quantity would mean that the optical clocks
are inconsistent with the cesium clock and the SI definition of the second. The
value of A in (9) is not suitable for a model-independent interpretation. This
is because the cesium magnetic moment is not well explained by the Schmidt
model. For our evaluation we take advantage of an accurate comparison between
hyperfine intervals in cesium and rubidium [10,29] and for further analyses we
translate the comparisons of optical transitions with cesium to their comparisons
with rubidium. This allows us to obtain the slightly model-dependent data. Still,
the comparison of rubidium to cesium can give us a limit on the variation of
the proton g factor and we have to use the Schmidt model for that. The result
is indeed strongly dependent on the accuracy of the application of the Schmidt
model. The limit for a variability of the electron-to-proton mass ratio comes from
limits on proton-to-electron magnetic moment and on gp. In principle, molecular
spectroscopy could deliver such a limit in a model-independent way; however the
present accuracy (see references in [43]) is quite low. We can however hope that
accurate experiments will be realized in the future [42,43].

Resuming a discussion about results from new frequency standards we have
to note that there are two kinds of clocks. One kind is potential primary clocks
similar to the cesium clocks. Their frequency is directly linked to the atomic
or molecular transition frequency. To work with such a clock is the same as
measuring the transition frequency. If one of them will supersede the cesium
clock some time in future we may like to change the definition of the second.
The other kind of clocks are secondary standards. Their frequency is determined
not only by the atomic transition but also by some properties of the apparatus or
the environment. A well-known example is the hydrogen maser whose frequency
is different from the atomic frequency because of the so-called wall shift (see e.g.
[44]). Such clocks are built for the purpose of giving a highly stable reference
value; however, a drift of the output frequency is possible (like in the H-maser)
and it can have an origin different than a variation of the atomic frequency. We
state that comparisons involving clocks of this kind may serve for a search of
a violation of LPI or Lorentz invariance [10,45] (because one looks for a signal
at a definite period and phase) but not for determining a slow variation of
fundamental constants [32].
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6 Summary: Results and Open Questions

The purpose of the ACFC conference has been to consider a number of topics
in detail and to get an answer to the question: Where do we stand now? The
answer is not completely clear. A number of basic questions still remain to be
solved. Here we briefly summarize them.

• How should the laboratory results for the cesium-to-rubidium comparison
[10,29] (negative) with the Oklo constraints [12] (negative) and the astro-
physical data [26] (positive) be compared?

• How should the Oklo result and other nuclear data be treated in a model-
independent way?

• What is the hierarchy of variations of fundamental constants?
• What is the dependence of the proton mass and magnetic moment on the

quark masses?
• How should the nuclear magnetic moments be treated in a model-indepen-

dent way?
• Do we have time variations or space variations or both?
• Do we have a slow drift or oscillations?
• What is the most important cause of a variation of the fundamental con-

stants?

Some possible answers to these questions are presented in this book. However, the
opinions of the editors are not always in unison with the ones of the contributors.
We cannot pretend to possess the truth ourselves and thus did not attempt to
‘adjust’ the contributions to a single point of view. But we still doubt if we
have clear anwers to any of the questions above. And without that we cannot
answer the main question: “Do we see the variations now?” But we do see strong
progress in different fields related to the problem and we hope that we will achieve
a clarification in the near future.
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Hänsch, P. Lemonde, G. Santarelli, M. Abgrall, P. Laurent, C. Salomon, and A.
Clairon, Phys. Rev. Lett. 84, 5496 (2000).

35. M. Fischer et al., Precision Spectroscopy of Atomic Hydrogen and Variations of
Fundamental Constants, Lect. Notes Phys. 648, 209–227 (2004)

36. F. Riehle et al., An Optical Frequency Standard with Cold and Ultra-cold Cal-
cium Atoms, Lect. Notes Phys. 648, 229–244 (2004); J. Helmcke, G. Wilpers, Th.
Binnewies, C. Degenhardt, U. Sterr, H. Schnatz and F. Riehle, IEEE Transactions
IM-52, 250 (2003). See also G. Wilpers, T. Binnewies, C. Degenhardt, U. Sterr, J.
Helmcke, and F. Riehle, Phys. Rev. Lett. 89, 230801 (2002).

37. J. Stenger, C. Tamm, N. Haverkamp, S. Weyers, and H. R. Telle, Opt. Lett. 26,
1589 (2001).

38. E. Peik, B. Lipphardt, H. Schnatz, T. Schneider, Chr. Tamm, eprint
physics/0402132. See also [9] for details.

39. T. Udem, S. A. Diddams, K. R. Vogel, C. W. Oates, E. A. Curtis, W. D. Lee, W.
M. Itano, R. E. Drullinger, J. C. Bergquist, and L. Hollberg, Phys. Rev. Lett. 86,
4996 (2001).

40. S. Bize, S. A. Diddams, U. Tanaka, C. E. Tanner, W. H. Oskay, R. E. Drullinger, T.
E. Parker, T. P. Heavner, S. R. Jefferts, L. Hollberg, W. M. Itano, D. J. Wineland,
and J. C. Bergquist, Phys. Rev. Lett. 90, 150802 (2003).

41. T. Udem, J. Reichert, R. Holzwarth, S. Diddams, D. Jones, J. Ye, S. Cundiff, T.
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Time and the Universe

Gerhard Börner

Max-Planck-Institut für Astrophysik, Karl-Schwarzschild-Str. 1, 85748 Garching,
Germany

Abstract. The cosmological parameters are well defined now, after the satellite
WMAP has measured anisotropies in the cosmic microwave background with high ac-
curacy. Adding to this the information from the Hubble diagram of type Ia supernovae,
and from the analysis of the large scale galaxy distribution, we find that we live in a
Universe that undergoes accelerated expansion. The energy densities reach the critical
value, and relative to that baryons are 0.04, dark matter 0.26, and a mysterious dark
energy balances everything with its contribution of 0.7. The measurements agree well
with the predictions of the inflationary model. The inflation models can also nicely
accommodate speculations on varying constants of nature. A toy model involving dark
energy for a varying fine structure constant α is briefly mentioned.

1 Introduction

The last century saw dramatic changes of our world view. On one side Quantum
Mechanics led to a new understanding of the fundamental constituents of matter
and of the forces between them. On the other side the American astronomer
Edwin P. Hubble demonstrated that all distant galaxies move away from us.
His discovery suggested a changing and evolving universe. The idea of a static
uniform distribution of stars which constitutes the world – a picture that initially
seemd attractive even to Einstein – had to be given up.

Another big step forward in the exploration of the cosmos was the discovery
of a radiation field in the microwave range with a temperature of 2.7 Kelvin.
Arno Penzias and Robert Wilson detected the first signal of this radiation, when
they were working on antennae for the Bell Telephone Company in 1964. The
cosmic origin of this radiation was soon established, and it has been called the
Cosmic Microwave Background (CMB). Penzias and Wilson later received the
Nobel Prize in physics for their discovery.

These two observational milestones lead almost straightforwardly to an in-
teresting interpretation of the history of the universe: if the galaxies move away
from each other today, then earlier they must have been closer together. The
radiation too must have been compressed and hotter in the past. The inevitable
conclusions seems to be that the evolution of the universe began in a hot early
phase, whose heat did not tolerate the existence of galaxies and stars, but ev-
erything was dissolved in a dense and hot mixture of radiation and matter.

This “hot big bang model” has become the standard model of cosmology.
It finds its mathematical expression in simple solutions of Einstein’s theory of

G. Börner, Time and the Universe, Lect. Notes Phys. 648, 21–32 (2004)
http://www.springerlink.com/ c© Springer-Verlag Berlin Heidelberg 2004
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gravitation, the theory of General Relativity. These solutions can accommodate
the many, partly very precise observations surprisingly well [1].

2 The Cosmological Models

Alexander Friedman and George Lemâitre were the first to derive solutions from
the field equations of General Relativity which could serve as cosmological mod-
els. In these Friedmann-Lemâitre (FL) models the expansion is idealized as the
flow of a uniform fluid which is characterized by its homogeneous density ρ(t)
and pressure p(t). The fluid particles which may be pictured as representatives of
the galaxies have fixed positions, but their distance changes, because the space-
time between them expands. The distances get bigger in proportion to a function
of time, the so-called expansion factor R(t).

The dynamics of the system is determined by ordinary differential equations
for R(t):

Ṙ2

R2 =
8πG

3
ρ− K

R2 +
Λ

3
; (1)

d

dt
(ρR3) + p

d

dt
(R3) = 0 ; (2)

R̈ = −4π
3

(ρ+ 3p)GR+
1
3
ΛR; (3)

K/R2 is the Gaussian curvature of space-time. By an appropriate choice of
standard units, K can be set equal to ±1, or 0. Λ is the cosmological constant
introduced by Einstein with the aim to find a static solution, where the repulsive
(for Λ > 0) cosmological constant balances the attractive gravitational force.
Such a solution is, however, unstable. Einstein later called the introduction of a
Λ-term “meine größte Eselei”, because he had missed to predict the expansion
of the universe from his equations. Meanwhile, as we shall see, the cosmological
constant has reappeared as a physical quantity in its own right.

Whenever Ṙ �= 0, any two of the equations (1), (2), and (3) imply the third.
A photon emitted at an earlier time t arrives in the detector of an astronomer

at the present time t0 with a redshift z, where

1 + z =
R(t0)
R(t)

. (4)

The wavelength of the photon is stretched out proportional to the expansion
factor R(t). We say, for example, that a redshift z = 1 means that these photons
were emitted at a time, when the universe was just half its present size.

Thus, within the context of the cosmological model, redshift and time are
intimately connected. For small redshifts, and times close to t0, the linear ap-
proximation to the redshift definition, is just Hubble’s law:

cz = H0 · d , (5)
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Fig. 1. The plot of Type Ia Supernovae redshifts vs. the distance modulus (m − M),
a logarithmic distance scale. The upper panel shows the perfect fit to a linear Hubble
law, the lower panel displays the data in different FL models indicating a preference
for a model with ΩΛ > 0.

where d is the distance, c the velocity of light, and

H0 =
1
R

dR

dt
(t = t0)

is the expansion rate at the present time. H0 is known as the “Hubble con-
stant”. Measurements of the Hubble constant have reached an acceptable level
of precision only quite recently – during the last five years – when it was real-
ized that a certain class of stellar explosions, so-called Supernovae of type Ia,
were good standard candles, and could be used to measure distances. These type
Ia supernovae are probably exploding white dwarfs. The maximum luminosity
and the decay of the supernova lightcurve are closely correlated. In Fig. 1 the
Hubble diagram obtained from such supernovae is shown. The measurements
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determine H0 as
H0 =

(
70 ± 7

)
km s−1 Mpc−1 .

(This astronomical system of units means that every 3.26 million lightyears the
expansion velocity increases by 70 km s−1.)

The reciprocal, H−1
0 , is a characteristic time of the expansion equal to 14

·109 years with an uncertainty of about 10% [1,2].
The curves in Fig. 1 show a dependence on the cosmic density, expressed as

usual as the ratio Ω of the present mean density to a critical density ρc. For
matter, e.g.

ΩM ≡ ρM

ρc
.

The critical density ρc is

ρc =
3
8π
H2

0

G
.

Not only the masses, but according to relativity theory all other forms of en-
ergy as well, contribute to the total density. All the different components can
be added up to a total density Ωtot, where each component is written as a frac-
tion Ω of the critical density. Thus we know that besides the normal baryonic
matter (ΩB) which makes up the stars, and ourselves, there must be a signif-
icant nonbaryonic component. A so-called “Dark Matter” (ΩCDM − CDM for
“Cold Dark Matter”, where “cold” indicates that the dark matter particles move
with nonrelativistic velocities) is found by the effects of its gravity, whereas an
“energy-like” component which is also around, is quite mysterious. It seems to
correspond to a cosmological constant at present, and therefore we name it ΩΛ.

In Fig. 1 you can see that the supernovae measurements at large redshift
seem to favour a cosmological model with a positive value of ΩΛ. From equation
(3) you can see that R̈ is positive, if ΩΛ dominates, i.e. the universe undergoes
an accelerated expansion.

In Fig. 2 various types of solutions for R(t) have been plotted schematically,
and the curve suggested by the supernovae data has been labelled “ΩΛ > 0”.

At the present epoch t0, we find the following connection between the different
cosmological quantities:

t0H0 =
∫ 1

0

dy

(1 −ΩM −ΩΛ +ΩMy +ΩΛy2)
1/2 . (6)

This relation provides a stringent test for the simple FL models, since all 4
quantities t0, H0, ΩM , and ΩΛ can be measured.

A reasonable estimate for t0 is the age of the oldest stars in globular clusters
which turns out to be

t0 = (12 ± 1.2) · 109 years .

It is gratifying that this agrees with the “expansion age” H−1
0 . We shall see later

that ΩM and ΩΛ are estimated at values which satisfy nicely relation (6).
At a fixed time t the cosmological models (FL models) describe a three-

dimensional space with constant curvatureK/R2, with 3 different types of space:
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Fig. 2. R(t) in different Friedmann-Lemâitre (FL) models.

K = ±1, or K = 0. At the present epoch

K

R2
0

= H2
0 (ΩΛ +ΩM − 1) . (7)

If ΩM + ΩΛ = 1, i.e. if Ωtot reaches the critical density, the curvature of space
is zero. The geometry of space is Euclidean in this case.

3 The History of the Universe

The cosmic expansion changes the energy density of radiation and matter in
proportion to R−4 and R−3 respectively. The temperature of radiation T is
proportional to R−1. In terms of the redshift this can be written as

T = T0 (1 + z) ;
ργ = ργ0 (1 + z)4 for radiation ;
ρM = ρM0 (1 + z)3 for matter .

At the present epoch the energy density of radiation is much smaller than that
of matter, but for z greater than 104 radiation becomes the dominant energy
density.

Starting from the present state the history of the universe can be recon-
structed within the context of the cosmological model chosen. The cosmological
quantities change only with respect to time due to the assumed overall homo-
geneity and isotropy. This is an approximation which must be modified, when
e.g. the formation of structure is discussed. The idea here is that the models are
slightly perturbed by small fluctuations in the matter and energy density. The
matter fluctuations then grow by the action of gravity, and collapse eventually
to form dense clumps which evolve into stars and galaxies. The seeds of these
structures are also imprinted on the CMB, since in the early phase the photons
of the CMB were tightly coupled to the matter by Compton scattering on free
electrons.
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4 The Cosmic Microwave Background

In Fig. 3 the spectrum of the CMB is displayed. The plot shown here summarizes
9 minutes of observation by the NASA satellite COBE (Cosmic Background Ex-
plorer), lanched in 1989. The fit to a black-body spectrum with temperature T
= 2.728 K is excellent [1]. Besides the spectrum, COBE also produced evidence
for temperature fluctuations across the sky at a level of 30 µK. This was the
first glimpse of the seed fluctuations for galaxy formation. The angular resolu-
tion of the instruments aboard COBE was only 7◦, and therefore the structures
seen by COBE in the CMB are just an averaged picture. Recently the satel-
lite WMAP (Wilkinson Microwave Anisotropy Probe) has observed the CMB
with a much better angular resolution of 15′ from its position at the outer La-
grange point of the system Earth–Sun, about 1.5 million kilometers away from
the Earth. The sky maps constructed from its first year of taking data show the
expected fine-grained pattern of hot and cold spots (see Fig. 4) [3]. Expanding
the auto-covariance function of the temperature fluctuations ∆T (n) in spherical
harmonics

c(θ) ≡ 〈∆T (n)∆T (n′)〉 , (8)

with
cos θ = (n · n′) ,

leads to the power spectrum of Fig. 5 [3].
What is the physics behind this sequence of maxima? Well, it is a bit com-

plicated, but very interesting. First of all we must emphasize the fact that the
amplitudes of the fluctuations in the CMB are very small: ∆T/T � 10−5. The
amplitudes of the matter fluctuations are then less than ∆ρ/ρ = 3 · 10−5. Until

Fig. 3. The spectrum of the CMB. The best fit Planck curve at T = 2.726 K is the
solid line.
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Fig. 5. The power spectrum of WMAP. Upper panel: Multipole Component of
(∆T/T )2 vs. multiple index. Lower panel: A cross correlation of temperature and po-
larization variations. Courtesy of the WMAP team; – http://lambda.gsfc.nasa.gov.

the radiation has cooled down to 3000 K the cosmic material acts like a photon-
baryon fluid, because of the tight coupling between radiation and matter. Below
3000 K there are no longer enough photons with energies larger than 13.6 eV, and
the hydrogen atoms cannot be kept ionised. At this epoch, 400 000 years after the
big bang, hydrogen atoms form, photons and the matter particles decouple, and
the radiation propagates freely. When we observe the CMB, we see the radiation
field at this epoch of “recombination”, only redshifted by a factor (1+zR) � 1100.
Then 10−5 · (1 + zR) � 10−2 is the maximum growth density fluctuations can
have up to the present epoch, and this means we would still find an almost
uniform density field – no galaxies, and no stars! The way out is, of course, non-
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baryonic dark matter which interacts with photons only by gravity, and thus
dark matter fluctuations can gain the additional growth factor needed of about
100. Dark matter fluctuations provide the gravitational potential wells, where
the baryons flow in to form galaxies, stars, planets, and eventually astronomers
and physicists.

Now, just before recombination there already existed traces of mass concen-
trations of baryon-photon clouds within the gravitational potentials of the dark
matter.

The baryons pulled those clouds together by the gravitational force acting
between them, the photons exerted a pressure which worked on driving the clouds
apart. The interplay of forces led to oscillations of these clouds – in complete
analogy to sound waves. The clouds all oscillate in phase, synchronized by the
big bang. During contraction the photon gas got heated up, during rarefaction
it cooled. Quite generally the temperature differences can be calculated in linear
approximation as

∆T

T
=

1
3
ψ cos (krs) − (1 +Rs)ψ . (9)

Here ψ is the relativistic analogon of the Newtonian gravitational potential, k is
the wave number, rs = csη is the sound horizon, η is conformal time Rdη = dt;
the sound speed cs is given by

c2s =
1
3

c2

1 +Rs
,

and Rs is determined by the ratio of baryonic ρB to radiation energy density

Rs =
3
4
ρB

ργ
.

At the time of recombination ηR the photons left the plasma clouds with
temperatures corresponding to the phase of the oscillation. Then we interpret
cos(krs) not as a function of η, but we fix η = ηR, hence rs, and consider
∆T/T as functions of k. Extremal values of the temperature fluctuations should
occur at

k =
πm

rs
for m = 1, 2, 3, ....

When we analyze the (∆T )2 variations of the CMB averaged over different
angles (or better expanded in terms of spherical harmonics to find the multiple
structure) we expect to see the traces of the acoustic oscillations of the plasma
clouds just before recombination. That is indeed what we see, and what Fig. 5
shows.

The position in angle of the peaks and their relative amplitudes (as displayed
in Fig. 5) depend on all the different cosmic parameters. An analysis of the
power spectrum of Fig. 5 determines the cosmic parameters with unprecedented
accuracy. For instance, the position of the first peak determines the total energy
density. l = 200 means Ωtot = 1. Precisely Ωtot = 1.02 ± 02 as given by the
WMAP data.
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The density of matter (mainly cold dark matter (CDM)) is also determined.
With the preferred value of the Hubble constant of H0 = (70 ± 7) Mpc−1, one
finds

ΩCDM = 0.29 ± 0.01 ,

and for the baryon density

ΩB = 0.048 ± 0.008 .

The value for ΩB agrees nicely with the values derived from big bang nucleo-
synthesis, i.e. from the theory of the production of the light elements He, Li,
and D during the first 3 minutes of the big bang universe. The comparison of
the theoretical predictions with observations leads to limits in the present-day
baryonic density. These estimates coincide with the CMB results.

But ΩCDM + ΩB � 0.3 only (contributions by known non-barionic matter,
such as neutrionos or photons, are certainly much smaller than ΩB , and thus do
not matter in the overall balance), they do not reach the value Ωtot = 1. To bal-
ance the energy density of the cosmos one has to postulate another component,
ΩΛ, with

ΩΛ = 0.67 ± 0.04 .

This additional component corresponds to a cosmological constant which at the
present epoch leads to an accelerated expansion of the universe. This has been
detected from the supernova observations. But at the moment this “dark energy”
as it has been called is totally mysterious.

5 The Inflationary Model

One aspect of the very early universe deserves a more detailed discussion. It is
the speculation known under the name of “inflation” [1].

Imagine a state very close to the big bang, say 10−35s later, where the uni-
verse is filled with scalar fields ϕ, whose energy can be described by an effective
potential V (ϕ). The energy density of such a scalar field is

ρϕ = ϕ̇2 + V (ϕ) (10)

and the pressure
pϕ = ϕ̇2 − V (ϕ) .

Whenever ϕ̇2 is small compared to V (ϕ), then ρϕ ∼ pϕ. If in addition the field
energy dominates, it changes the expansion of the universe to an exponential
acceleration

R(t) ∝ exp (Hϕt) ,

where
H2

ϕ =
8πG

3
V (ϕ) . (11)

If the potential is chosen appropriately this exponential inflation can lead to an
immense increase of the expansion factor R(t). If inflation lasts for about 10−33 s,



Time and the Universe 31

then R(t) increases by huge factors, while in the normal radiation filled universe
R(t) would increase only by a factor 10. An inflationary epoch smoothes out any
inhomogeneities, the curvature: K/R2 goes to zero, and therefore at the end of
inflation the total energy density Ωtot should be equal to one. This prediction is
nicely confirmed by the CMB measurements.

Of course, to arrive at this value the universe must undergo a transition at
the end of inflation, in which the scalar field energy is transformed into radiation.
The models for inflation usually do not give a convincing explanation for that
transition. Within field theory it is the problem of the coupling of the “inflaton”
– as the scalar field responsible for inflation is usually called – to relativistic
particles. This coupling must be small enough to allow a sufficiently long epoch
of inflation, but large enough to bring about the transformation of the potential
energy of the inflation, and the exit from the exponential expansion.

Another point in favour of the inflationary model is the prediction of a spec-
trum of fluctuations P (k) � kn, with n ≡ 1. Again, this prediction has been
confirmed by the CMB observations.

Another interesting aspect of inflation models is the fact that only a small
part of a much larger space-time structure must undergo inflation to produce our
observable universe. One can imagine that other parts evolve in quite different
ways with different laws and constants of nature [4]. The values of the constants
of nature that we find are accidental – we just happen to be in an inflationary
bubble with parameters suitable for our existence.

This philosophical attitude leaves, of course, room for a lot of speculation on
how the constants of nature acquire their present values. A change with cosmic
time seems almost natural in such a context.

6 Variation of the Fine Structure Constant

Here I just want to draw your attention to an amusing idea of John Barrow ([5]),
who considers a cosmological model with a time-varying fine-structure constant.
In that model alpha is varying, because the electric charge e is connected with
cosmic time by a scalar field. This field enters the cosmological equations in such
a way that a time variation α ∝ log t occurs for a radiation or matter dominated
epoch, but when the cosmological constant dominates the time variation ceases.

7 Conclusions

We have seen that modern cosmology enters a phase of precision measurements.
The determination of the cosmic parameters, such as the Hubble constant and
the mean density, which were the big questions in cosmology 25 years ago, has
been successfully done. Fortunately there are new and interesting questions re-
maining. What is the nature of dark matter, of dark energy? How did galaxies
form? You need little imagination to see that these will be the hot topics of cos-
mological research in the near future. In addition there is the very early universe,
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the realm of fascinating speculations, and perhaps eventually some testable re-
sult. We have seen that already the presently discussed theories – like inflation –
leave room to accommodate spatial or temporal variations of the laws and con-
stants of nature, should such features be required by experiments. We can look
forward to an interesting decade of cosmological research.
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Millisecond Pulsars
as Tools of Fundamental Physics
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Abstract. A new era in fundamental physics began when pulsars were discovered in
1967. Soon it became clear that pulsars were useful tools for a wide variety of physical
and astrophysical problems. Further applications became possible with the discovery
of the first binary pulsar in 1974 and the discovery of millisecond pulsars in 1982. Ever
since pulsars have been used as precise cosmic clocks, taking us beyond the weak-field
limit of the solar-system in the study of theories of gravity. Their contribution is crucial
as no test can be considered to be complete without probing the strong-field realm of
gravitational physics by finding and timing pulsars. This is particularly highlighted by
the discovery of the first double pulsar system in 2003. In this review, I will explain
some of the most important applications of millisecond pulsar clocks in the study of
gravity and fundamental constants.

1 Introduction

The title of this volume, “Astrophysics, Clocks, and Fundamental Constants”,
would also be a suitable title for this contribution describing the use of radio
pulsars in the study of fundamental physics. Indeed, pulsar astronomy is an
extraordinary discipline which removes the distinction between physics and as-
trophysics that is often made. Such a distinction may be justified by the fact
that in a terrestrial laboratory we can modify the experimental set-up and con-
trol the environment. In contrast, in astrophysical experiments we remain an
observer, deriving all our information simply from observing photons and their
properties. Thereby, terrestrial experiments are typically more precise and, most
importantly, can be reproduced – at least in principle – in any other laboratory
on Earth. However, when probing the limits of our understanding of fundamental
physics, we often have to study conditions that are too extreme to be encoun-
tered on Earth. One may take the experiment into space, like “LISA”, “STEP”
or “Gravity Probe-B”, but even then we are limited, particularly if we want to
study gravity. While solar system tests provide a number of very stringent tests
for general relativity, none of the experiments made or proposed for the future
will ever be able to test the strong field limit. For such studies, pulsars are and
will remain the only way to test and enhance our understanding. Additionally,
pulsars not only provide us with the only means to perform strong-field experi-
ments, but these experiments are also amazingly precise. It is this unique aspect
that I will review in the following. The interested reader may also consult the
excellent reviews by Will [1] and Turyshev [2] on PPN formalism, by Wex [3]
and Stairs [4] on strong gravity tests, and by Lorimer [5] on pulsars in general.

M. Kramer, Millisecond Pulsars as Tools of Fundamental Physics, Lect. Notes Phys. 648, 33–54
(2004)
http://www.springerlink.com/ c© Springer-Verlag Berlin Heidelberg 2004
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2 Pulsars

Pulsars are highly magnetized, rotating neutron stars which emit a narrow radio
beam along the magnetic dipole axis. As the magnetic axis is inclined to the
rotation axis, the pulsar acts like a cosmic light-house emitting a radio pulse
that can be detected once per rotation period when the beam is directed towards
Earth (Fig. 1). For some very fast rotating pulsars, the so-called millisecond
pulsars, the stability of the pulse period is similar to that achieved by the best
terrestrial atomic clocks. This is not surprising if we consider that they have
large rotational energies of E = 1043−45 J and low energy loss rates. Using these
astrophysical clocks by accurately measuring the arrival times of their pulses, a
wide range of experiments is possible, some of which are presented here. While
it is not of utmost importance for the remainder of this review how the radio
pulses are actually created, we will consider some of the basic pulsar properties
below.

cylinder

rotation axis

light
fieldlines
closed

fieldlines
open

magnetic axis

radio beam

0 50 100 150 200 250 300 350
Longitude [deg]

PSR B1133+16Average profile

Fig. 1. (left) A pulsar is a rotating, highly magnetised neutron star. A radio beam
centred on the magnetic axis is created at some height above the surface. The tilt
between the rotation and magnetic axes makes the pulsar in effect a cosmic lighthouse
when the beam sweeps around in space. (right) Individual pulses vary in shapes and
strength (top) average profiles are stable (bottom). The typical pulse width is only
∼4% of the period.
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2.1 Pulsars as Neutron Stars

Pulsars are born in supernova explosions of massive stars. Created in the col-
lapse of the stars’ core, neutron stars are the most compact objects next to black
holes. From timing measurements of binary pulsars (see Sect. 5.2), we determine
the masses of pulsars to be within a narrow range of (1.35±0.04)M�[6]. Modern
calculations for different equations of state produce results for the size of a neu-
tron star quite similar to the very first calculations by Oppenheimer & Volkov
[7], i.e. about 20 km in diameter. Such sizes are consistent with independent es-
timates derived from modelling light-curves and luminosities of pulsars observed
in X-rays (e.g. [8]).

As rotating magnets, pulsars emit magnetic dipole radiation as the dominant
effect for an increase in rotation period, P , described by Ṗ . Equating the cor-
responding energy output of the dipole to the loss rate in rotational energy, we
obtain an estimate for the magnetic field strength at the pulsar surface from

BS = 3.2 × 1019
√
PṖ Gauss, (1)

with P measured in s and Ṗ in s s−1. Sometimes twice the value is quoted
to reflect the field at the poles. Typical values are of order 1012 G, although
field strengths up to 1014 have been observed [9]. Millisecond pulsars have lower
field strengths of the order of 108 to 1010 Gauss which appear to be a result of
their evolutionary history (see Sect. 3). These magnetic fields are consistent with
values derived from X-ray spectra of neutron stars where we observe cyclotron
lines [10].

2.2 Pulsars as Radio Sources

The radio signal of a pulsar is usually weak, both because the pulsar is distant
and the size of the actual emission region is small. Estimates range down to a few
metres, resulting in brightness temperatures of up to 1037 K [11]. Such values
require a coherent emission mechanism which, despite 35 years of intensive re-
search, is still unidentified. However, we seem to have some basic understanding,
in which the magnetized rotating neutron star induces an electric quadrupole
field which is strong enough to pull out charges from the stellar surface (the
electrical force exceeds the gravitational force by a factor of ∼ 1012!). The mag-
netic field forces the resulting dense plasma to co-rotate with the pulsar. This
magnetosphere can only extend up to a distance where the co-rotation veloc-
ity reaches the speed of light1. This distance defines the so-called light cylinder
which separates the magnetic field lines into two distinct groups, i.e. open and
closed field lines. The plasma on the closed field lines is trapped and co-rotates
with the pulsar forever. In contrast, plasma on the open field lines can reach
highly relativistic velocities and can leave the magnetosphere, creating the ob-
served radio beam at a distance of a few tens to hundreds of km above the pulsar
surface (e.g. [12], see Fig. 1).
1 Strictly speaking, the Alfvén velocity will determine the co-rotational properties of

the magnetosphere.
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Most pulsars are not strong enough for us to allow studies of their individual
radio pulses. Then, only an integrated pulse shape, the “pulse profile”, can be
observed. Individual pulses reflect the instantaneous plasma processes in the
pulsar magnetosphere, resulting in often seemingly random pulses (see Fig. 1).
In contrast, the average pulse profile reflects the global constraints mostly given
by a conal beam structure and geometrical factors and is thereby stable. It is
this profile stability which allows us to time pulsar to high precision.

3 A Pulsar’s Life

The evolution in pulsar period, P , and slow-down, Ṗ , can be used to describe the
life of a pulsar. This is usually done in a (logarithmic) P -Ṗ -diagram as shown in
Fig. 2 where we can draw lines of constant magnetic field (see (1)) and constant
“characteristic age” estimated from

τ =
P

2Ṗ
= − ν

2ν̇
, (2)

using either period, P , or the spin frequency, ν, and their derivatives in standard
units. This quantity is a valid estimate for the true age under the assumption
that the initial spin period is much smaller than the present period and that the

Fig. 2. The P − Ṗ–diagram for the known pulsar population. Lines of constant char-
acteristic age and surface magnetic field are shown. Binary pulsars are marked by a
circle. The solid line represents the pulsar “death line” enclosing the “pulsar graveyard”
where pulsars are expected to switch off radio emission.
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spin-down is fully determined by magnetic dipole braking. While it had been
assumed that pulsars are born with birth periods similar to that estimated for
the Crab pulsar, P0 = 19 ms [13], recent estimates for a growing number of
pulsars suggest a wide range of initial spin periods from 14 ms up to 140 ms
[14]. Pulsars are therefore born in the upper left area of Fig. 2 and move into
the central part where they spent most of their lifetime.

3.1 Normal Pulsars

Most known pulsars have spin periods between 0.1 and 1.0 sec with period deriva-
tives of typically Ṗ = 10−15 s s−1. Selection effects are only partly responsible for
the limited number of pulsars known with very long periods, the longest known
period being 8.5 s [15]. The dominant effect is due to the “death” of pulsars
when their slow-down has reached a critical state. This state seems to depend
on a combination of P and Ṗ which can be represented in the P − Ṗ -diagram
as a “pulsar death-line”. To the right and below this line (see Fig. 2) the elec-
tric potential above the polar cap may not be sufficient to produce the particle
plasma that is responsible for the observed radio emission. While this model can
indeed explain the lack of pulsars beyond the death-line, the truth may be more
complicated as the position of the 8.5-sec pulsar deep in the “pulsar graveyard”
indicates. Nevertheless, it is clear that the normal life of radio pulsars is limited
and that they die eventually after tens to a hundred million years.

3.2 Millisecond Pulsars

Inspecting the approx. 1600 sources shown in the P − Ṗ -diagram, it is obvious
that the position of a sub-set of about 100 pulsars located in the lower left
part of the diagram cannot be explained by the above picture of normal pulsar
life. Instead, these pulsars simultaneously have small periods (of the order of
milliseconds) and small period derivatives, Ṗ ∼< 10−18 s s−1. They appear much
older than ordinary pulsars (see (2)) and, indeed, these so-called “millisecond
pulsars” represent the oldest population of pulsars with ages up to ∼ 1010 yr.
A model for their evolutionary history was proposed soon after the discovery of
PSR B1937+21 by Backer et al. in 1982 [16]. This first millisecond pulsar has a
period of only 1.56 ms and remains the pulsar with the shortest period known.

It is suggested that millisecond periods are obtained when mass and thereby
angular momentum is transferred from an evolving binary companion while it
overflows its Roche lobe [17]. In this model, millisecond pulsars are recycled
from a dead binary pulsar via an X-ray binary phase. This model implies a
number of observational consequences: a) most normal pulsars do not develop
into a millisecond pulsar as they have long lost a possible companion during
their violent birth event; b) for surviving binary systems, X-ray binary pulsars
represent the progenitor systems for millisecond pulsars; c) the final spin period
of recycled pulsars depends on the mass of the binary companion. A more massive
companion evolves faster, limiting the duration of the accretion process; d) the
majority of millisecond pulsars have low-mass white-dwarf companions as the
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remnant of the binary star. These systems evolve from low-mass X-ray binary
systems (LMXBs); e) high-mass X-ray binary systems (HMXBs) represent the
progenitors for double neutron star systems (DNSs). DNSs are rare since these
systems need to survive a second supernova explosion. The resulting millisecond
pulsar is only mildly recycled with a period of tens of millisecond.

The properties of millisecond pulsars and X-ray binaries are consistent with
the described picture. For instance, it is striking that ∼ 80% of all millisecond
pulsars are in a binary orbit while this is true for only less than 1% of the
non-recycled population. For millisecond pulsars with a low-mass white dwarf
companion the orbit is nearly circular. In case of double neutron star systems, the
orbit is affected by the unpredictable nature of the kick imparted onto the newly
born neutron star in the asymmetric supernova explosion of the companion. If
the system survives, the result is typically an eccentric orbit with an orbital
period of a few hours. As we will see, both types of system can be used to test
different aspects of gravitational theories.

4 Pulsars as Clocks

By measuring the arrival time of the received ticks of the pulsar clock very
precisely, we can study effects that determine the propagation of the pulses in
four-dimensional space-time. Millisecond pulsars are the most useful objects for
these investigations: their pulse arrival times can be measured much more accu-
rately than for normal pulsars (the measurement precision scales essentially with
spin frequency) and their rotation is much smoother, making them intrinsically
better clocks. Specifically, they do not exhibit rotational instabilities known for
normal pulsars, namely “timing noise” and “glitches”. Glitches are associated
with young pulsars and they represent a sudden increase in rotation frequency
that is probably caused by an abrupt change in the internal structure of the
neutron star. The origin of timing noise is much less understood. It manifests
itself in a quasi-random walk in one or more of the rotational parameters on
timescales of months to years. Again, it appears mostly for young pulsars and
scales with some power of the period derivative, Ṗ . Hence, millisecond pulsars
generally do not show timing noise, although it has been detected for few sources
such as PSR B1937+21 [18] albeit on a much smaller amplitude scale than for
normal pulsars.

4.1 Time Transfer

In order to study effects that change the pulse travel time, we first have to find
an expression that describes the pulsar rotation in a reference frame co-moving
with the pulsar. We start by expressing the spin frequency of the pulsar in a
Taylor expansion,

ν(t) = ν0 + ν̇0(t− t0) +
1
2
ν̈0(t− t0)2 + ..., (3)
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where ν0 is the spin frequency at reference time t0, i.e. ν0 = ν(t0) = 1/P0 with
P0 being the corresponding pulse period. While ν0 and its derivatives refer to
values measured at a certain epoch, ν̇, ν̈ are determined by the physical process
responsible for the pulsar slow-down and should, in principle, be constant for
most time-spans considered. We expect a relation

ν̇ = −const. νn, (4)

and hence ν̈ = −const. × n× νn−1 ν̇ where the “braking index”, n, has a value
of n = 3 for magnetic dipole braking, relating to (2). Measuring ν̈ can yield the
braking index via n = νν̈/ν̇2 so that the assumption of dipole braking can be
tested. Timing noise can mimic a significant but time-varying value of ν̈ that
reflects timing noise rather than regular spin-down. In these cases, derived brak-
ing indices are meaningless in terms of global spin-down. For most millisecond
pulsars ν̈ is too small to be of significance although some sources show a non-zero
ν̈ due to timing noise.

Relating the spin frequency to the pulse number N , we find

N = N0 + ν0(t− t0) +
1
2
ν̇0(t− t0)2 +

1
6
ν̈0(t− t0)3 + · · · (5)

where N0 is the pulse number at the reference epoch t0. If t0 coincides with the
arrival of a pulse and the pulsar spin-down is accurately known, the pulses should
therefore appear at integer values of N when observed in an inertial reference
frame.

Our observing frame is not inertial, as we are using telescopes that are located
on a rotating Earth orbiting the Sun. Before analysing corresponding TOAs
measured with the observatory clock (“topocentric arrival times”), we need to
transfer them to the centre of mass of the solar system as the best approximation
to an inertial frame available. By using such “barycentric arrival times”, we can
easily combine transferred topocentric TOAs measured at different observatories
at different times. The transformation of a topocentric TOA to a barycentric
arrival time, tSSB, is given by

tSSB = ttopo − t0 + tcorr −D/f2 , (6a)
+ ∆Roemer,� +∆Shapiro,� +∆Einstein,� , (6b)
+ ∆Roemer,Bin +∆Shapiro,Bin +∆Einstein,Bin. (6c)

We have split the transformation into three lines. The first two lines apply to
every pulsar whilst the third line is only applicable to binary pulsars. We discuss
each term in detail.

Clock and Frequency Corrections. The observatory time is typically main-
tained by local H-maser clocks that are compared to UTC (NIST) by the Global
Positioning System (GPS). Offsets are monitored and retroactively applied as
clock corrections, tcorr, in the off-line analysis which often uses UTC of BIPM
as time standard. Further corrections take into account that the Earth is not
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rotating uniformly, so that leap seconds are occasionally inserted into UTC to
keep it close mean solar time. All leap second are removed from the used UTC
time standard to produce a TOA measured in International Atomic Time (TAI).
The TAI is maintained as an average of a large number of selected atomic clocks
by the Bureau International des Poids et Mesures (BIPM), which also publishes
a retroactive uniform atomic time standard known as Terrestrial Time, TT (for-
merly known as Terrestrial Dynamical Time, TDT). The unit of TT is the SI
second and may be regarded as the time that would be kept by an ideal atomic
clock on the geoid with TT=TAI+32.184 seconds, where the offset of about 32 s
stems from historic reasons. This time scale should be used in the final analysis
by correcting the initially measured TOAs to TT(BIPM).

As the pulses are delayed due to dispersion in the interstellar medium, the ar-
rival time depends on the observing frequency, f . The TOA is therefore corrected
for a pulse arrival at an infinitely high frequency, thereby removing dispersion
from the data (last term in 6a). The corresponding Dispersion Measure (DM) is
determined during the discovery of the pulsar and can be measured accurately by
observations at multiple frequencies. For some pulsars, the dispersion measure is
observed to change with time. In order to avoid time-varying drifts introduced
into the TOAs in such cases, the above term needs to be modified to include
time-derivatives of DM, i.e. ˙DM, D̈M and so on. These can be determined if
monitoring observations at two or more frequencies are available when they pro-
vide an estimate for the change in electron density along the line-of-sight as a
result of ‘interstellar weather’. For high-precision timing of millisecond pulsars
such multi-frequency observations are essential.

Barycentric Corrections. The terms in (6b) describe the corrections neces-
sary to transfer topocentric to barycentric TOAs.

The Roemer delay, ∆Roemer,�, is the classical light-travel time between the
phase centre of the telescope and the solar system barycentre (SSB). Given a
unit vector, �̂s, pointing from the SSB to the position of the pulsar and the vector
connecting the SSB to the observatory, �r, we find:

∆Roemer,� = −1
c
�r · �̂s = −1

c
(�rSSB + �rEO) · �̂s. (7)

Here c is the speed of light and we have split �r into two parts. The vector,
�rSSB, points from the SSB to centre of the Earth (geocentre). Computation of
this vector requires accurate knowledge of the locations of all major bodies in
the Solar system and uses solar system ephemerides such as the ‘DE200’ or
‘DE405’ published by Jet Propulsion Laboratory (JPL) [19]. The second vector
�rEO, connects the geocentre with the phase centre of the telescope. In order to
compute this vector accurately, the non-uniform rotation of the Earth has to
be taken into account, so that the correct relative position of the observatory
is derived. This is achieved using appropriate UT1 corrections published by
International Earth Rotation Service (IERS).

The Shapiro delay, ∆Shapiro,�, is a relativistic correction that corrects for
extra delays due to the curvature of space-time caused by the presence of masses
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in the solar system [20]. The delays are largest for a signal passing the Sun’s limb
(∼ 120 µs) while Jupiter can contribute as much as 200 ns. In principle one has
to sum over all bodies in the solar system, yielding

∆Shapiro,� = (1 + γ̂)
∑

i

GMi

c3
ln

[
�̂s · �rEi + rEi
�̂s · �rPi + rPi

]
, (8)

where Mi is the mass of body i, �rPi is the pulsar position relative to it, and �rEi is
the telescope position relative to that body at the time of closest approach of the
photon (see [21]). The parameter γ̂ is one of the Parameterised-Post-Newtonian
(PPN) parameters that will be discussed in Sect. 5.1. It describes how much
space-curvature is produced by unit rest mass and takes the value γ̂ = 1 in
general relativity 2 In practice, γ̂ is adopted as unity and only the Sun, and in
some cases Jupiter, are accounted for in this calculation.

The last term in (6b), ∆Einstein,�, is called Einstein delay and it describes the
combined effect of time dilation due to the motion of the Earth and gravitational
redshift caused by the other bodies in the Solar system. This time varying effect
takes into account the variation of an atomic clock on Earth in the changing
gravitational potential as the Earth follows its elliptical orbit around the Sun.
The delay amounts to an integral of the expression [21]

d∆Einstein,�
dt

=
∑

i

GMi

c2rEi
+
v2E
2c2

− constant, (9)

where the sum is again over all bodies in the solar system but this time excluding
Earth. The distance rEi is again the distance between Earth and body i, while
vE is the velocity of the Earth relative to the Sun.

Relative Motion. Equation 6a-6c is sufficient to measure the clock rate as
produced by the pulsar if no further motion or acceleration between pulsar and
SSB occurs. If the pulsar is moving relative to the SSB, only the transverse
component of the velocity, vt, can be observed from timing. A radial motion
is not measurable practically (though theoretically possible), leaving resulting
Doppler corrections to observed periods, masses etc. undetermined. The situ-
ation changes if the pulsar has an optically detectable companion such as a
white dwarf for which Doppler shifts can be measured from optical spectra. In
contrast, a transverse motion will change the vector �̂s in (7), adding a linear time-
dependent term to our transfer equation, and can therefore be measured as pro-
per motion, µ.

Another effect arising from a transverse motion is the Shklovskii effect, also
known in classical astronomy as “secular acceleration”. With the pulsar mo-
tion, the projected distance of the pulsar to the SSB is increasing, leading to a
2 Usually, this parameter is denoted without the “hat” simply as γ (see [2]), but it is

common practice in the study of binary pulsars to use the symbol γ to describe the
amount of time dilation and gravitational redshift caused by a pulsar companion.
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correction that is quadratic in time [21],

∆tS =
v2t
2dc

t2. (10)

Since this delay scales with inverse of the distance d to the pulsar, the correction
is usually too small to be considered. However, it has the effect that any observed
change in a periodicity (i.e. change in pulse or orbital period) is increased over
the intrinsic value by

Ṗ

P
=

1
c

v2t
d
. (11)

For millisecond pulsars where Ṗ is small, a significant fraction of the observed
change in period can be due to the Shklovskii effect. This effect also needs to be
considered, when studying the decay of an orbital period due to gravitational
wave emission, where the observed value is increased by the Shklovskii term.

Similarly, any line-of-sight acceleration a of the pulsar due to an external
gravitational field changes the observed period derivative by Ṗ /P = a/c. This
effect is commonly observed for pulsars in globular clusters where the accelera-
tion through the cluster’s gravitational field towards our line of sight can often
be large enough to reverse the sign of Ṗ . As a result, the pulsars appear to
be spinning up rather than down! Such pulsars place useful constraints on the
cluster mass distributions and the intracluster medium [22].

Finally, a related term that needs to be considered for nearby pulsars de-
scribes an annual parallax given by [21]

∆tπ = − 1
2cd

(
�r × �̂s

)2
=

1
2cd

(
(�r · �̂s)2 − |�r|2

)
. (12)

In comparison to the more familiar positional parallax, this timing parallax cor-
responds to measuring the time delay due to the curvature of the emitted wave-
fronts at different positions of the Earth orbit. This effect imposes a signal with
an amplitude of l2 cosβ/(2cd) where l is the Earth-Sun distance and β is the
ecliptic latitude of the pulsar. For a pulsar at d = 1 kpc, this delay amounts
to only ∼< 1.2µs, and hence it is only measurable for a few millisecond pulsars
where it provides a precise distance estimate. Similarly difficult to measure is
the annual-orbital parallax for binary pulsars which manifests itself as a periodic
change in the observed projected semi-major axis of the pulsar’s orbit due to
viewing the system from slightly different directions during the Earth’s orbit. In
contrast, a secular change of the semi-major axis due to a proper motion of the
system on the sky has been measured for a number of binary millisecond pulsars
(see [4]).

4.2 Pulsar Timing

The transfer equation (6a)–(6c) contains a number of parameters which are not
known a priori (or only with limited precision after the discovery of a pulsar) and
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need to be determined precisely in a least-squares fit analysis of the measured
TOAs. These parameters can be categorised into three groups:

Astrometric parameters: The astrometric parameters include the position of
the pulsar, and its proper motion and parallax. While the position is only
known within a telescope beam after the discovery, the precision can be
greatly improved by timing the pulsar for about a year (full Earth orbit).
Proper motion and parallax only become evident after a longer time-span.

Spin parameters: These include the rotation frequency of the pulsar, ν, and
its derivatives (3).

Binary parameters: For pulsars in a binary orbit, the initial observations will
typically show a periodic variation in observed pulse period. Five Keplerian
parameters then need to be determined: orbital period, Pb; the projected
semi-major axis of the orbit, x ≡ a sin i where i is the (usually unknown)
inclination angle of the orbit; the orbital eccentricity, e; the longitude of
periastron, ω; and the time of periastron passage, T0. For a number of bi-
nary systems this Newtonian description of the orbit is not sufficient and
relativistic corrections need to be applied, e.g. ω is replaced by ω + ω̇t. The
measurement of the Post-Keplerian (PK) parameters such as ω̇ allows a com-
parison with values expected in the framework of specific theories of gravity.
We discuss these aspects further below.

Given a minimal set of starting parameters, a least-squares fit is needed to
match the measured arrival times to pulse numbers according to (5). The aim
is to obtain a phase-coherent solution that accounts for every single rotation of
the pulsar between two observations. One starts off with a small set of TOAs
that were obtained so closely in time, that the accumulated uncertainties in the
starting parameters do not exceed one pulse period. Gradually, the data set is
expanded, maintaining coherence in phase. When successful, post-fit residuals
expressed in pulse phase show a random distribution around zero (see Fig 3).
After starting with fits for only period and pulse reference phase over some hours
and days, longer time spans slowly require fits for parameters like spin-frequency
derivative(s) and position. Incorrect or incomplete timing models cause system-
atic structures in the post-fit residuals identifying the parameter that needs to be
included or adjusted (see Fig. 3). The precision of the parameters improves with
length of the data span and the frequency of observation, but also with orbital
coverage in the case of binary pulsars. Sufficient data sets then enable measure-
ments with amazing precision, e.g. the period determined for PSR B1937+21 is
known to a relative precision of 10−15.

Obviously, the above description shows that the process of pulsar timing
is elaborate. Fortunately, sophisticated software packages have been developed
that combine time transfer and the least-squares fit of the timing model. The
three major packages are TEMPO (ATNF/Princeton University) [23], PSRTIME
(Jodrell Bank Observatory) [24], and TIMAPR (Pushchino Observatory/MPIfR)
[25]. The most widely used package is TEMPO.
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Fig. 3. Timing residuals for the 1.19-s pulsar B1133+16. A fit of a perfect timing model
should result in randomly distributed residuals, shown in a). A parabolic increase in
the residuals in part b) is obtained if Ṗ is underestimated, here by 4%. An offset in
position produces sinusoid residuals shown in part c) where the declination has an
error of 1 arcmin. Part d) demonstrates the effect of neglected proper motion, here of
µ = 380 mas/yr. Note the different scales on the y-axes.

5 Applications of Pulsars

Pulsars are unique and versatile objects which can be used to study an extremely
wide range of physical and astrophysical problems. Beside testing theories of
gravity one can study the Galaxy and the interstellar medium, stars, binary
systems and their evolution, solid state physics and the interior of neutron stars.
Investigating the radio emission of pulsars provides insight into plasma physics
under extreme conditions. In the following we will concentrate on the application
of pulsars as clocks, paying in particular attention to tests of theories of gravity.
Some of these tests involve studies of PPN parameters and possible related time
variation in the Gravitational Constant, G.

5.1 PPN Parameters

Metric theories of gravity assume (i) the existence of a symmetric metric, (ii)
that all test bodies follow geodesics of the metric and (iii) that in local Lorentz
frames the non-gravitational laws of physics are those of special relativity. Under
these conditions we can study metric theories with the Parameterised Post-
Newtonian (PPN) formalism by describing deviations from simple Newtonian
physics in the slow-motion and weak-field limit. This is possible in a theory-
independent fashion, such that the only differences in these theories occur in
the numerical coefficients that appear in the metric, characterised by a set of
10 real-valued PPN-Parameters [26]. Each of the parameters can be associated
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with a specific physical effect, like the violation of conservation of momentum
or equivalence principles, and certain values are assigned to them in a given
theory. Thereby, comparing measured PPN parameters to their theoretical values
can single out wrong theories in a purely experimental way. A more complete
description of the PPN formalism and the physical meaning of PPN parameters
is presented by Turyshev in this volume [2]. A recent review was given by Will [1].
Here we summarize the studies of those PPN parameters that can be constrained
by pulsars. A more detailed account of related pulsar tests is given by Wex [27,3]
and Stairs [4].

Violations of the Strong-Equivalence-Principle (SEP). The Strong Equiv-
alence Principle (SEP) is completely embodied into general relativity, while al-
ternative theories of gravity predict a violation of some or all aspects of SEP. The
SEP is, according to its name, stronger than both the Weak Equivalence Princi-
ple (WEP) and the Einstein Equivalence Principle (EEP). The WEP states that
all test bodies in an external gravitational field experience the same acceleration
regardless of the mass and composition. While the WEP is included in all metric
theories of gravity, the EEP goes one step further and also postulates Lorentz-
invariance and positional invariance. Lorentz-invariance means that no preferred
frame exists, so the outcome of a local non-gravitational experiment is indepen-
dent from the velocity of the apparatus, while positional invariance renders it
unimportant where this experiment is being performed. The SEP includes both
the WEP and the EEP, but postulates them also for gravitational experiments.
As a consequence, both Lorentz- and positional invariance should be indepen-
dent of the gravitational self-energy of the bodies in the experiment. Obviously,
all bodies involved in terrestrial lab experiments possess only a negligible frac-
tion of gravitational self-energy, so that tests of SEP require the involvement of
astronomical objects.

A violation of SEP means that there is a difference between gravitational
mass, Mg, and inertial mass, Mi. The difference can be written as

Mg

Mi
≡ 1 + δ(ε) = 1 + ηε+ O(ε2), (13)

where ε is the gravitation self-energy in units of mc2 and η is a parameter
characterising the violation of SEP. The latter parameter was introduced by
Nordvedt (1968) who suggested studying the Earth-Moon system to test for vi-
olations of SEP. Due to their different self-energy (Earth: ε ∼ −4.6 × 10−10,
Moon: ε ∼ −0.2 × 10−10), Earth and Moon would fall differently in the exter-
nal gravitational field of the Sun, leading to a polarization of the Earth-Moon
orbit (“Nordvedt-effect”). Lunar-laser-ranging experiments can be used to put
tight limits on η which is a linear combination of PPN parameters represent-
ing effects due to preferred locations, preferred frames and the violation of the
conservation of momentum. However, even in the Earth-Moon case, or the Solar
system in general, the self-energies involved are still small and do not test the
SEP in strong-field regimes where deviations to higher order terms of ε could be
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present. It is at that point where the circular pulsar-white dwarf systems become
important.

For neutron stars, ε ∼ 0.15, which is large, in particular considering ε = 0.5
for a black hole, and much larger than the self-energy of a white dwarf, ε ∼ 10−4.
Therefore, the pulsar and white dwarf companion of a binary system should feel
a different acceleration due to the external Galactic gravitational field if SEP
is violated. Similar to the Nordvedt effect, this should lead to a polarisation of
the pulsar-white dwarf orbit (“gravitational Stark effect” [28]). The eccentricity
vector of such a binary system should therefore have two components, one con-
stant component due to the external acceleration, and another one that evolves
in time following relativistic periastron advance. Since the present direction of
the evolving eccentricity vector is unknown, a careful analysis of all relevant sys-
tems in a statistical manner is needed. Significant contributions to the results
are made by long orbital-period and small-eccentricity systems, i.e. where Pb/e

2

is large [27].

Preferred-Frames and Conservation Laws. Some metric theories of grav-
ity violate SEP specifically by predicting preferred-frame and preferred-location
effects. A preferred universal rest frame, presumably equivalent with that of
the Cosmic Microwave Background (CMB), may exist if gravity is mediated (in
part) by a long-range vector field. This violation of local Lorentz-invariance is
described by the two PPN parameters α1 and α2. While both parameters can
be tightly constrained in the weak-field limit of the solar system, α1 can also be
studied in the strong-field regime by analysing the same low-eccentricity pulsar-
white dwarf systems with a figure-of-merit given by P 1/3

b /e: If α1 were different
from zero, a binary system moving with respect to a preferred universal rest
frame would again suffer a long-term change in its orbital eccentricity. In a sta-
tistical analysis similar to that for the study of the gravitational Stark-effect,
the binary 5.3-ms pulsar PSR J1012+5307 is particularly valuable. It not only
has an extremely small orbital eccentricity, for which only an upper limit of
e < 8 × 10−7 (68% C.L.) was found from Jodrell Bank and Effelsberg observa-
tions [29], but its optically detected white dwarf companion also provides full
3-d velocity information relative to the CMB. Using this and other systems, Wex
[27,3] derives |α1| < 1.2×10−4 (95% C.L.) which is slightly better than the solar
system limit (see [2]).

In cases where theories both violate the Lorentz-invariance and the conser-
vation of momentum, the equation of motion for a rotating body in the post-
Newtonian limit contains so-called self-acceleration terms. This self-acceleration
of the body’s centre depends on the internal structure of the rotating body and
results from the breakdown in conservation of total momentum. Another term
in the self-acceleration involves the body’s motion relative to a universal rest
frame. Both contributions relate to the PPN parameter α3 that can be tested
using pulsars as isolated rotating objects [30,31], or as bodies in binary systems
where both pulsar and companion suffer self-acceleration, leading to polarized
orbits [32]. The limits derived by this second method using circular pulsar-white
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dwarf systems are much tighter than studying the spin periods of isolated pul-
sars, resulting in |α3| < 1.5 × 10−19 (95% C.L.) [31]. This result for α3 and a
limit set on (α3 + ζ2) < 4 × 10−5 [33] constrains the PPN parameter ζ2, which
describes the non-conservation of momentum. Derived from a limit on the sec-
ond period derivative, P̈ , of PSR B1913+16 and, hence, its acceleration, the
interpretation of this limit may be complicated as non-zero P̈ could arise from
a number of sources such as timing noise [4].

Gravitational Dipole Radiation. Essentially any metric theory of gravity
that embodies Lorentz-invariance in its field equations predicts gravitational ra-
diation. However, the details of these predictions may differ in the speed of the
gravity waves, the polarization of the waves and/or the multi-polarities of the
radiation. If a theory satisfies SEP, like general relativity, gravitational dipole
radiation is not expected, and the quadrupole emission should be the lowest mul-
tipole term. This arises because the dipole moment (centre of mass) of isolated
systems is uniform in time due to the conservation of momentum and because
the inertial mass that determines the dipole moment is the same as the mass that
generates gravitational waves. In alternative theories, while the inertial dipole
moment may remain uniform, the gravity wave dipole moment may not, since in
a violation of SEP the mass generating gravitational waves depends differently
on the internal gravitational binding energy of each body than does the inertial
mass [1]. If dipole radiation is predicted, the magnitude of this effect depends
on the difference in gravitational binding energies, expressed by the difference in
coupling constants to a scalar gravitational field, (α̂p − α̂c). For a white dwarf
companion |αc| 
 |αp|, so that the strongest emission should occur for short-
orbital period pulsar-white dwarf systems. Again, the binary pulsar J1012+5307
becomes extremely useful. Given its vanishing eccentricity, the change in orbital
period due to dipole radiation becomes

Ṗ dipole
b � 4π2G∗

c3Pb

MpMc

Mp +Mc
α̂p

2 + O
(
v5

c5

)
, (14)

where G∗ is the “bare” gravitational constant. With the optically detected com-
panion, the measured radial velocity can be use to correct for Doppler effects.
For this system [29], Wex [3] derives a limit of |α̂p|2 < 4 × 10−4 (95% C.L.).

Time Variability of the Gravitational Constant. Three different pulsar
tests are available to test the time variability of the gravitational constant, G,
and to derive an upper limit for Ġ/G. A time variability is only allowed if SEP
is violated due to preferred locations in space and time. In the case of pulsars,
a changing G would change the gravitational binding energy of a neutron star
and thereby possibly also its moment of inertia, which would cause a change
in the spin-down behaviour, namely a contribution to Ṗ . A comparison with
observed values leads to limits of the order of Ġ/G < 10−11 yr−1 [4]. A slightly
more stringent limit can be derived from the effects that a varying G would
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have on orbital periods [34,35]. Both limits are still about an order of magnitude
above the limits set by solar system tests. Moreover, they depend to some degree
on the compactness of the neutron star and its equation of state, so that they
are not truly theory independent [1]. An interesting alternative test uses the
mass determination for neutron stars [36], utilising that the Chandrasekhar mass
depends directly on G. Studying the mass of millisecond pulsars as function of
pulsar age, a strong limit of Ġ/G < (−0.6±4.2)10−12 yr−1 (95% C.L.) is derived.
However, while the mass of neutron stars can be determined quite accurately in
relativistic binaries (see Sect. 5.2), an age estimation relying on (2) can contain
considerable uncertainty.

5.2 Tests Using Double Neutron Stars

Even though in all metric theories matter and non-gravitational fields respond
only to the space-time metric, it is possible that scalar or vector fields exist
in addition to the metric. Damour & Esposito-Farèse developed a framework to
study theories at a second post-Newtonian (2PN) level where gravity is mediated
by a tensor field and one or more scalar field [38]. These theories are interesting
since scalar partners to gravitons arise naturally in quantum gravity and unified
theories. Damour & Esposito-Farèse show that it is possible to construct corre-
sponding theories where deviations from general relativity are not visible in the
weak field but only manifest themselves in a “spontaneous scalarization” if the
strong field limit is approached. They conclude that current solar system tests
and also upcoming satellite missions will not be able to replace the strong field
tests provided by radio pulsars. Indeed, they use the DNSs, PSR B1534+12 and
PSR B1913+16, together with PSR B0655+64 and solar system tests, to signif-
icantly constrain the parameters describing the coupling of matter to the scalar
field [39]. More stringent limits have been presented recently using also results
for the pulsar-white dwarf system PSR J1141−4565 [40]. A more classical ap-
proach using DNSs for tests of theories of gravity is made with the measurement
of post-Keplerian (PK) parameters as observables.

Because of the strong gravitational fields, we expect DNSs to suffer large
relativistic effects. In this case, we cannot necessarily assume that we under-
stand the underlying physics, even though general relativity appears to describe
the physics in the solar system to high precision. Therefore, a purely theory-
independent approach like the PPN approximation is difficult to realize. Instead,
one can only use an existing theory of gravity and check if the observations are
consistently described by the measured Keplerian and PK parameters. In each
theory, for point masses with negligible spin contributions, the PK parameters
should only be functions of the a priori unknown pulsar and companion mass,
Mp and Mc, and the easily measurable Keplerian parameters. With the two
masses as the only free parameters, an observation of two PK parameters will
already determine the masses uniquely in the framework of the given theory.
The measurement of a third or more PK parameters then provides a consistency
check. In general relativity, the five most important PK parameters are given to
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lowest Post-Newtonian order by (e.g. [3]):

ω̇ = 3T 2/3
�

(
Pb

2π

)−5/3 1
1 − e2 (Mp +Mc)2/3, (15)

γ = T
2/3
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(
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2π
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T
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−1/3
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(
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x
(Mp +Mc)2/3

Mc
, (19)

where Pb is the period and e the eccentricity of the binary orbit. The masses
Mp and Mc of pulsar and companion, respectively, are expressed in solar masses
(M�). We define the constant T� = GM�/c3 = 4.925490947µs where G denotes
the Newtonian constant of gravity and c the speed of light. The first PK pa-
rameter, ω̇, is the easiest to measure and describes the relativistic advance of
periastron. According to (15) it provides an immediate measurement of the total
mass of the system, (Mp+Mc). The parameter γ denotes the amplitude of delays
in arrival times caused by the varying effects of the gravitational redshift and
time dilation (second order Doppler) as the pulsar moves in its elliptical orbit at
varying distances from the companion and with varying speeds. The decay of the
orbit due to gravitational wave damping is expressed by the change in orbital
period, Ṗb. The other two parameters, r and s, are related to the Shapiro delay
caused by the gravitational field of the companion. These parameters are only
measurable, depending on timing precision, if the orbit is seen nearly edge-on.

Until very recently, only two DNSs had more than two PK parameters de-
termined, the 59-ms pulsar B1913+16 and the 38-ms PSR B1534+12. For PSR
B1913+16 with an eccentric (e = 0.61) 7.8-hr orbit, the PK parameters ω̇, γ and
Ṗb are measured very precisely. Correcting the observed Ṗb value for effects of
relative motion (see Sect. 4.1), the measured value is in excellent agreement with
the prediction of general relativity for quadrupole emission (see Fig. 4). This re-
sult demonstrates impressively that general relativity provides a self-consistent
and accurate description of the system which can be described as orbiting point
masses, i.e. the structure of the neutron stars does not influence their orbital
motion as expected from SEP. The precision of this test is limited by our knowl-
edge of the Galactic gravitational potential and the corresponding correction
to Ṗb. The timing results for PSR B1913+16 provide us with the most precise
measurements of neutron star masses so far, i.e. Mp = (1.4408 ± 0.0003)M�
and Mc = (1.3873 ± 0.0003)M� [37]. It is worth pointing out that these values
include the unknown Doppler factor.

The 10-hr orbit of the second DNS PSR B1534+14 (e = 0.27) is observed
under fortunate circumstances, it is seen nearly edge-on. Thereby, in addition to
the three PK parameters observed for PSR B1913+16, the Shapiro-delay param-
eters r and s can be measured, enabling non-radiative aspects of gravitational
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Fig. 4. (left) Shift in the periastron passage of the DNS PSR B1913+16 plotted as
a function of time, resulting from orbital energy loss due to the emission of gravita-
tional radiation. The agreement between the data, now spanning almost 30 yr, and
the predicted curve due to gravitational quadrupole wave emission is now better than
0.5%. Figure provided by Joel Weisberg and Joe Taylor. (right) “Mass-mass” diagram
showing the observational constraints on the masses of the neutron stars in the double-
pulsar system J0737–3039. The shaded regions are those which are excluded by the
Keplerian mass functions of the two pulsars. Further constraints are shown as pairs of
lines enclosing permitted regions as predicted by general relativity: (a) the measure-
ment of ω̇ gives the total system mass mA+mB = 2.59 M�; (b) the measurement of the
mass ratio R = mA/mB = 1.07; (c) the measurement of the gravitational redshift/time
dilation parameter γ; (d) the measurement of the two Shapiro delay parameters r and
s. Inset is an enlarged view of the small square encompassing the intersection of the
three tightest constraints, representing the area allowed by general relativity and the
present measurements.

theories to be tested, as Ṗb is not necessarily needed. In fact, the observed value
of Ṗb seems to be heavily influenced by Shklovskii-terms, so that the correspond-
ing line fails to meet the others in a Mp-Mc diagram. However, assuming that
general relativity is the correct theory of gravitation, the deviation from the
predicted value and the measured proper motion, µ, can be used to compute the
necessary correction and hence the distance to the pulsar, d = 1.02 ± 0.05 kpc
[41].

5.3 Tests Using Profile Structure Data

In addition to the use of pulsars as clocks, strong gravity effects can also be
tested using pulse structure data, namely the effects of “geodetic precession” in
the DNSs PSR B1913+16 and PSR B1534+14. In both cases, the pulsar spin
axis appears to be misaligned with the orbital angular momentum vector. In such
a case, general relativity predicts a relativistic spin-orbit coupling, analogous
to spin-orbit coupling in atomic physics. The pulsar spin precesses about the
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total angular momentum, changing the relative orientation of the pulsar towards
Earth. As a result, the angle between the pulsar spin axis and our line-of-sight
changes with time, so that different portions of the emission beam are observed
[42]. Consequently, changes in the measured pulse profile and its polarization
are expected. In extreme cases, the precession may even move the beam out of
our line-of-sight and the pulsar may disappear as predicted for PSR B1913+16
for the year 2025 [43]. See the review by Kramer [44] for a detailed description
of this effect and its observations.

5.4 Recent Discoveries

The tremendous success of recent surveys, in particular those using the Parkes
telescope (e.g. [45]), has lead not only to the discovery of more than 700 new
pulsars, but also to some very exciting new binary systems. Until recently, only
five DNSs were known. This situation has changed and now eight systems can be
studied. The most recent addition is a DNS discovered in the Parkes Multibeam
(PM) Survey, PSR J1756−2251 (Faulkner et al., in prep.). This system shows
similarities with PSR B1913+16 as its orbital period is somewhat less than 8
hours although its eccentricity is smaller (e = 0.18).

The recent discoveries benefit from larger available computing power which
enables so-called “acceleration searches” for fast orbiting binary pulsars. Such
techniques try to correct for the usually made assumption that the pulse pe-
riod remains constant during the observations. For compact binary systems, this
assumption is violated due to large Doppler shifts in period, resulting in much
reduced sensitivity in standard Fourier searches. The employment of acceler-
ation codes has therefore lead to a number of new binary pulsars with short
orbital periods. Another example is PSR J1744−3922 (Faulkner et el., in prep.).
This 172-ms pulsar is in an almost circular 4.6-hr orbit and hence only the
second long-period pulsar in such a short orbit. The other such pulsar is PSR
J1141−6545 which is a 393-ms PM pulsar in an eccentric 4.5-hr orbit [46]. Both
pulsars appear to have a white dwarf companion, but while PSR J1141−6545’s
companion is heavy (Mc ∼ 1M�), the new pulsar’s companion is probably much
lighter (Mc ≥ 0.08M�). Whilst these are indeed exciting discoveries, the most
stunning success is clearly the recent discovery of the first double-pulsar system,
J0737−3039.

6 The Double-Pulsar

The 22.8-ms pulsar J0737-3039 was discovered in April 2003 [47]. It was soon
found to be a member of the most extreme relativistic binary system ever dis-
covered: its short orbital period (Pb = 2.4 hrs) is combined with a remarkable
high value of periastron advance (ω̇ = 16.88 ± 0.09 deg/yr, i.e. four times larger
than for PSR B1913+16!) and a short coalescing time (∼ 85 Myr). The latter
time-scale boosts the hopes for detecting a merger of two neutron stars with
first-generation ground-based gravitational wave detectors by about an order of
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magnitude compared to previous estimates based on only the DNSs B1534+12
and B1913+16 [47]. Consequently, during the lecture I had presented this pulsar
already as the most beautiful laboratory for testing general relativity found so
far, pointing also out that with a geodetic precession period of only 70 yr future
studies should reveal interesting and exciting results. But little did we know then
which surprise was still waiting for us.

In October 2003, our team detected radio pulses from the second neutron star
when data sets covering the full orbital period were analysed [48]. The reason why
signals from the 2.8-s pulsar companion (now called PSR J0737−3039B, hereafter
“B”) to the millisecond pulsar (now called PSR J0737−3039A, hereafter “A”)
had not been found earlier, became clear when it was realized that B was only
visible clearly for two short parts of the orbits. For the remainder of the orbit,
the pulsar B is extremely weak and only detectable with the most sensitive
equipment. The detection of a young pulsar-companion B clearly confirmed the
evolution scenario presented in Sect. 3 and made this already exciting system
sensational, providing a truly unique testbed for relativistic gravity.

Indeed, we have now measured A’s ω̇ and γ and we have also detected the
Shapiro delay in the pulse arrival times of A due to the gravitational field of B,
providing a precise measurement of the orbital inclination of sin i = 0.9995(+4

−32).
Obviously, as another strike of luck, we are observing the system almost com-
pletely edge-on which allows us to also probe pulsar magnetospheres for the very
first time by a background beacon. The measurements already provide four mea-
sured PK parameters, resulting in a mA −mB plot shown in Fig. 4. The orbital
decay due to gravitational wave emission is already visible in the data, but the
uncertainties are yet too large to provide a useful constraint. However, in addi-
tion to tests with these PK parameters, the detection of B as a pulsar opens up
opportunities that go well beyond what has been possible so far. With a measure-
ment of the projected semi-major axes of the orbits of both A and B, we obtain a
precise measurement of the mass ratio, R(mA,mB) ≡ mA/mB = xB/xA, provid-
ing a further constraint displayed in Fig. 4. For every realistic theory of gravity,
we can expect the mass ratio, R, to follow this simple relation [49]. Most im-
portantly, the R-line is not only theory-independent, but also independent of
strong-field (self-field) effects which is not the case for PK-parameters. This pro-
vides a stringent and new constraint for tests of gravitational theories as any
intersection of the PK-parameters must be located on the R-line. At the same
time, it provides us already with very accurate mass measurements for the neu-
tron stars, MA = (1.337±0.005)M� and MB = (1.250±0.005)M�, respectively,
making B the least-massive neutron star ever observed.

The equations for the PK parameters given in Sect. 5.2 are all given to
lowest Post-Newtonian order. However, higher-order corrections may become
important if relativistic effects are large and timing precision is sufficiently high.
Whilst this has not been the case in the past, the double pulsar system may
allow measurements of these effects in the future [48]. One such effect involves
the prediction by general relativity that, in contrast to Newtonian physics, the
neutron stars’ spins affect their orbital motion via spin-orbit coupling. This effect
would be visible clearest as a contribution to the observed ω̇ in a secular [50] and
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periodic fashion [51]. For the J0737−3039 system, the expected contribution is
about an order of magnitude larger than for PSR B1913+16, i.e. 2 × 10−4 deg
yr−1 (for A, assuming a geometry as determined for PSR B1913+16 [43]). As the
exact value depends on the pulsars’ moment of inertia, a potential measurement
of this effect allows the moment of inertia of a neutron star to be determined for
the first time [52]. Obviously, the double pulsar system offers improved but also
new tests of general relativity. The current data already indicate an agreement
of the observed with the expected Shapiro parameter of sobs/sexp = 1.00007 ±
0.00220 (Kramer et al. in prep.) where the uncertainties are likely to decrease.

7 Conclusions and Outlook

Millisecond pulsars find a wide range of applications, in particular for precise
tests of theories of gravity. After the discovery of pulsars thereby marked the
beginning of a new era in fundamental physics, pulsars discovered and observed
with the future Square-Kilometer-Array (SKA) will further transform our un-
derstanding of gravitational physics. The SKA’s sensitivity will discover the
majority of pulsars in the Galaxy, almost certainly providing the discovery of
the first pulsar-black hole system. For tests of general relativity such a system
would have a discriminating power that surpasses all its present and foreseeable
competitors [39]. In particular, we could directly test black hole properties as
predicted by general relativity, such as the Cosmic Censorship Conjecture or the
“no-hair” theorem. Moreover, the pulsars discovered with the SKA would act as
arms of a huge gravitational wave detector enabling the study of a possible grav-
itational wave background in a frequency range that is inaccessible to LIGO or
even LISA. Clearly, the SKA will provide yet another leap in our understanding
and application of pulsars.
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Fundamental Units: Physics and Metrology

Lev B. Okun

ITEP, Moscow, 117218, Russia

Abstract. The problem of fundamental units is discussed in the context of achieve-
ments of both theoretical physics and modern metrology. On one hand, due to the
fascinating accuracy of atomic clocks, the traditional macroscopic standards of metrol-
ogy (second, metre, kilogram) are giving way to standards based on fundamental units
of nature: velocity of light c and quantum of action h. On the other hand, the poor pre-
cision of the gravitational constant G, which is widely believed to define the “cube of
theories” and the units of the future “theory of everything”, does not allow to use G as
a fundamental dimensional constant in metrology. The electromagnetic units in SI are
actually based on concepts of prerelativistic classical electrodynamics such as ether,
electric permittivity and magnetic permeability of vacuum. Concluding remarks are
devoted to terminological confusion which accompanies the progress in basic physics
and metrology.

1 Introduction

The problem of fundamental units has many facets, three of which seem to be
most important: theoretical, experimental and technological. At present they
are inseparable. Theory, the so called Standard Model, formulates basic physi-
cal laws and mathematical methods of their application. Theoretical laws were
established and continue to be established and tested on the basis of ingenious
experiments and astronomical observations of higher and higher accuracy for an
expanding space of parameters.

Precision experiments and observations, in their turn, are unthinkable with-
out modern high technologies, including lasers and computers. These technolo-
gies are indissolubly connected with metrology – creation, perfection and unifi-
cation of standards of physical units, while metrology is widely using the results
of such theories as quantum mechanics, relativity theory, electrodynamics, con-
densed matter theory etc. Thus the circle is closed.

The situation is additionally complicated by the fact that the Standard Model
is not a complete theory. It has many unsolved problems. Perhaps the most burn-
ing is the problem of the existence of fundamental scalar particles (higgses), re-
sponsible for the masses of all fundamental particles (from the heaviest one – the
t-quark – to the lightest of the three neutrinos). We still do not understand the
role of the three families of leptons and quarks. It would be too naive to think
that their only justification is CP-violation. We still lack a successful theory
unifying electroweak and strong interactions. The hypothesis of the existence of
moderately violated supersymmetry – symmetry between fundamental bosons

L.B. Okun, Fundamental Units: Physics and Metrology, Lect. Notes Phys. 648, 57–74 (2004)
http://www.springerlink.com/ c© Springer-Verlag Berlin Heidelberg 2004
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and fermions – is still not confirmed by experiments. Mathematical constructs
of the type of superstrings and M-theory which in the beginning were considered
as attempts to unify quantum gravity with electroweak and strong interaction,
as time goes by, withdraw into a separate field of mathematics, whose praction-
ers do not promise any applications to the real physical world. The situation
might become drastically different if manifestations of extra space dimensions
are discovered; in particular if laws of gravity turn out to change at TeV scale.

Sections 2–6 are devoted to the history of units based on c, h, G. Sections
7–9 deal with the units based on c, h, e and precision frequency measurements.
Section 10 compares the Gaussian units and SI units. It is argued that while the
latter are more convenient for practical purposes, the former allow to better un-
derstand the basic notions of modern physics. Therefore the use of both systems
of units should be allowed in physics textbooks. Section 11 contains concluding
remarks.

2 Fundamental Parameters and Units

The essence of theoretical physics is expressed by dimensionless equations for di-
mensionless quantities. However one cannot do experimental physics (and teach
physics) without dimensional quantities and dimensional units.

In what follows we shall refer to dimensionless fundamental constants such
as e2/h̄c, or me/mp as fundamental parameters (here e is the electron charge,
h̄ is the reduced quantum of action (h̄ = h/2π) and of angular momentum, c is
the velocity of light in vacuum, me and mp are the electron mass and the proton
mass, respectively).

In the absence of established terminology we shall refer to dimensional fun-
damental constants as fundamental units. Examples of units: c (for velocity),
h̄ (for action and angular momentum). According to our definition G is also a
fundamental unit (though indirectly).

3 Planck Units

When in 1899-1900 Planck discovered h [1], he used this discovery to introduce
universal units, which at present are written in the form

lP = h̄/mP c , tP = h̄/mP c
2 , mP = (h̄c/G)1/2 , (1)

where G is Newton’s gravitational constant.
Planck derived his units by using dimensional order of magnitude relations:

c =
lP
tP
,
Gm2

P

lP
= mP c

2 ,
Gm2

P

lP
tP = h̄ . (2)

He was inspired by the idea that his units are universal (contrary to “hand-
crafted” earthbound ordinary units – meter, second, gram): they are the same
at any far away corner of the universe.
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Planck also considered as universal the Planck temperature TP = mP c
2/k.

But Boltzmann’s k is not a universal unit, it is a conversion factor: k = 8.6 ·10−5

eV/K (hint: h̄ω/kT ).

4 c, h, G – Units

From the point of view of the future “theory of everything” it is natural to use
c, h,G as fundamental dimensional constants.

In 1928 Gamov, Ivanenko and Landau [2] considered the theory “of the world
as a whole” in terms of dimensional fundamental constant c, h, G. In 1928
Landau was 20 years old, Gamow and Ivanenko twentyfour (see Figs. 1,2). They
had written the paper “World Constants and Limiting Transitions” (see Fig. 3)
as a humorous birthday present to their friend, a young lady. None of them
ever referred to this paper in their subsequent publications. But the ideas of the
paper were fundamental. In 1936 Bronstein [3] worked on a theory in which all
three constants are finite. It was one of the first papers on relativistic quantum
gravity. In 1967 ideas of [2,3] were presented in the form of a cube (see Figs. 4,5)
by Zelmanov [4]. Later on it was further developed by others [5,6].

The vertices of this cube represent nonrelativistic mechanics (NM), nonrela-
tivistic gravity (NG), nonrelativistic quantum mechanics (QM), special relativity
(SR), quantum field theory (QFT), general relativity (GR) and finally relativistic
quantum gravity (QGR) or theory of everything (TOE).

The cube, made of units, is “endowed” with dimensionless parameters like
α, αs, mixing angles, mass ratios, etc. Their values are expected to follow from
TOE. Similar to the cube is “dimensional pyramid” (Kuchar [7], Sanchez [8])
with 4 vertices and 4 planes, Fig. 6.

Note that Einstein tried to build a unified theory of electricity and gravity
(“TOE”) in the left-hand vertical plane of the cube, without Quantum Mechan-
ics, without h̄.

Planck units allow one to deal in the equations of TOE only with dimension-
less functions of dimensionless variables and dimensionless parameters of the
type α = e2/h̄c or me/mp. Conceptually Planck units are excellent, but practi-
cally they have serious shortcomings, caused by G, the same G which allows to
bring gravitation and cosmology into the realm of quantum phenomena. Thus
the source of strength at the same time turns out to be a source of weakness.

5 Planck Units Are Impractical

The obvious shortcoming of Planck units is that they differ by many orders of
magnitude from atomic units commonly used in physics. Their values are natural
for the early universe and TOE, but not for mundane physics:

lP = 10−35 m , tP = 10−43 s , EP = mP c
2 = 1019 GeV .

The energy which corresponds to the Planck mass is unattainable by accel-
erators even of the remotest future. (Note, however, that it is only a few orders
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Fig. 1. Meeting in Kharkov, 1928, attended by Gamow, Ivanenko, and Landau

Fig. 2. Who is who in Fig.1.

1. Dunaev 8. Ivanenko 15. Efimovich 22. Mandel 29. Frenkel
2. Heitler 9. Obreimov 16. Ogievetsky 23. Vereschagin 30. Rosenkevich
3. Arsenyeva 10. Fock 17. Grommer 24. Slutsky 31. Finkelshtein
4. Davydov 11. Leipunsky 18. Muskelischvili 25. Gamov 32. Jordan
5. Todorovich (?) 12. Kopp 19. Korsunsky 26. Shubnikov 33. Timoreva
6. Frish 13. Kotsarova 20. Gorwitz 27. Landau
7. Bursian 14. Khalfin 21. Ambartsumian 28. Shtrumm
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Fig. 3. The title page and a part of the contents of the journal where the paper by
G. Gamow, D. Ivanenko, and L. Landau was published.
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Fig. 4. Orthogonal axes. At the origin there is no gravity, no maximal velocity, no
quantum effects
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Fig. 5. Cube of theories
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Fig. 6. Dimensional pyramid

of magnitude larger than the grand unification scale of electroweak and strong
interactions.) The Planck units of length and time are vanishingly small com-
pared with atomic units. Of course the huge powers of ten are not frightful by
themselves. As is well known, atomic units also differ by many orders of magni-
tude from SI units, which does not prevent atomic standards to be the base of
modern metrology.

Much more essential is another shortcoming of Planck units, which stems
from the fact that G is known with rather poor accuracy [9] (by several orders
worse than those of c and h and by approximately ten orders worse than the
precision of atomic clocks). Thus it is impossible to use the Planck units as
standards in modern precision physics and technology.

6 Units of Stoney

Planck’s use of G as a basis for defining the unit of mass was caused by the
absence at the beginning of the 20th century of another natural, not “hand-
crafted”, candidate for the unit of mass. In that respect Planck’s universal units
resemble the universal units suggested 30 years earlier by the Irish physicist
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Fig. 7. Cover of the book dedicated to G.J. Stoney (with permission of the Royal
Dublin Society)

Stoney (1826 - 1910), secretary of the Royal Dublin Society (see Figs. 7,8). By
studying electrolysis, he was the first who measured the value of elementary
charge e and introduced into physics the term “electron” for the carrier of this
charge (in modern terminology he was referring to ions). From e, c,G Stoney
[10] constructed in 1870 - 1880 universal units with dimensions of length, time
and mass:

lS = e
√
G/c2 , tS = e

√
G/c3 , mS = e/

√
G , (3)

which he derived from dimensional equations:

c = lS/tS , e2 = Gm2
S , e

2/lS = mSc
2 .

Let us note that the units of Stoney are only by a factor
√
α smaller than

those of Planck.
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Fig. 8. The title page of “Philosophical Magazine” and the beginning of article [10] by
G.J. Stoney

Stoney’s units look “tailored” for Einstein’s unified theory. Constants e, c, G
contain the gist of classical electrodynamics and gravity. There is no h̄ in them.
Comparison with c, h̄, G shows that h̄ is brought into Stoney’s set of constants
“through the backdoor of α”. Therefore e, c, G do not form a cube of theories
with its limiting transitions considered by Gamov, Ivanenko and Landau [2].
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7 Atomic Clocks and c

During the 20th century the situation with standards of mass (time, length)
has changed drastically. The fundamental identity of elementary particles and
hence of atoms produced many candidates for a standard of mass, known with
much, much better precision than G. Thus, from the point of view of dimensions,
the necessity to use G disappeared. However from the point of view of unifying
physics the Planck units became even more attractive.

Let us now look at two other fundamental constants: c and h.
Let us start from c and the frequencies of light and radio waves. In the second

half of the 20th century physicists learned how to measure them in a digital way
by counting the number of crests. This raised the accuracy of atomic (Cesium-
133) clocks (first suggested by I. Rabi in 1945) to the level of 1 second in 300
years (NBS, 1955). (Now this has become 1 second in 20 · 106 years: LPTF,
NIST, PTB.) But even the first figure was sufficient for the introduction into SI
of an atomic unit of a second (in 1967):

“1 s = 9 192 631 770 periods of radiation in the transition between levels of
hyperfine splitting of the atomic ground state of Cs-133”.

This, together with the independence of the velocity of light on its frequency,
impelled Bay et al. [11] to suggest, instead of the unit of length (meter), to use
as the basic unit the unit of velocity, namely the velocity of light c. In 1983 the
definition

c = 299 792 458 m/s (4)

was introduced into the SI. The traditional standard of length gave way to
the new standard based on the value of the velocity c. This velocity is defined
as a number without uncertainty. Further improvements of experiments which
measured c would mean further improvement of the realization of the meter.
An international report “Practical realization of the definition of the metre,
including recommended radiations of other optical frequency standards” (2001)
was published by T. Quinn in 2003 [12]. (Note that both spellings “metre” and
“meter” are used in the literature, the former in metrology, while the latter one
in physics.)

Further progress in the accuracy of atomic clocks is connected with passing
from microwave to optical frequencies [13,14].

8 Towards a Kilogram Based on h

Thus metrology made two momentous steps in the direction of fundamental
physics: the place of macroscopic clocks and ruler (the famous rod at BIPM, in
Sèvres, near Paris) became occupied by the velocity of light and by atoms of Cs-
133. There remains now only one macroscopic standard – the kilogram at Sèvres.
The prospect of expressing it through the quantum of action h is connected with
precision measurements in atomic and condensed matter physics. There are many
promising quantities which are good candidates for such measurements. I shall
touch upon only one project which is connected with two outstanding discoveries
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in condensed matter physics: the Josephson effect [15] (Nobel Prize 1973) and
the von Klitzing effect [16] (Nobel Prize 1985).

Josephson theoretically predicted the existence of a supercurrent and its
remarkable properties. A supercurrent is a current of Cooper pairs tunneling
through an insulator separating two superconductors. A supercurrent can exist
without external voltage. An external voltage V creates an alternating super-
current of frequency ν. The steps in V are given by the relation:

V (n) = νn/KJ , (5)

where n is an integer, while the coefficient KJ is universal and is called the
Josephson constant. It is reproduced in various experiments with unprecedented
accuracy and is determined only by the ratio of fundamental constants:

KJ = 2e/h . (6)

The effect, discovered by von Klitzing, is called the quantum Hall effect. This
effect shows that there exists in Nature a universal electric resistance, one which
can be expressed in terms of fundamental constants.

As is well known, the ordinary Hall effect occurs in a solid conductor (or
semiconductor) with density of current j in a magnetic field H which produce
an electric field E (with voltage VH) orthogonal both to j and H.

The quantum Hall effect was discovered in a two-dimensional electron system
separating two parts of a silicon field transistor at very low temperature (< 4 K)
and very strong magnetic field (∼ 14 Tesla). It was established that the Hall
resistance

RH = VH/I , (7)

where I is the total current, has quantum jumps:

RH(n) =
RK

n
, (8)

where n is an integer, while RK is the von Klitzing constant:

RK = h/e2 . (9)

It is obvious that
h = 4K−2

J R−1
K . (10)

This permits the measurement of h using a macroscopic apparatus. A special
two-story-high watt balance compared electrical and mechanical forces:

V I/v = mg , (11)

where m is the measured mass of a body, g the local gravitational acceleration,
V the voltage in a coil moving with a vertical velocity v in a magnetic field, while
I is the current in the same coil, this time fixed in the same magnetic field. By
calibrating V and V/I through the Josephson and von Klitzing effects Williams



68 Lev B. Okun

et al. [17] succeeded in connecting h and the kilogram within an uncertainty of
8.7 · 10−8.

It is hoped that in the not too distant future this accuracy might be improved
by an order of magnitude, which would allow to use the watt balance for gauging
the standards of mass and thus get rid of the Sèvres kilogram and to define the
value of h. As a result the value of h would have no uncertainties in the same way
as it occurred with c. Thus fundamental units of nature c and h would become
fundamental SI units of metrology.

9 Kilogram as Frequency νK

Another definition of the kilogram has been suggested [18] on the basis of equa-
tions

E = hν , (12)

E = mc2 : (13)

“The kilogram is the mass of a body at rest whose equivalent energy equals
the energy of collection of photons whose frequencies sum to 13.5639274 × 1049

hertz”.
This definition should be taken with a grain of salt. The combined use of (12)

and (13) implies that a photon of frequency ν has mass hν/c2. This implication
persists in spite of the words “equivalent energy”. The words “the mass of the
body at rest” imply that mass is not Lorentz invariant, but depends on the
velocity of a reference frame. It would be proper to replace (13) by

E0 = mc2 , (14)

where E0 is the rest energy (see e.g. [19]). But then it would take some additional
considerations in order to define the frequency νK corresponding to one kilogram.
In particular, massive atoms emitting and absorbing photons should be taken
into account. From a practical point of view the measurement of “frequencies
sum” of order 1050 hertz is by eight orders of magnitude more difficult than that
of the Planck frequency νP = 1/tP .

10 Electromagnetism and Relativity

Electromagnetism – the kinship of electricity and magnetism – discovered in
1820 by Oersted, rather soon became the foundation of Ampére’s electrodynam-
ics. The development of the latter by Faraday and other outstanding physicists
culminated in 1873 in the Treatise of Maxwell [20] who linked electric currents
with electric and magnetic fields and with the properties of light. None of these
great physicists knew the genuine nature of the phenomena. Maxwell considered
a vacuum filled with ether; the carriers of charges were unknown to him. The
electromagnetic field was described by four vector quantities: electric field E,
electric induction (or displacement) D, magnetic field H, and magnetic induc-
tion (or flux density) B.
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On the basis of these notions practical units (such as volt, ampere, coulomb,
joule) were introduced by International Electrical Congresses in the 1880s. The
electric permittivity ε0 and magnetic permeability µ0 ascribed by Maxwell to
the ether were accepted by the community of engineers and physicists: D = ε0E,
B = µ0H. In the middle of the 20th century these practical units became the
basis of the Système International d’Unités (SI).

The end of the 19th and beginning of the 20th century were marked by great
successes in understanding and applying classical electrodynamics. On the prac-
tical side it was the use of electric currents in industry, transport and radio
communications. On the theoretical side it was the unification of electrodynam-
ics, optics and mechanics in the framework of special relativity [21].

According to special relativity, the position four-vector is xi = (ct, r) (i =
0, 1, 2, 3), the momentum four-vector is pi = (E/c,p), the four-potential of elec-
tromagnetic field Ai = (ϕ,A), the density of the four-current ji = (cρ, j), where
j = ρv, and ρ = eδ(r − ra), e is the electric charge. (The current ji is consistent
with the definitions of pi and Ai, due to an appropriate coefficient c in front of
ρ. The source of the field, the charge, is pointlike. Otherwise there appears a
problem of the field inside the finite-size cloud of charge.) The upper index i of a
four-vector indicates a contravariant four-vector; a lower index i indicates a co-
variant four-vector, its space components have a minus sign. Raising or lowering
of indices is done with the diagonal metric tensors gik or gik respectively.

The three-vectors E and H are components of the four-tensor of the electro-
magnetic field

Fik =
∂Ak

∂xi
− ∂Ai

∂xk
. (15)

The tensors Fik and F ik can be represented by matrices:

Fik =




0 E1 E2 E3
−E1 0 −H3 H2
−E2 H3 0 −H1
−E3 −H2 H1 0


 , (16)

and

F ik =




0 −E1 −E2 −E3
E1 0 −H3 H2
E2 H3 0 −H1
E3 −H2 H1 0


 , (17)

respectively, or in a condensed form:

Fik = (E,H) , (18)

F ik = (−E,H) . (19)

This four-tensor is obviously antisymmetric. From the definition of Fik it
follows that the dimensions of E and H are the same: [E] = [H].

The field equations have the form in Gaussian units:

F̃ ik

∂xk
= 0 , (20)
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∂F ik

∂xk
= −4π

c
ji . (21)

Here
F̃ ik =

1
2
εiklmFlm , (22)

where εiklm is fully antisymmetric tensor (ε0123 = +1).
The equation describing the motion of a charge in the electromagnetic field

is given by
dp
dt

= eE +
e

c
[vH] , (23)

where

v =
pc2

E
. (24)

Note that according to special relativity there is no ether, ε0 ≡ µ0 ≡ 1, and
the strength of magnetic field in vacuum H has the same dimension as that of
E; the identity of ε0 ≡ µ0 ≡ 1 immediately follows from the fact that the same
e determines the action of the charge on the field and of the field on the charge.
(See expression for the action in [22], (27.6).) Thus, there is no need to consider
B and D in the case of vacuum. In classical electrodynamics they appear only
in the continuous media due to polarization of the latter [23].

In a number of classical monographs and textbooks on classical electrody-
namics E and H are consistently used for the description of electric and magnetic
fields in vacuum with ε0 ≡ µ0 ≡ 1 ([21,22,24–26]). Their authors use Gaussian
or Heaviside-Lorentz (with 1/4π in the Coulomb law) units.

Many other authors use B instead of H, sometimes calling B magnetic field
and sometimes magnetic induction in vacuum [27]. Most of them use the SI units,
according to which ε0 and µ0 are dimensional: µ0 = 4π · 10−7HA−2, ε0µ0 = c2,
where H is henry, while A is the ampere. The classical electromagnetic fields
in vacuum are described by four physical quantities D, H and E, B, all four of
them having different dimensions at variance with the spirit of special relativity.1

In that respect, the vacuum is similar to a material body. The SI units are very
convenient for engineers, but not for theorists in particle physics.

In fact, theorists are not less responsible than metrologists for the gap be-
tween the deductive basis of modern physics and the mainly prerelativistic in-
ductive basis of modern metrology. A good example is the 1935 article [28] by
A. Sommerfeld and his book “Electrodynamics” based on lectures given in 1933-
34 [29].

His argument against an absolute system (that is based on units of time,
length and mass) was the presence of fractional exponents (for instance from the
Coulomb law the dimension of charge is g1/2 cm3/2s−1). This argument was not
very compelling in the 1930s and is even less so today. His argument against the
1 Sometimes one can hear that the identity ε0 ≡ µ0 ≡ 1 is similar to putting c = 1,

when using c as a unit of velocity. However this similarity is superficial. In the
framework of special relativity one can use any unit for velocity (for instance, m/s).
But the dimensions and values of ε0 and µ0 are fixed in SI.
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Gaussian or Heaviside-Lorentz system was based on an inductive, prerelativistic
view on electromagnetism. Though he was not quite happy2 with the new clumsy
expression for the fine structure constant α introduced by him during World War
I, he kept insisting on MKSA units and against Gaussian units. His authority
was not the least in the decision to legally enforce after World War II the SI as
the obligatory system of units for all textbooks in physics.

Coming back to classical electrodynamics, let us note that it is not a perfect
theory: it has serious problems at short distances. To a large part these problems
are solved by quantum electrodynamics (QED). Therefore the latter should be
used as a foundation of a system of electromagnetic units. By the way, QED is
used to extract the most accurate value of α from the precision measurements
of the magnetic moment of the electron.

In the framework of QED, α is not a constant but a function of momentum
transfer due to the polarization of vacuum. Let us stress that this polarization
has nothing to do with purely classical non-unit values of ε0 and µ0.

11 Concluding Remarks

The mutually fruitful “crossing” of fundamental physics and metrology gives
numerous practical applications. One of them should be specially mentioned:
the use of general relativity in global positioning systems [30,31].

Remarkable achievements of metrology are not always accompanied by elab-
oration of adequate terminology. Here we will mention only a few of wide-spread
delusions.

The choice of c as a unit of velocity leads many authors to the false conclusion
that c should be excluded from the set of fundamental units. They insist that
c = 1, because c in units of c is equal to 1. (The same refers to h in units of h.)
But the number 1 is not a unit of measurement, because such units are always
dimensional. Equations c, h = 1 are simply wide spread jargon. Some authors go
even further by identifying space and time. (A detailed discussion can be found
in [32].)

The number of physical units is not limited. When solving a given problem
the choice of units is determined by considerations of convenience. However, from
the point of view of “the world as a whole” c, h and G (or instead of G some
other quantity representing gravity) are definitely singled out as fundamental
dimensional constants. Of course they must be accompanied by a number of
dimensionless parameters. But the number of fundamental units could not be
less than three [32].

The inclusion of the candela into the set of base units (see Fig. 9) seems to
be unconvincing from the point of view of physics. Of course, practically it is
convenient to use it when discussing the brightness of light. But it does not look
logical to put it on the same footing as units of length, time and mass.

2 “What is especially painful for me is that the fine structure constant is no more
e2/h̄c, but e2/4πε0h̄c”. Z. Phys. 36 (1935) 818.
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Fig. 9. The base units of the SI, with their present uncertainties of realization, and
some of their links to atomic and fundamental constants with their present uncertainties
in terms of the SI. The absence of a useful quantitative estimate of the long-term
stability of the kilogram, indicated by “?”, is reflected in three of the other base units.
The dashed lines to the kilogram indicate possible routes to a new definition. (See
the article by T.J. Quinn “Base Units of the Système International d’Unités, their
Accuracy, Dissemination and International Traceability”, Metrologia 31 (1994/95) 515-
527.)

As SI is imposed on the physics literature by governmental laws, the obliga-
tory usage in textbooks of such notions as permittivity ε0 and permeability µ0
of vacuum, makes it difficult to appreciate the beauty of the modern electrody-
namics and field theory. It corresponds to the prerelativistic stage of physics.

This list can be extended, but it seems that the above remarks are sufficient
for a serious discussion. The metrological institutes and SI are of great impor-
tance for science and technology. Therefore the metrological legal documents
should be to a greater degree based on modern physical concepts. Especially
they should give more freedom to the usage of Gaussian and Heaviside-Lorentz
systems of units in the textbooks.
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Constants, Units and Standards

Jeff Flowers and Brian Petley

National Physical Laboratory, Teddington, UK

Abstract. Our knowledge of the Universe depends on our ability to make measure-
ments. Measurement is essentially a comparison process. In order to make comparisons
valid for different positions in space and time a system of invariant units is required.
The fundamental constants are a natural system of units in physics and have increas-
ingly been used in practice to provide what is assumed to be an invariant, practical
system of standards and units that is sufficiently constant for present-day technology.

Measurement of a fundamental constant has often been limited by our ability to
realise the appropriate unit. The situation then has been inverted and the relevant
fundamental constant has been used in practice to define or maintain the unit.

We consider measurement as a comparison, the fundamental constants as units,
whether the constants are constant, the practical realizations of the SI units, their
interaction with the fundamental constants and present accuracy.1

1 Introduction

Although we can learn much about the nature of the universe from contemplation
we soon find, as did the ancient Greeks, that we can learn even more by recourse
to measurement. Measurement is essentially a comparison process whereby a
quantity Q1 is compared with a like quantity Q2 to yield a numerical result n
so that

Q1 = nQ2. (1)

We often make our measurements in terms of internationally agreed standard
quantities, which are known as units. Thus, the value of a quantity is the product
of a number and an internationally agreed unit.

Quantity = {numerical value} · [unit] (2)

so that
Q1 = {Q1} · [Q1] and Q2 = {Q2} · [Q2]. (3)

A whole series of national comparison and international comparison mea-
surements are often required before the quantities can be expressed in identical
units to ensure that

[Q1] = [Q2] , (4)

1 c©Crown Copyright 2004, Reproduced by permission of the Controller of HMSO

J. Flowers, B. Petley, Constants, Units and Standards, Lect. Notes Phys. 648, 75–93 (2004)
http://www.springerlink.com/ c© Springer-Verlag Berlin Heidelberg 2004
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and hence that the ratio of the two quantities may be measured as the ratio of
their two numerical values, as

Q1

Q2
=

{Q1}
{Q2} = n. (5)

In some cases there is a further topic involved and that is whether physics
at the two locations, characterised by P and P ′ respectively, is the same. That
is we really are testing whether(

Q1

Q2

)
P

=
(
Q1

Q2

)
P ′
. (6)

One cannot make two measurements at the same point in spacetime and so it
must be established that the physics and the quantities are both invariant at the
level of precision required.

1.1 Early Measurements

For most of the earlier measurements it was reasonable to assume that, by suit-
able control of the measurement environment, one could achieve the equality
of physics and quantities; where necessary by applying suitable corrections to
ensure that this was so.

The increased accuracy of modern measurements has made it necessary to
take more sophisticated phenomena into account than hitherto to achieve this
identity. Thus the modern accuracy achieved is such that measurements made
with atomic clocks, that are at different altitudes and temperatures, must take
account both of gravitational red-shifts and also of black body radiation shifts
in their frequencies [1].

Where one is comparing the physics at one epoch with that of the present-
day terrestrial environment, or radiation from a distant astronomical source, one
must similarly be careful to transfer the measurements from the environment at
the source to those pertaining in empty space of that epoch – because even the
properties of the local vacuum at the source may be modified in some way by
the presence of the source.

For terrestrial measurements, with the passage of time and increased sophisti-
cation of measurements, the comparison of Q and Q′ has been made successively
through comparisons with standard representations of these quantities that are
maintained at a local, national, and international level. At the same time the
greater attention has been given to achieving ever more accurate definitions and
realizations of the basic minimum set of these standard quantities in terms of
base and derived ‘units’.

1.2 The Fundamental Physical Constants

Measurements in science and technology are usually based on an internationally
agreed set of units involving combinations of a basic set of standard quantities.
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Table 1. The group conventionally known as the fundamental physical constants

Fundamental Quantity Symbol

Speed of electromagnetic radiation in free space c

Elementary charge (of proton) e

Mass of electron at rest me

Mass of proton at rest mp

Planck constant h

Avogadro constant NA

Newtonian constant of gravitation G

Boltzmann constant k

Magnetic and electric constants µ0, ε0

The number of such base standard quantities required depends on the inter-
nationally agreed system of units. Our present international system, the SI, is
based on seven base quantities. The original concept of the centimetre, gram,
second (CGS) system, was of a three base unit system, the SI expanded the
number of base units to cover electrical, thermodynamic chemical and optical
measurement. The number of base units required is a matter of convention and
practical need.

Theoretical physics is expressed in terms of quantity equations rather than
units. Some quantities that are essentially invariant occur so frequently and in
so many different contexts in such equations, that they are termed fundamental
physical constants. The conventional core group of quantities known as the fun-
damental physical constants comprises those given in Table 1. They have been
recognised as such for about the last one hundred years, some, such as the speed
of light and Newtonian constant of gravitation for a considerably longer period.

As soon as one uses the term fundamental physical constant one is imme-
diately faced with the question: are they constant? Although we return to this
later, there is one immediate sense in which they are not constant, and that is
their role in physics, which often evolves from one classification to another as a
result of discovery. The broad classifications of the fundamental constants due
to Lévy-Leblond [2], are summarised in Table 2. Thus, the speed of light has
evolved from applying to light (Type A), through to being a constant of electro-
magnetism (Type B) and, with the advent of special and general relativity to a
universal constant (Type C). This process continues still, for example there are
ongoing measurements concerning whether the mass of the neutrino is a Type
E constant or a Type A constant.

In addition to the fundamental physical constants there are also certain im-
portant combinations of these. Two very important combinations are the fine–
structure constant α, given by

α =
µ0ce

2

2h
, (7)
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Table 2. The Lévy-Leblond classification of the constants

Class of constant Characteristics of Class

Type A Properties of particular physical objects, e.g. masses
and moments of fundamental particles

Type B Characteristics of classes of physical phenomena, e.g.
coupling constants

Type C Universal constants, e.g. speed of light, Planck constant

Type D Invisible constants, e.g. isotropy of space, equivalence
of inertial and gravitational mass

Type E Constants indistinguishable from zero, e.g. mass of pho-
ton, neutrality of matter

and the Rydberg constant R∞, given by

R∞ =
mecα

2

2h
. (8)

There are many other important combinations that occur sufficiently fre-
quently to be designated by separate symbols and given in tables of values of
the fundamental constants, for example, the Compton wavelengths of fundamen-
tal particles, the Bohr and nuclear magnetons.

2 Units and Standards

For most of the history of measurement these standard representations have been
based on physical artifacts, such as the prototype metre bar, or the prototype
kilogram. Gradually these are being replaced by atomic or quantum standards
which are thought to be really invariant, or at least, are sufficiently invariant for
the present-day measurement accuracies. Unfortunately, as Einstein and others
recognised, all clocks, rulers, etc. that we may employ are of necessity inside
the universe and hence are likely to be affected by it. This must be taken more
carefully into account as we move to greater levels of measurement accuracy.

It is important to recognise that, although we are moving towards a system of
units based on atomic or quantum phenomena, it has long been clear that there
is unlikely to be a unique set of such units. Thus, physicists and cosmologists
frequently make use of Planck units or Hartree (atomic) units. Such natural
units were pioneered by Stoney [3] and Planck [4]. Units must be suitable for
use throughout the whole range of scientific and technological measurement.

Although the above units suffice for atomic phenomena they are less suitable
for nuclear phenomena or those of an astronomical scale. We must recognise
that the ‘ultimate’ set of natural units, the set suitable for all purposes, may
yet be discovered and agreed. Meanwhile we have different systems for different
purposes and metrologists are primarily concerned about serving the scientific
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and technological community with a set of reference quantities that are of ade-
quate for present day scientific and technological needs. Achieving practicality
transcends the aesthetics of achieving the ultimate system.

2.1 Use of the Fundamental Constants to Form Systems of Units

As far as theoretical physics is concerned, some constants occur so frequently
that they are omitted from equations by setting their values at unity, thereby
giving them the function of units. There are at least four schemes in common
use in different parts of physics, as shown in Table 3.

Table 3. Some common unit systems based on fundamental constants

Scheme System defining equation

Stoney units {c} = {e} = {G} = {4πε0} = 1

Hartree units {h̄} = {e} = {me} = {4πε0} = 1

Plank units {h̄} = {c} = {G} = 1 , {4πε0} = 1 or µ0 = 1

Schrödinger units {h̄} = {e} = {G} = 1 , {4πε0} = 1 or µ0 = 1

2.2 Are the Constants Really Constant?

Any physical measurement apparatus is inside the universe and hence is affected
by it. It is therefore difficult to find something that is more constant to compare
the fundamental constants against. It is also difficult to avoid obtaining a null
result from such comparisons. Thus, in the present-day SI a fixed value of the
speed of light is built into the present definition of the metre – so one can no
longer meaningfully measure the speed of light in SI units. The general conclusion
from this is that only dimensionless constants can be measured independently of
the unit system, but this is a necessary, but not sufficient condition. Examples
of such dimensionless quantities are: α , mp/me , gp and αG(= Gm2

p/h̄c).
In the system of units such that

{h̄} = {e} = {me} = {4πε0} = 1 ,

we find that the unit of length is the Bohr radius and that {c} = {1/α}. Con-
sequently, if α varies with time c will also vary in a similar way in this system
of units. Evidently, by using this system of units, one is assuming that h, e, me,
and ε0 are more likely to be constant than are either c or α.

2.3 The CODATA Evaluations

CODATA is an organisation set up by the Council of International Scientific
Unions to co-ordinate the data for science and technology. One key aspect of its
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work lies in the evaluations of the best values to adopt for the fundamental phys-
ical constants by the CODATA Task Group on the Fundamental Constants of
Physics and Chemistry. Although the evaluations are authored by two individu-
als, presently Peter Mohr and Barry Taylor, the Task Group comprises experts in
the field who can advise them on the integrity of the variety of different theories
and experimental measurements involved [5].

This work succeeded the pioneering evaluations by Raymond T Birge2, Jessie
DuMond, Richard Cohen and others between 1929 and 1973 when the CODATA
Task Group took over.

2.4 Changing Accuracy

There is a sense in which the measured values change with time and that is in
the uncertainty in their values. This is steadily decreasing with time as a result
of more sophisticated methods and improved apparatus. The uncertainties in the
values of some of the ‘constants’ with successive evaluations is shown in Fig. 1.
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Fig. 1. Showing how the fractional accuracy of a group of fundamental constants im-
proved with each evaluation between 1965 and 1998

2 The first evaluation by R T Birge was appropriately the first article of the first volume
of the Physical Review Supplement that became known as the journal: ‘Reviews of
Modern Physics’.
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One consequence of this improvement is that the associated value changes.
On the average the change has been about two standard deviations. In principle
such an average change is rather improbable, but it is a reflection that the
amount of unknown physics is of comparable size to the measurement accuracy.

If we look at two particular examples, the fine structure constant and the
elementary charge, we see that the improved accuracy has followed a reason-
ably straight line on a logarithmic scale giving about tenfold improvement every
fifteen years or so as shown in Fig. 2.

If we look at the improvement in the accuracy of the realization of the ohm
and ampere respectively we see that these have been overtaken by a higher rate
of improvement in the corresponding measurements of α and e. In the same way
the accuracy of the speed of light measurements caught up with the realization
of the metre in around 1972 and this led to a redefinition of the metre to the
present-day one. The latter incorporates a fixed value for the speed of light. The
question of what to do about the ohm and ampere will be discussed in Sect. 6.1.
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Table 4. Present-day accuracy of realization of the SI base units

Quantity Unit Approximate
relative
accuracy

Associated
fundamen-
tal constant

Length metre 1×10−12 c, R∞

Mass kilogram 1×10−8 mu, eV/c2

Time second 1×10−15 ∆ν(133Cs)

Electric current ampere 1×10−8 µ0, KJ

Thermodynamic temperature kelvin 1×10−7 k, R

Luminous intensity candela 1×10−4 k

Amount of substance mole 1×10−8 NA

3 Accuracy of Realization of the SI Units

The present accuracy of realization of the SI base units is shown in Table 4.
It is evident that there is a considerable variation in accuracy spanning some
ten orders of magnitude. This variation is a reflection of the variation of the
measurement capability in different areas of technology. Time and frequency
measurements may be made with outstanding superior accuracy. This provides a
role for the fundamental constants for, in an increasing number of cases, they are
involved explicitly in the relationship between frequency and the quantity that
is required. Thus if we know the frequency of a laser we know its wavelength (c,
or R∞), if we measure a voltage via the Josephson effect we involve a frequency
(h/e), or a flux density by nuclear magnetic resonance, we involve (2µp/h), and
so on.

4 Practical Realizations of the SI Units
and the Involvement of Fundamental Constants

We can usually maintain a unit more stably than we can realize it absolutely. This
is a desirable aspect of metrology since we must otherwise make frequent absolute
realizations of the unit. Artifact standards usually drift slowly with time and so
any method of maintaining a unit using a combination of fundamental constants
is intrinsically more stable. Aside from time and frequency measurements, even if
the fundamental constants drift slowly on a cosmological timescale the variation
is negligible, or if they do vary such variation is likely to be sufficiently predictable
for present-day applications. There are, of course, already many examples of
manifestations of the effects of quantum fluctuations and Johnson noise that
must be allowed for.

A more stable standard is an almost essential precursor to an improved
method of realizing a unit. Voltage measurements are almost as essential to
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modern measurement methods as frequency measurements and so we begin by
looking at the Josephson effects that have so revolutionised the accuracy with
which a stable voltage unit may be maintained in standards laboratories through-
out the world.

Measurements of many of the fundamental constants are essential to modern
metrology and we illustrate some of these below.

4.1 The Josephson Effect Voltage Standard

A superconducting tunnelling current between two close (∼1 nm) superconduc-
tors irradiated by a microwave frequency, ν, produces a potential difference VJ
between them, where

2eVJ = nhν . (9)

The quantity 2e/h has been assigned the symbol KJ and is known as the Joseph-
son constant.

The agreement between Josephson effect voltage standards constructed in
different laboratories is about 3 parts in 109. A null test between two junctions
subject to the same frequency has been set at 2 parts in 1016.

4.2 The Quantised Hall Resistance

In 1980 Klaus von Klitzing demonstrated [6] that the Hall effect resistance of a
silicon MOSFET device showed a magnetic field independent plateau when at
cryogenic temperatures. The plateau are given by

R =
h

ie2
=
RK

i
, (10)

where i is an integer. This quantum Hall effect is an independent route to ex-
perimentally determine the fine structure constant. The quantity h/e2 has been
assigned the symbol RK, known as the von Klitzing constant, and

RK =
h

e2
=
µ0c

2α
. (11)

It is usually necessary to extrapolate the measurements to 0 K for this identity
to apply. The equality between two such MOSFET devices has been tested to a
few parts in 109.

4.3 The Calculable Capacitor

The realizations of the ohm represent the involvement of a second fundamental
constant, the impedance of space µ0c. The related condition

ε0µ0 = c2 (12)

must also be also satisfied.
Both of these conditions are satisfied in the SI by making them intrinsic

to the definition of the ampere. The theorem in electrostatics that is utilised
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to realize the ohm necessarily incorporates this. This theorem embodied in the
calculable capacitor was discovered by Thompson and Lampard in 1956 [7]. They
found that the cross-capacitance per unit length between four infinite parallel
conducting cylinders was given by

dC
dz

=
(ε0
π

)
ln 2 = 1.953 . . .pF m−1 (13)

independent of cross section of the cylinders. In a practical device a small pip is
located at the end of the moveable guard electrode to compensate for end effects
due to the need to use finite cylinders. The guard can only be moved by a metre
or so in practical devices but, despite the small capacitance per metre the ohm
can be obtained to a few parts in 108.

4.4 The Moving Coil Watt Realization of Kibble

This method was devised by Kibble [8] and the apparatus is shown is Fig. 3 with
its vacuum container removed. This has permitted a major advance in the meth-
ods used to realize the ampere or watt. This has surpassed the accuracy achieved
previously which necessitated tedious detailed measurements of precision wound
solenoids.

In the dynamic mode we have

E = Bkc
dz

dt
, (14)

where E is the induced emf, B the magnetic flux density, kc the coil constant
and dz/dt the vertical velocity of the coil.

(a) (b)

Fig. 3. The scheme of the measurement (a) the force on the coil is balanced by a mass
on the other arm of the balance (b) the coil is moved with a constant vertical velocity
an the induced emf measured. (Figures courtesy of Ian Robinson, NPL)
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In the static mode we have

mg = BkcI , (15)

where m is the mass required to balance the electrical force on the coil when a
current I flows through it.

Very careful attention to the details of the design and construction of the
apparatus is required to ensure that the product Bkc is the same in both cases.
The two equations may be combined to eliminate the product Bkc in which case
we obtain an electrical power as

EI = mg
dz

dt
. (16)

Thus the apparatus expresses an electrical watt in terms of a mechanical watt
and so may be used to calibrate the maintained electrical standards of power.

Beyond this, if the power is measured in terms of a Josephson voltage stan-
dard as k1/KJ , and a resistance standard k2RK then we have

EI =
k2
1

(KJ)2 k2RK

=
(
k2
1

k2

)
·
(

1
(2e/h)2 (h/e2)

)
=
(
k2
1

k2

)
· h
4

(17)

and finally

h =
4mgk2
k2
1

· dz
dt
. (18)

We see therefore that the measurement provides an electro-mechanical mea-
surement of the Planck constant as well as providing a realization of the watt.

4.5 The Kilogram

The SI kilogram still relies on the prototype kilogram of more than a hundred
years ago. This is an artifact standard made from a platinum-iridium alloy. It is
not thought to provide a constant realizable mass standard with an accuracy of
much better than a part or so in 108. A possible replacement based on a funda-
mental constant is looming on the horizon. A very promising one is suggested
by the above watt realization for we may rearrange the equation to obtain:

m = h
/(

4gk2
k2
1

· dz
dt

)
. (19)

4.6 The Anomalous g-Factor of the Electron

Formidable measurements have been made of the g-factor of the electron at the
University of Washington [9] by measuring the difference between the cyclotron
and spin precession frequencies of a single electron in a Penning trap in a very
stable magnetic field produced by a compensated superconducting magnet whose
persistent current coils were wound to maximise the screening from extraneous
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magnetic fields. Ground-state electrons have been trapped and measured for
several months. The measurements yield a value for the g-factor anomaly ae

given by

ae =
|ge| − 2

2
=

|µe|
µB

− 1 . (20)

The g-factor anomaly may be expressed in terms of a power series in α using

ae (theory) = ae (QED) + ae (weak) + ae (hadron) . (21)

The weak and hadronic contributions are not significant at the present level of
accuracy leaving

ae (QED) = C(2)
e

(α
π

)
+ C(4)

e

(α
π

)2
+ C(6)

e

(α
π

)3
+ . . . (22)

Terms up to C(8)
e have been evaluated by Kinoshita and his colleagues, and

a correction due to a miscalculation has been found recently [10]. The C(10)
e will

be required if a value of α accurate to a part in 1010 is ever to be achieved by this
method. As far as is presently known, the contribution of the higher order terms
is negligible. It should be noted that the calculation of the C(8)

e term requires
the accurate computation of some 891 Feynman diagrams. Evidently, theoretical
work on this aspect of QED requires lengthy calculations on powerful computers
by most dedicated theoreticians.

The comparison of the results of theory (including knowledge of α obtained
by other methods) and experiment combine to provide one of the most stringent
tests of QED theory (and if one accepts the theory), currently the most accurate
method of obtaining a value for the fine structure constant.

4.7 The Rydberg Constant

The Rydberg constant is derived from the optical spectroscopy of atomic hy-
drogen, the accuracy is such that QED and other corrections are needed to
the theory. Two transitions are needed to obtain the Rydberg constant, the
metastable 1S–2S transition and one of the 2S–nD transitions. Biraben et al.
measured n=8,12 [11,12]. The Max-Planck-Institute measurements of Hänsch
have yielded a measurement of the 1S–2S transition frequency by two-photon
spectroscopy [13]. Accurate frequency measurements were facilitated by direct
multiplication between the caesium-133 microwave frequency used to define the
second and the optical region. Their value of 2 466 061 413 187 103(46) Hz has
been incorporated as one of the transitions specified in the mise en pratique for
the realization of the SI definition of the metre.

The accuracy puts stringent requirements on the theory of the energy levels
of atomic hydrogen. One of the limiting factors currently being our experimental
knowledge of the electric charge radius of the proton, and two loop corrections
to the Lamb shifts.

The measurements of the Rydberg constant provide the most accurately
known input values for the CODATA evaluation of the best values fundamental
constants.



Constants, Units and Standards 87

4.8 The Newtonian Constant of Gravitation

At present the limits on any time variation of G, established by planetary rang-
ing, are less than 10−12 per year [14, Table IV p.448]. The measurements of G are
much less accurate and it is difficult to achieve part in 105 accuracy. Laboratory
measurements of G are very difficult because the gravitational attractive force
between laboratory masses is some 1011 times smaller than the gravitational at-
traction of the Earth. If G is to be measured to parts in 105 it is apparent that
the attractive force due to the Earth must be eliminated to parts in 1013.

The small size of a fundamental physical constant may not permit it to be
measured directly, but it does not prevent its being measured experimentally in
combination with another constant. Recent attempts to improve the accuracy
have led to measurements that differ by more than the assigned uncertainties,
suggesting that one or more of them have undiscovered effects shifting their val-
ues. As a result of this the CODATA recommended value of G has an expanded
uncertainty, as shown in Fig. 4.

The related gravitational fine structure constant αG is one such combination
that is of considerable importance in cosmology. Unfortunately the very small
magnitude of this constant makes it very unlikely that any terrestrial method of
measuring it will be devised,

αG =
Gm2

p

h̄c
∼ 5 × 10−39 . (23)

As so often happens in this difficult measurement topic area, the most ac-
curate of the current measurements of G disagree by more than their assigned
uncertainties. The usual solution, pioneered by R T Birge [15] is to arrive at
a best value with an expanded uncertainty. With hindsight we can see that it
would have been safer to double the uncertainty arrived at in this way and,
indeed that may be the prudent way of dealing with the present discrepancies
with the G measurements.

5 Underpinning of the SI
by the Fundamental Physical Constants

Figure 5, due to T.J. Quinn, BIPM [16], illustrates very well how the accuracies
with which we can currently realize the fundamental physical constants helps
reinforce our knowledge of how well we can realize or maintain the SI units. It
is already an impressive list. In the past we have generally achieved a ten-fold
improvement in measurement accuracy on a roughly fifteen years timescale. In
doing so we have often moved to fresh ways of realizing the SI units and different
ways of measuring the fundamental constants. In many cases this illustrates the
underlying role of the fine structure constant.

5.1 The Importance of the Fine Structure Constant in Metrology

Although the fine structure constant is dimensionless it has a profound underly-
ing effect on metrology. The comparison of different methods of measuring α is



88 Jeff Flowers and Brian Petley

 6.66  6.67  6.68  6.69  6.7  6.71  6.72

G / ( 10-11 m3 kg-1 s-2)

 CODATA-86

 LANL-97

PTB-95 

 MSL-99

 BIPM-99

 JILA-99

 U Zurich-99

 U Wuppertal-99

 Moscow-98

 CODATA-98

 Wuhan-98

 U Wash-00

 BIPM-01

 U Wuppertal-02

 U Zurich-02

 MSL-03

 CODATA-02 (provisional)

 6.66  6.665  6.67  6.675  6.68  6.685

G / ( 10-11 m3 kg-1 s-2)

 CODATA-98

 Wuhan-98

 U Wash-00

 BIPM-01

 U Wuppertal-02

 U Zurich-02

 MSL-03

 CODATA-02 (provisional)

Fig. 4. The present most accurately determined experimental values for G showing a
lack of consistency. The lower graph is an expanded view of the post 1998 points, note
the change of scale.
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Fig. 5. Illustrating our knowledge of the SI units, and the fractional uncertainties of
the underpinning fundamental physical constants. The solid boundary represents total
certainty. Also shown are the uncertainties in the quantities RK−90 and KJ−90 used to
maintain representations of the ohm and volt respectively. The dependence of the other
base units on the accuracy of realization of the second is also readily seen (diagram by
Quinn, BIPM)

free from questions of the absolute accuracy of SI units and therefore provides
a valuable check on how well we understand the physics involved in measure-
ments by very methods. The principle measurements contributing to our present
knowledge of α are shown in Fig. 6.

The two most accurate measurements are the ge−2 [17] and caesium recoil
[18] and these are in good agreement. The 1998 CODATA recommended value
for α was slightly higher than the 1986 value and the 2002 value may be slightly
higher than the 1998 one.

At this point it is worth pointing out that different realizations of the units
have so far involved α to different powers and that if we find the caesium-133
definition of the second no longer adequate we may move to an optical or higher
frequency transition involving a change in α dependence by a factor of α2. If α
were shown to be varying then this fact would have to be incorporated into the
definition of the second.
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Fig. 6. Showing the principle most accurate determinations from which a value for α
may be deduced. Γ ′

p−90(lo) is the NIST low field measurement of the gyromagnetic
ratio of the proton.

6 Conclusion

Metrology fundamentally seeks to achieve a set of units that are suitable and
slightly more adequate than is required by present-day science and technology. It
therefore does not attempt to achieve ultimate units, although, obviously, every
effort is made to adopt a definition having a longer duration than the krypton-86
definition of the metre. It may not be possible to find an explicit expression in
terms of fundamental constants. Thus, the expression for the hydrogen 1S–2S
frequency in terms of fundamental constants is [19]

ν (1S − 2S) =
3R∞c

4

[
1 − me

mp
+

11
48
α2 − 28

9
α3

π
lnα−2 − 14

9

(
2παRp

λC

)2

+ . . .

]
,

where λC is the Compton wavelength of the electron.
The root mean square electric charge radius of the proton (Rp) is one of

the factors limiting our 7.6×10−12 fractional accuracy of this expression whose
value compares well with the experimental value, which can be measured to
1.8×10−14. In the case of Rp, this illustrates well how accurate measurements
can test our knowledge acquired from different parts of physics (spectroscopy
and high energy nuclear physics).
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We can also see that the underlying role of the fundamental constants in a
particular SI unit may not be calculable with sufficient accuracy for the require-
ments of modern science and technology.

6.1 Future

It seems very unlikely that we have discovered all of the simple quantum and
other phenomena that might be used to define or realize the fundamental con-
stants in terms of the SI units. Much of the improved accuracy has come from
our ability to make very accurate measurements at much higher frequencies than
hitherto. Of late, attention has moved from the microwave to visible frequen-
cies, but may well ultimately continue on through the ultraviolet region to the
gamma ray region. Indeed, the wavelength of the hydrogen 1S–2S transition is
already one of the mise en pratiques for the realization of the metre with ∼10−12

fractional accuracy.
Some countries prefer the definition of a unit to suggest a method for its

practical realization, whereas others prefer it to be more abstract [20]. One ad-
vantage of the latter solution is that a particular definition may thereby endure
for much longer. For example, the krypton-86 definition was difficult to sustain
once more stable and accurately realizable laser sources became available, and
only endured for 23 years. One possibility might have been to specify a laser
standard that was based on a particular transition. However, such a definition
would have necessitated a new definition of the metre each time that a ‘better’
laser was developed. The more abstract definition based on the speed of light
has no such constraints, except via the definition of the second. Particular ways
of realizing the metre are specified in the associated mise en pratique for the
metre. It is therefore similarly desirable that any redefinition of the second does
not rely on specifying the periodicity of a particular transition in the longer
term, although it may be necessary to do so in the interim. We might, for ex-
ample, one day define the second in terms of the Planck time, or the period of
rotation of an electron, or the time for an electron to complete a single orbit in
the ground-state of a hydrogen atom.

A further feature of modern metrology is our ability to make measurements
in terms of time frequency and fundamental constants are involved in relating
the quantity required to frequency as in length measurement involves the speed
of light, and the Josephson measurement of voltage via frequency involves h/2e.

Today we have the situation that most of the SI base units, and many of
the derived units, may be realized in terms of fundamental constants. This has
made it much easier to compare the ratio Q1/Q2 than hitherto – often simply by
exchanging frequency values rather than risking changes to artifacts in transit
to a calibration laboratory.

We must be careful in our use of the fundamental physical constants to define
an SI unit. Thus, the present definition of the ampere implicitly defines the value
of the ohm in terms of µ0c. If we were to define the ohm in terms of the von
Klitzing constant (h/e2), the two definitions would also fix the value of α in the
SI system!
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7 Summary

Fundamental constants are woven intimately into the SI system of units of today.
Our knowledge of their values improves as science and technology progress – in
many cases by more than tenfold every fifteen years or so. The national standards
laboratories make strong efforts to provide a unit that is sufficiently invariant for
most purposes. Where it is not for a particular phenomenon, that phenomenon
may be harnessed to improve their accuracy. Although all units rely implicitly
on the fundamental constants we can expect to harness more of them to play
an explicit role in sustaining the SI units, possibly leading to new definitions or
even alternative SI base units – for example, energy instead of mass by fixing h.
Finally, measurements from very different parts of physics can be intercompared
as an essential part of the evaluation of their best values. Such comparisons show
where theory and experiment are inadequate for the required accuracy. This also
leads to progress in our understanding of the universe.
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Time Varying Fundamental Constants,
Extra Dimensions
and the Renormalization Group

William J. Marciano

Brookhaven National Laboratory, Upton, NY 11973, USA

Abstract. Time varying fundamental constants find a natural setting in the cosmol-
ogy of extra space-time dimensions. Changes in the sizes of additional compact spatial
dimensions manifest themselves as modifications of coupling strengths and masses in
our effective low energy four-dimensional world. Those variations and their intercon-
nection are best studied using the renormalization group equations of the Standard
Model or its supersymmetric and grand unified extensions. A generic analysis predicts
that time changes in the fine structure constant, α, are relatively suppressed by vac-
uum polarization effects while the QCD coupling variation is relatively enhanced due
to asymptotic freedom. The latter effect suggests that time changes in the proton to
electron mass ratio, mp/me may be a particularly sensitive probe of the physics of extra
dimensions, with the sign (+/−) of the variation relative to other changing quantities
differentiating possible cosmologies.

1 Dirac Revisited – The Hierarchy Problem

In 1937, Dirac put forward his “Big Numbers Hypothesis” [1]. He argued that
extremely large dimensionless ratios were not likely to be calculable in a single
theory. So, for example, any attempt to combine ordinary electromagnetism of
protons and electrons with gravity would have to explain the very large ratio
(for h̄ = c = 1)

α

GNmpme
� 1039 , (1)

where GN is Newton’s constant, α � 1/137 is the fine structure constant and
mp,me represents proton and electron masses. He noted that a similar numerical
ratio resulted in a comparison of the universe lifetime, τu � 1.5 × 109yr with
atomic time, 1/me,

τume � 1039 . (2)

That “coincidence” led Dirac to conjecture a simple time dependence for GN ∼
1/t. Could the strength of gravity be decreasing with time? Stated another way,
the Planck scale

mPl = 1/
√
GN � 1.2 × 1019 GeV (3)

might be growing in time
mPl ∼ t1/2 . (4)

W.J. Marciano, Time Varying Fundamental Constants, Extra Dimensions and the Renormalization
Group, Lect. Notes Phys. 648, 97–105 (2004)
http://www.springerlink.com/ c© Springer-Verlag Berlin Heidelberg 2004
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Efforts to confirm Dirac’s provocative conjecture have proven negative, leading
to the rather stringent bound on ĠN/GN (ĠN = dGN/dt)

ĠN/GN ∼< 10−12 yr−1 (5)

“assuming” a simple continuous 1/t time dependence.
Emulating Dirac, other notable theorists later speculated that the fine struc-

ture constant α may vary with time [2]. Efforts to observe variations in α have
also generally proven negative particularly when combined with assumptions of
a simple linear dependence on time, leading to stringent constraints [3]. How-
ever, recent astrophysical absorption line spectroscopy studies seem to indicate
possible variations in α during the Universe’s early history [4] followed by a
long period of relative constancy. Although such an interpretation of the data
is controversial, it has stimulated renewed interest in Dirac’s conjecture that
fundamental constants may indeed vary with time.

It is interesting to note that Dirac’s idea of a time varying GN can be viewed
as the first proposed solution to what we today call the “Hierarchy Problem”, i.e.
Why are ordinary elementary particle masses so much smaller than the Planck
scale,mPl, and can the hierarchy of masses be preserved in quantum field theory?
Supersymmetry is often touted as a way to preserve the hierarchy, but it does
little to explain its basic origin. Purely dynamical theories (without fundamental
scalars) do better, since mass ratios only appear in logarithms. It is much easier
to accommodate

ln
(
mPl

me

)
� 51 . (6)

Than the enormous mass ratio mPl/me � 2 × 1022. However, fully dynamical
mass generating models have so far fallen short of their goal to provide a viable
alternative to the Standard Model and its fundamental Higgs scalar mechanism.

Dirac was clearly ahead of his time. His time varying constants (a true oxy-
moron) conjecture did not have much of a following although from time to time
new limits would be published for ĠN/GN , α̇/α, ṁp/mp etc. Renewed interest
in such a possibility resulted from a number of confluent developments:

1) Astronomical indications from absorption line spectroscopy that α may have
varied in the distant past [4].

2) New cosmological mysteries such as dark energy and indications of a cosmo-
logical constant have inspired far out speculations.

3) The possible existence of compact extra dimensions, introduced for elemen-
tary particles model building, provides a natural framework for discussing
time variations of fundamental parameters by connecting them with the cos-
mology of compact extra dimensions [5].

Turning that point around, observation of time varying fundamental constants
could be taken as possible evidence for extra dimensions and a window to their
basic role in nature. This chapter is based on that perspective. Its main con-
tents were published about 20 years ago [5] when the possible reality of extra
dimensions and the mathematics of superstrings were finding their way back into
contemporary physics.
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2 Fundamental Constants from a Modern Perspective

Any discussion of time varying fundamental “constants” must stipulate what
is fundamental, what can vary and how such variations may be interconnected.
From a particle physics perspective, it must be framed in the context of rela-
tivistic quantum field theory and the Standard SU(3)C ×SU(2)L ×U(1)Y Model
or its various extensions. For that reason, it is best to assume time invariant
natural units

h̄ = c = 1 . (7)

To do otherwise risks violation of the basic tenets of quantum mechanics and
special relativity, an area I would not want to tread into. One can, in principle
fix an additional scale quantity such as me and specify all 3 units. That can
have potential drawbacks in discussing some aspects of early time astrophysical
spectroscopy. Nevertheless, to simplify my discussion I will subsequently assume
ṁe = 0, i.e. me will effectively be used as a fixed mass unit. In astrophysics,
variations of me will be difficult to disentangle from redshift effects and the
possible time variation of mp/me. That issue deserves a thorough discussion,
but it will not be given here.

The Standard Model has many independent fundamental parameters. They
include 3 gauge couplings gi, i = 1, 2, 3, two Higgs parameters (mH and the vac-
uum expectation value v) and 36 complex Yakawa couplings of left and right
handed fermions to the Higgs scalars. Those Yukawa couplings lead to fermion
masses and mixing. In a supersymmetric (SUSY) or grand unified theory (GUT)
there can be many more independent parameters. To allow all of these parame-
ters to vary independently with time would lead to complete chrono pandemo-
nium; so, I will limit my considerations to a manageable subset and link them
by symmetries. Note, however, that variation in the Higgs vacuum expectation
value, which will not be discussed here, can have very interesting implications
for Dark Energy considerations.

In modern quantum field theory, couplings and effective masses depend on the
energy scale µ or distance 1/µ being probed. One employs running quantities
αi(µ) ≡ g2i (µ)/4π or effective masses m(µ) parametrized by the sliding mass
scale µ. So, for example, the αi(µ), i = 1, 2, 3 of the Standard Model are often
approximately specified at a scale µ = mZ � 91 GeV to be (in the MS, modified
minimal subtraction scheme)

α3(mZ)MS � 0.118 , (8)
α2(mZ)MS � 0.034 , (9)
α1(mZ)MS � 0.017 . (10)

The short-distance α(µ) of QED is related to those quantities via [6]

α−1(µ)MS =
5
3
α−1

1 (µ)MS + α−1
2 (µ)MS , (11)

which implies [7]
α(mZ)MS � 1/128 (12)
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(I subsequently drop the MS subscript.) rather than the usual fine structure
constant (at µ = 0)

α = 1/137.036 (13)

we all know and love.
What is more fundamental α = 1/137 or α(mZ) � 1/128? The latter by

today’s standards. That hopefully dispels the mystical beliefs often associated
with “137”. In fact, the shorter the distance examined (larger µ), the more fun-
damental. The difference between 1/128 and 1/137 stems from fermion vacuum
polarization effects that screen the short-distance couplings. In the case of alpha

α−1(µ) = α−1 − 2
3π

∑
f

Q2
f ln

(
µ

mf

)
θ(µ−mf ) +

7
2π

ln
(
µ

mW

)
θ(µ−mW )

+ higher orders , (14)

where the sum is over all fermions (quarks and leptons) with electrical
charge Qf .

The relationship in (14) illustrates an important point regarding time vari-
ation. All physical quantities are connected via quantum loops (at some level).
There may be scenarios where all vary in a way that makes the relative variations
unobservable. However, it is unlikely (impossible) that only a single parameter
such as α varies in time. One must consider the relationships among parame-
ters induced by quantum loops in discussing time varying constants and their
implications. This is, unfortunately, a principle almost never adhered to in the
literature where α̇ is often discussed in isolation and little distinction between
long and short-distance is made. If there is an underlying source of time vari-
ation, it will be most simply manifested in the very short-distance parameters
which are inherently more fundamental. Those effects will be dressed by quan-
tum loop corrections in α, mp etc. Any interpretation of an observed α̇ �= 0
would have to unfold those quantum corrections.

What is the relationship between the time variation in long and short dis-
tance parameters? To properly address that issue really requires a complete
theory. However, some generic features can be gleamed simply from the running
properties of the couplings. For example, α(µ) increases, albeit slowly, as µ in-
creases. The value α � 1/137 effectively corresponds to µ � 0. The running in
(14) suggests (ignoring fermion mass variations)

α̇(µ)
α2(µ)

� α̇

α2 (15)

or
α̇

α
� α

α(µ)
α̇(µ)
α(µ)

. (16)

The factor α/α(µ) represents a suppression factor. In the case of QCD, a similar
analysis suggests

α̇3(µ)
α3(µ)

� α3(µ)
α3(µ0)

α̇3(µ0)
α3(µ0)

. (17)
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For µ
 µ0, the factor α3(µ)/α3(µ0) represents a potentially large enhancement
factor due to asymptotic freedom. It can be quite large for small µ where α3(µ)
blows up. That simple relationship suggest quite generically that low energy
QCD quantities such as the proton mass, mp, may be among the best places
to search for time variation [5]. In fact, the ratio mp/me which is present in
hyperfine spectroscopy, provides a very sensitive probe of time dependence.

3 Extra Dimensions

The speculation that we live in a space-time of dimension > 4 has a long and fas-
cinating history. It stimulated great interest when Kaluza (in 1921) and Klein (in
1926) showed [8] that a 5 dimensional metric gµν(x), µ, ν = 0, 1, 2, 3, 4 in which
the 5th dimension corresponded to a closed circle of radius RKK � 10−32cm
could simultaneously describe gravity and electromagnetism, an amazing obser-
vation. In such a theory, gµν , µ, ν = 0, 1, 2, 3 corresponds to the usual metric of
general relativity, gµ4(x) = Aµ(x) the electromagnetic gauge field and g44(x) is a
Brans-Dicke scalar field. The electromagnetic coupling α and Newton’s constant,
GN are related via

α =
e2

4π
=

4GN

R2
KK

. (18)

The idea of Kaluza-Klein unification can be extended to higher spatial dimen-
sions. With 11 space-time dimensions [9] (4 ordinary and 7 compact) the entire
SU(3)C × SU(2)L × U(1)Y gauge structure of the Standard Model can emerge
from the metric. Superstrings, which are 10 or 11 dimensional share many of the
Kaluza-Klein features, but offer the attractive possibility of a finite quantum
theory of gravity. In all such higher dimensional theories, one finds the generic
relations

αi = Ki
GN

R2
KK

, (19)

where the Ki are pure numbers determined by the topology of the compact
spatial dimensions. At what scale are the αi couplings in (19) defined? The
natural answer is µ � mKK = 1/RKK � 1018 GeV. That is also roughly the
unification scale of some grand unified theories (GUTS). The short-distance
nature of those couplings is consistent with my statement that short-distance
parameters are more fundamental and more closely connected with the basic
underlying physics. Of course, the long distance couplings can be obtained from
(19) by including quantum loop effects, provided we know the full theory content
at scales < mKK.

Are extra dimensions a physical reality or merely a model building tool? If
they are real, can we find evidence for their existence? Assuming they are real,
forces one to generalize our space-time cosmology and provides a potentially rich
new perspective regarding the origin of our universe. Are the extra dimensions
contracting, expanding or even oscillating as a function of time? If (generically)
ṘKK = dRKK/dt �= 0, it will give rise to time varying fundamental constants at
low energies and such effects could be our window to the physics of those extra
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dimensions. My original interest in this subject stems from the early studies by
Chodos and Detweiler [10] along with Freund [11] that incorporating expansion
of our ordinary 4 dimensional space-time in Kaluza-Klein theories naturally leads
to cosmologies with ṘKK �= 0. Today, such speculations are even more interesting
because of indications that our universe may have accelerated or decelerated
in the past and may be dominated by Dark Energy. Small non-static extra
spatial dimensions not only provide a framework for discussing time varying
fundamental constants, but may also hold insights regarding the origin of Dark
Energy and the unusual evolutionary aspects exhibited by our universe.

4 Renormalization Group Connections

Simple connections among fundamental parameters are provided by renormal-
ization group equations which describe their common dependence on the energy
scale µ. Here, I will focus on gauge couplings, but a similar analysis could be
carried out for particle masses.

The following relations are assumed to hold

αi(mKK) = KiGN/R
2
KK = KiGNm

2
KK , i = 1, 2, 3 , (20)

and

α−1
i (µ) � α−1

i (mKK) +
∑

j

bi

[
ln
mKK

mj
+ θ(µ−mj) ln

mj

µ

]
+ · · · , (21)

where the bi are given by (in the Standard Model)

bi =


 b1b2
b2


 = − 1

2π


 − 4

3ng − 1
10NH

22
3 − 4

3ng − 1
6NH

11 − 4
3ng


 , (22)

µ
∂

∂µ
αi(µ) = biα2

i + · · · ,

ng = number of fermion generations (3 are known) and NH = number of Higgs
doublets. In a supersymmetric extension of the Standard Model

bi = − 1
2π


 −2ng − 3

10NH

6 − 2ng − 1
2NH

9 − 2ng


 . (23)

This theory has the advantage of being embedable in a GUT such as SU(5) or
SO(10) with coupling unification.

α−1
1 (mGUT) = α−1

2 (mGUT) − 1
6π

= α−1
3 (mGUT) − 1

4π
(24)
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at mGUT � 1016 GeV if mSUSY � 1 TeV. In such theories the evolution of the
αi(µ) are correlated by the unification condition in (24). Another interesting
SUSY GUT example based on E6 with 27 plet generations has [12]

bi = − 1
2π


 −3ng − 3

10NH

6 − 3ng − 1
2NH

9 − 3ng


 . (25)

In that model, unification occurs atMGUT � 1018 GeV where αi(mGUT) ∼ O(1).
Interestingly, the QCD coupling α3(µ) has b3 = 0 in leading order for that model
when ng = 3.

For purposes of illustration, I will assume unification K1 = K2 = K3. Also,
all light fermion masses and Higgs parameters are assumed static ṁe = ṁf =
ṁW = ṁZ = 0. That assumption is not likely completely correct if the couplings
change with time; however, I will assume for illustration that such effects are
not leading. Taking the time derivative of (20) and (21), one finds (with K̇i = 0)

α̇i(mKK)
αi(mKK)

=
ĠN

GN
+ 2

ṁKK

mKK
, (26)

α̇i(µ)
α2

i (µ)
=
α̇i(mKK)
α2

i (mKK)
− bi ṁKK

mKK
. (27)

These equations generically describe the interconnection among time varying
parameters. For further discussion, GUT unification α1(mKK) � α2(mKK) �
α3(mKK) is assumed and

ṁp

mp
� Λ̇QCD

ΛQCD
� α̇3(µ)
α3(µ)

at µ < 1 GeV (28)

will be employed.

5 Examples

Let us consider the following higher dimensional cosmologies. The first due to
Chodos and Detweiler [10] has

ṁKK �= 0 but α̇i(mKK) = 0 . (29)

That leads to [5]

ĠN

GN
= −2

ṁKK

mKK
= 2

ṘKK

RKK
,

α̇i(µ)
α2

i (µ)
=

1
2
bi
ĠN

GN
, (30)

α̇

α2 =
1
2

(
5
3
b1 + b2

)
ĠN

GN
,
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where the relationship in (11) has been employed. Assuming the bi in (23) (i.e.
a SUSY GUT) leads to

α̇

α
� 3

α

π

ĠN

GN
, (31)

ṁp

mp
� −50

α̇

α
� −3

8
ĠN

GN
. (32)

Notice that α̇/α is suppressed relative to ĠN/GN while ṁp/mp is roughly sim-
ilar. Also, the relative signs in (32) are not the same.

In a second cosmology considered by Freund [11]

ṁKK = 0 , α̇i(mKK) �= 0 , (33)

and one finds [5]

α̇i(µ)
α2

i (µ)
=

1
αi(mKK)

ĠN

GN
=
α̇i(mKK)
α2

i (mKK)
,

ṁp

mp
� 40

α̇

α
� α3(µ)
α3(mKK)

ĠN

GN
. (34)

Note that the relative sign has changed in the relationship between ṁp/mp

and α̇/α compared with the first example; but again ṁp/mp is enhanced in
magnitude relative to α̇/α. (It is also enhanced relative to ĠN/GN .)

The above results are rather generic. They suggest thatmp/me is particularly
sensitive to time variation. Also if a variation in that quantity is observed the
relative sign (+/−) of the effect compared with α̇/α or ĠN/GN can differentiate
underlying cosmologies [5,13].

6 Discussions

Dirac’s conjecture regarding time varying constants is realized if mKK ∼ t1/2

which leads to ĠN/GN = −1/t. However, stringent bounds on ĠN/GN , α̇/α and
ṁp/mp (viamp/me) make such a simple time dependence unlikely. More realistic
are scenarios where fundamental constants undergo time variation in the early
universe but such effects are damped out with time. It would be interesting to
correlate possible time evolutions in α with hints of acceleration in early universe
expansion.

Many possibilities can be imagined. Indeed, with the advent of Dark Energy
anything goes in cosmology. Higher dimension theories provide a rich natural
setting for such studies. The extra dimensions may be contracting, expanding,
oscillating etc. Experiments of ĠN/GN , α̇/α and ṁp/mp should be pushed as far
as possible with mp/me providing the best bet because of relative enhancements
stemming from asymptotic freedom in QCD.
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Abstract. Astrophysical indications that the fine structure constant has undergone a
small time variation during the cosmological evolution are discussed within the frame-
work of the standard model of the electroweak and strong interactions and of grand
unification. A variation of the electromagnetic coupling constant could either be gen-
erated by a corresponding time variation of the unified coupling constant or by a time
variation of the unification scale, or by both. The various possibilities, differing sub-
stantially in their implications for the variation of low energy physics parameters like
the nuclear mass scale, are discussed. The case in which the variation is caused by a
time variation of the unification scale is of special interest.

1 Introduction

Usually in physics, especially in particle physics, we deal with the local laws
of nature, say the field equations of gauge theory. But when it comes to the
fundamental constants, like the fine structure constant α, we must keep in mind
that questions about the boundary conditions of the universe come up. We do
not know, where these constants, like α or αs or the lepton and quark masses,
come from, but it could well be that at least a few of them are products of the
Big Bang, and if the Big Bang would be repeated, these constants would take
different values. But if things would go this way, it is clear that the constants
could never be calculated.

So in connection to the fundamental constants the question comes up, wheth-
er they are really cosmic accidents, or whether they are determined by the dy-
namics, whether they are changing in time or in space, or whether they are
indeed calculable in a hypothetical theory going far above the present Standard
Model. Also considerations related to the Anthropic Principle should be made.
Life in our universe can exist only if the values of the fundamental constants take
on certain values. In a universe in which, for example, the u–quark is heavier
than the d-quark, the proton would decay into a neutron, and life would not
exist, at least not in a form known to us.

One can also take the attitude, taken e. g. by Einstein, who believed that
the constants of nature are all calculable, i. e. fixed by the dynamics. In a letter
written in 1950 to Ilse Rosenthal–Schneider he wrote: “Dimensionless constants
in the laws of nature, which from the purely logical point of view can just as
well have different values, shall not exist. To me, with my “trust in God” this
appears to be evident, but there will be few who are of the same opinion.”

H. Fritzsch, Fundamental Constants and Their Possible Time Dependence, Lect. Notes Phys. 648,
107–113 (2004)
http://www.springerlink.com/ c© Springer-Verlag Berlin Heidelberg 2004
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One aspect which needs to be stressed is the fact that fundamental con-
stants do not exist a priori, but are depending on the specific theory. Only the
underlying theory decides, which parameters are fundamental.

An example is the fine structure constant α, introduced by Sommerfeld in
1916. The inverse of α is, of course, close to the integer number 137. The number
excited many physicists. Heisenberg speculated about it. W. Pauli, who was very
sick, was able to fix the number of the room in the Zürich clinic, in which he
died, to be 137.

On one of the occasions I had lunch with R. Feynman, he told me that
every theoretician should have written on the blackboard in his office: 137 – how
little we know. When we came back from lunch, I checked Feynman’s office, and
nothing was written on his blackboard. So I took a piece of chalk and wrote in
big letters: 137 – how little we know. One hour later Feynman came to me and
thanked me for the remark.

In superstring–theory people might find a way to fix or calculate the fine
structure constant. In this connection I like to draw attention again to a formula
which was derived in the seventies by Wyler,

α =
9

8π4

(
π5

245!

)1/4

. (1)

This formula works very well and was derived by considering ratios of certain
topological spaces – perhaps in string theory something similar can happen.

Of course, today α is just the interaction constant, describing e. g. electron–
scattering at low energies,

α−1 = 137.035 999 76(50) . (2)

But it is remarkable. Based on this number, one can calculate all effects in
QED to an accuracy of about 1 : 10.000.000, e. g. the magnetic moment of the
electron. Of course, QED is only a part of the Standard Model of today, based
on a superposition of QCD and the SU(2) × U(1) – electroweak theory, and α
is just one of at least 18 parameters that enter the Standard Model.

One of the fundamental quantities is the proton mass. I should like to stress
that the proton mass is a rather complicated object in the Standard Model. The
coupling constant of QCD follows in leading order the equation

αs

(
Q2) =

2π
b0

(
Q

Λ

)
,

b0 = 11 − 2
3
nf . (3)

Here the scale parameter Λ enters, which has been determined to be

Λ = 214+38
−35 MeV . (4)

Λ is a free parameter of QCD, and all numbers of QCD scale with Λ, at least in
the limit where the masses of the quarks are set to zero. But Λ can be expressed
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in terms of MeV, i. e. it is given in reference to the electron mass, which is outside
QCD. The physical parameters like the proton mass are simply proportional to
Λ. The scale of confinement of the quarks is inversely proportional to Λ. The
proportionality constants have been calculated in lattice QCD and seem to be
in agreement with the observations.

Let me mention one remarkable success of lattice QCD. The pion decay
constant has been calculated:

Fπ

Λ
= 0.56 ± 0.05 . (5)

The experimental value is 0.62±0.10, i. e. in good agreement with the theoretical
value.

The experimental value of the nucleon mass is 938.272 MeV. However, in
the theory there is a contribution, given by the proton expectation value of
muūu+mdd̄d, as the σ–term, which is about 45 MeV, but it is not known to an
accuracy of better than about 10%.

Also s–quarks contribute. If we say, in accordance with experiment, that
the s̄s–pairs should contribute about 10% as much as the ūu and d̄d–pairs, the
proton expectation value for mss̄s is about 40 MeV, i. e. about as large as the
ūu/d̄d–contribution. This implies that the nucleon in a world without s–quarks
would have a mass of about 900 MeV. The same is true for charmed quarks.
There are, of course, much less charmed quarks in the nucleon than strange
quarks, but when it comes to the expectation value of mcc̄c, one finds

〈p|mcc̄c|p〉 ∼ 30 MeV ,

with a large uncertainty.
We can write down the nucleon mass

M = c0Λ+∆M , (6)

where ∆M is defined in such a way that is vanishes when the quarks masses are
set to zero and electromagnetic effects are neglected.

If we say, the physical proton mass is 100%, then [1] about 79% are due to
Λ, about 4.6% due to the u– and d–quarks, about 10% due to the s–quarks,
6% due to the c–quarks, and about 0.2% due to electromagnetic effects. Some-
thing similar can be said about the magnetic moments of the nucleon. It will
be dominated by a term given by Λ, while the quark mass terms contribute not
much.

I should also remind you that Grand Unification imposes that the parameters
αs, α and αw are not independent, but are related to each other, and related to
the unified coupling constant, describing the interaction at the unification scale
Λun. It is also known that the group SU(5) does not describe the observations,
since the three coupling constants do not converge precisely. If supersymmetric
particles are added at an energy scale of about 1 TeV, a convergence takes
place, however [2]. In SO(10) [3] the situation is different, since in this group
the unification is a two–step process, where another mass scale, the mass scale
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for the right-handed W–boson, enters. If this mass scale is chosen in the right
way, the unification can be achieved without supersymmetry.

After these preparations let me come to the question of time dependence. A
group of physicists from Australia, England and the US has recently published
their evidence that the fine structure constant had a different value billions of
years ago [4]. They were investigating the light from about 150 quasars, being on
its way for up to 11 billion years, using the so–called “many multiplet method”.
They were looking at the fine–structure of atomic lines, originating from elements
like Fe, Ni, Mg, Sn, Ag etc.

One particular aspect is that the fine–structure is a rather complex phe-
nomenon, fluctuating in particular also in the sign of the effect. These sign
changes have been observed and used in fixing the experimental values of α. The
result is

∆α

α
= (−0.72 ± 0.18) · 10−5 . (7)

Thus α was slightly smaller in the past. If one takes a linear approximation
and uses a cosmic lifetime of 14 billion years, the effect is α̇/α ≈ 1.2 · 10−15 per
year.

I should mention that considerations related to a time–dependence of fun-
damental parameters have a long history. In the 1930s Dirac [5] considered a
time–variation of G, and independently also Milne [6]. P. Jordan [7] looked at
the time–dependence of other parameters, e. g. nuclear parameters. L. Landau
[8] speculated in the 1950s about a time–variation of α.

If α depends on time, the question arises how this time–variation is generated.
Since α = e2/h̄c, a time variation could come from a time variation of h̄ or c.
Both cases are, I think, not very likely. If c depends on time, it would mean, that
we have a serious problem with relativity. If h̄ would depend on time, atomic
physics runs into a problem. So I think that a time dependence of α simply
means that e is time–dependent.

Let me also mention that according to the results of Dyson and Damour [9]
there is a rather strong constraint on a time–variation of α. If no other param-
eters change as well, the relative change (α̇/α) per year cannot be more than
10−17, i. e. there is a problem with the astrophysical measurements, unless the
rate of change for α has become less during the last 2 billion years. The con-
straint is derived by looking at the position of a nuclear resonance in Samarium,
which cannot have changed much during the last 2 billion years. However, I tend
not to take this constraint very seriously. According to the Grand Unification,
αs and Λ should have changed as well, and the two effects (change of α and of
Λ) might partially cancel each other.

2 Variation of Fundamental Constants
and Grand Unification

The idea of Grand Unification implies that the gauge group SU(3) of the strong
interactions and the gauge group SU(2) × U(1) of the electroweak sector are
subgroups of a simple group, which causes the unification.
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Both the groups SU(5) and SO(10) are considered in this way. I like to em-
phasize that the group SO(10) has the nice property that all leptons and quarks
of one generation are described by one representation, the 16–representation. It
includes a right-handed neutrino, which does not contribute to the normal weak
interaction, but it is essential for the appearance of a mass of the neutrino, which
is expected in the SO(10)–Theory. In SU(5) two representations of the group
are needed to describe the leptons and quarks of one generation, a 10– and a
(5̄)–representation.

I should also like to emphasize that the gauge couplings αs, αw and α meet in
the SU(5)–theory only, if one assumes that above about 1 TeV supersymmetry is
realized. In the SO(10)–theory this is not needed. A convergence of the coupling
constants can be achieved, since at high energies another energy scale enters,
which has to be chosen in a suitable manner.

A change in time of α can be obtained in two different ways. Either the
coupling constant αun stays invariant or the unification scale changes. I consider
both effects in the SU(5)–model with supersymmetry. In this model the relative
changes are related:

1
α

α̇

α
=

8
3

1
αs

− 10
π

Λ̇un

Λun
(8)

One may consider the following scenarios:

1) ΛG invariant, αu = αu(t). This is the case considered in [10] (see also [11]),
and one finds

1
α

α̇

α
=

8
3

1
αs

α̇s

αs
(9)

and

Λ̇

Λ
= −3

8
2π
bSM
3

1
α

α̇

α
. (10)

2) αu invariant, ΛG = ΛG(t). One finds

1
α

α̇

α
= − 1

2π

(
bS2 +

5
3
bS1

)
Λ̇G

ΛG
, (11)

Λ̇

Λ
=
(
bS3
bSM
3

1
α

α̇

α

)
≈ −30.8

α̇

α
. (12)

3) αu = αu(t) and ΛG = ΛG(t). One has

Λ̇

Λ
= − 2π

bSM
3

1
αu

α̇u

αu
+
bS3
bSM
3

Λ̇G

ΛG
(13)

= −3
8

2π
bSM
3

1
α

α̇

α
− 3

8
1
bSM
3

(
bS2 +

5
3
bS1 − 8

3
bS3

)
Λ̇G

ΛG

= 46
α̇

α
+ 1.07

Λ̇G

ΛG
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where theoretical uncertainties in the factor R = (Λ̇/Λ)/(α̇/α) = 46 have
been discussed in [10]. The actual value of this factor is sensitive to the
inclusion of the quark masses and the associated thresholds, just like in the
determination of Λ. Furthermore higher order terms in the QCD evolution
of αs will play a role. In [10] it was estimated: R = 38 ± 6.

The case in which the time variation of α is not related to a time variation
of the unified coupling constant, but rather to a time variation of the unification
scale, is of particular interest. Unified theories, in which the Standard Model
arises as a low energy approximation, might well provide a numerical value for the
unified coupling constant, but allow for a smooth time variation of the unification
scale, related in specific models to vacuum expectation values of scalar fields.
Since the universe expands, one might expect a decrease of the unification scale
due to a dilution of the scalar field. A lowering of ΛG implies according to (11)

α̇

α
= − 1

2π
α

(
bS2 +

5
3
bS1

)
Λ̇G

ΛG
= −0.014

Λ̇G

ΛG
. (14)

If Λ̇G/ΛG is negative, α increases in time, consistent with the experimental
observation. Taking ∆α/α = −0.72 × 10−5, we would conclude ∆ΛG/ΛG =
5.1×10−4, i.e. the scale of grand unification about 8 billion years ago was about
8.3 × 1012 GeV higher than today. If the rate of change is extrapolated linearly,
ΛG is decreasing at a rate Λ̇G/ΛG = −7 × 10−14/yr.

According to (12) the relative changes of Λ and α are opposite in sign. While α
is increasing with a rate of 1.0×10−15/yr, Λ and the nucleon mass are decreasing,
e.g. with a rate of 1.9 × 10−14/yr. The magnetic moments of the proton µp as
well of nuclei would increase according to

µ̇p

µp
= 30.8

α̇

α
≈ 3.1 × 10−14/yr. (15)

The time variations of the ratio Mp/me and α discussed here are such that
they could by discovered by precise measurements in quantum optics. The wave
length of the light emitted in hyperfine transitions, e.g. the ones used in the
cesium clocks being proportional to α4me/Λ will vary in time like

λ̇hf

λhf
= 4

α̇

α
− Λ̇

Λ
≈ 3.5 × 10−14/yr (16)

taking α̇/α ≈ 1.0 × 10−15/yr. The wavelength of the light emitted in atomic
transitions varies like α−2,

λ̇at

λat
= −2

α̇

α
. (17)

One has λ̇at/λat ≈ −2.0 × 10−15/yr. A comparison gives

λ̇hf/λhf

λ̇at/λat

= −4α̇/α− Λ̇/Λ
2α̇/α

≈ −17.4. (18)



Fundamental Constants and Their Time Dependence 113

At present the time unit second is defined as the duration of 9.192.631.770
cycles of microwave radiation emitted or absorbed by the hyperfine transmission
of cesium-133 atoms. If Λ indeed changes, as described above, it would imply
that the time flow measured by the cesium clocks does not fully correspond with
the time flow defined by atomic transitions.

Recently a high precision experiment was done at the MPQ in Munich, using
the precise cesium clock from Paris. The preliminary result is consistent with
no change of the frequencies – one measures for the transition in hydrogen a
frequency of 2 466 061 413 187 127 (18) Hz. This gives a change of 2.8(5.7)·10−15

per year.
According to (20) the effect should be about ten times larger. Although this

result is still preliminary, one is supposed to think what might be the reason for
the small effect.

One possibility is, of course, that the astrophysical measurements of the
change of α are not correct. Another interesting possibility, however, needs to be
studied. It might be that both αuu and ΛG change such that the result of λhf is
essentially zero – both effects cancel each other in leading order. Nevertheless on
the level of 10−15 an effect should be seen. More refined experiments are needed
to search for a time dependence of Λ.
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Quantum Gravity and Fundamental Constants

Claus Kiefer

Institut für Theoretische Physik, Universität zu Köln, Zülpicher Str. 77, 50937 Köln,
Germany

Abstract. Two popular approaches towards a quantum theory of gravity are quantum
general relativity and string theory (‘M-theory’). I review their essential ideas with
special emphasis on the role of fundamental constants. A special section is devoted to
Kaluza–Klein theories. Most of the ‘constants’ may have their origin in quantum fields
of the fundamental theory and may be space- and time-dependent in their classical
limit.

1 Introduction

Quantum theory is a general framework for physical theories and seems to be of a
universal nature. It describes successfully all non-gravitational interactions. This
holds in particular for the standard model of strong and electroweak interactions,
which is a quantum field theory that has so far passed all experimental tests.
A final quantum framework does, however, not yet exist for the gravitational
field. Gravity is successfully described by a classical theory—Einstein’s theory
of general relativity (GR), more appropriately called geometrodynamics because
gravity is there understood as a manifestation of the geometry of spacetime. It
is given by the ‘Einstein–Hilbert action’, which apart from a surface term reads

SEH =
c4

16πG

∫
M

d4x
√−g (R− 2Λ) , (1)

where G and Λ denote the gravitational constant and the cosmological constant,
respectively. Here, M denotes a region of the spacetime manifold. In addition one
has a ‘matter’ action Sm describing non-gravitational fields coupled to gravity.
It gives rise to an energy-momentum tensor

Tµν =
2√−g

δSm

δgµν(x)
, (2)

which acts as a ‘source’ for the gravitational field. The sum of both actions gives
rise to the Einstein field equations.

In spite of its success, there are many reasons to believe that GR must be
superseded at the most fundamental level by a quantum theory of gravity. Since
no experimental hints are available up to now, the reasons are therefore of a pure
theoretical nature. The main motivations for quantum gravity are the following,
see [1] and [2] for more details and references:

C. Kiefer, Quantum Gravity and Fundamental Constants, Lect. Notes Phys. 648, 115–127 (2004)
http://www.springerlink.com/ c© Springer-Verlag Berlin Heidelberg 2004
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• Unification. The history of science shows that a reductionist viewpoint
has been very fruitful in physics. The standard model of particle physics is a
quantum field theory which has united in a certain sense all non-gravitational
interactions. The universal coupling of gravity to all forms of energy would
make it plausible that gravity has to be implemented in a quantum frame-
work, too. Moreover, attempts to construct an exact semiclassical theory,
where gravity stays classical but all other fields are quantum, have failed up
to now. This demonstrates in particular that classical and quantum concepts
(phase space versus Hilbert space, etc.) are most likely incompatible.

• Cosmology and black holes. As the singularity theorems and the ensuing
breakdown of general relativity demonstrate, a fundamental understanding
of the early universe—in particular its initial conditions near the ‘big bang’—
and of the final stages of black-hole evolution requires a more fundamental
theory. From the historical analogue of quantum mechanics (which due to
its stationary states has rescued the atoms from collapse) the general ex-
pectation is that this encompassing theory is a quantum theory. It must
be emphasised that if gravity is quantised, the kinematical non-separability
of quantum theory demands that the whole universe must be described in
quantum terms. This leads to the concepts of quantum cosmology and the
wave function of the universe, see below.

• Problem of time. Quantum theory and general relativity (in fact, every
general covariant theory) contain drastically different concepts of time (and
spacetime). Strictly speaking, they are incompatible. In quantum theory,
time is an external (absolute) element, not described by an operator (in
special relativistic quantum field theory, the role of time is played by the
external Minkowski spacetime). In contrast, spacetime is a dynamical object
in general relativity. It is clear that a unification with quantum theory must
lead to modifications of the concept of time. Related problems concern the
role of background structures in quantum gravity, the role of the diffeomor-
phism group (Poincaré invariance, as used in ordinary quantum field theory,
is no longer a symmetry group), and the notion of ‘observables’.

What are the relevant scales on which effects of quantum gravity should be
unavoidable? As has already been shown by Max Planck in 1899, the funda-
mental constants speed of light (c), gravitational constant (G), and quantum of
action (h̄) can be combined in a unique way (up to a dimensionless factor) to
yield units of length, time, and mass. In Planck’s honour they are called Planck
length, lP, Planck time, tP, and Planck mass, mP, respectively. One can argue
on general grounds that a fundamental theory should contain three dimensionful
constants, cf. Okun’s contribution to this volume. The Planck units read

lP =

√
h̄G

c3
≈ 1.62 × 10−33 cm , (3)

tP =
lP
c

=

√
h̄G

c5
≈ 5.40 × 10−44 s , (4)
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mP =
h̄

lPc
=

√
h̄c

G
≈ 2.17 × 10−5 g ≈ 1.22 × 1019 GeV . (5)

The Planck mass seems to be a rather large quantity by microscopic standards.
One has to keep in mind, however, that this mass (energy) must be concentrated
in a region of linear dimension lP in order to see direct quantum-gravity effects.
In fact, the Planck scales are attained for an elementary particle whose Compton
wavelength is (apart from a factor of 2) equal to its Schwarzschild radius,

h̄

mPc
≈ RS ≡ 2GmP

c2
,

which means that the spacetime curvature of an elementary particle is non-
negligible. A truly unified theory may contain different parameters. An example
is string theory (see below) where the fundamental ‘string length’ ls appears.

A quantity expressing the ratio of atomic scales to the Planck scale is the
‘fine-structure constant of gravity’ defined by

αg =
Gm2

pr

h̄c
≡
(
mpr

mP

)2

≈ 5.91 × 10−39 , (6)

where mpr denotes the proton mass. Its smallness is responsible for the unim-
portance of quantum-gravitational effects on laboratory and astrophysical scales,
and for the separation between micro- and macrophysics. It is interesting that
structures in the universe occur for masses which can be expressed as simple
powers of αg in units of mpr, cf. [3]. For example, stellar masses are of the order
α

−3/2
g mpr, while stellar lifetimes are of the order α−3/2

g tP. It is an open question
whether a fundamental theory of quantum gravity can provide an explanation for
such values, e.g. for the ratio mpr/mP, or not. If not, only an anthropic principle
could yield an ‘explanation’, but this is usually not considered as satisfactory.

What are the major expectations from quantum gravity [1]?

• As just mentioned, it should give an explanation for the origin of masses
and coupling constants. It should, in particular, give an explanation for the
observed small positive value of the cosmological constant Λ (or of the un-
derlying field, if applicable). The theory could also give an explanation for a
possible spatiotemporal variation of these variables.

• Quantum gravity should provide a full quantum description of black holes.
This includes both the final evaporation process due to Hawking radiation
and a quantum-statistical foundation of the Bekenstein-Hawking entropy

SBH =
kBc

3A

4Gh̄
, (7)

where A is the surface of the event horizon.
• Quantum gravity should yield an explanation for the origin of the universe,

providing a singularity-free description. It should also shed some light on the
‘probability’ of inflation.
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• It should exhibit the structure of spacetime at the smallest scales. Prelimi-
nary approaches in fact indicate that this structure is discrete. This could be
experimentally testable. Quantum gravity should also provide information
about the number of spacetime dimensions.

There are at present two main approaches in constructing a theory of quantum
gravity. The first originates from the idea that one can construct separately a
quantum theory of the gravitational field, without necessarily invoking a unifi-
cation of interactions. Methodologically, one attempts to quantise general rela-
tivity. The second approach assumes that the problem of quantum gravity can
only be solved within a unified theory of all interactions—this is string theory. I
will briefly review these approaches in the next two sections, respectively.

2 Quantum General Relativity

Approaches to quantise general relativity are usually divided into ‘covariant’ and
‘canonical’ formulations. Whereas in the former a four-dimensional viewpoint
is preserved in the formalism, the latter employ a split into space and time
already at the classical level. A particular covariant approach is the path-integral
formulation, in which all information about the quantum theory can be obtained
from a sum over four-dimensional metrics,

Z[g] =
∫

Dgµν(x) eiS[gµν(x)]/h̄ . (8)

Here, the sum runs over all metrics on a four-dimensional manifold M divided
by the diffeomorphism group DiffM. A concrete evaluation can be tried, for ex-
ample, by the method of dynamical triangulation, cf. Loll’s contribution to [2].
Based on path-integral methods one can also attempt to study renormalisation-
group equations for quantum gravity. This can render G and Λ ‘running coupling
constants’, which would make them dependent on spacetime distance. Prelimi-
nary results even indicate how the observed small non-vanishing value of Λ could
emerge from such considerations, cf. [4].

In this section I shall concentrate myself on the canonical approach. Since
this requires a Hamiltonian formulation of the theory, one has to split the clas-
sical spacetime into space and time in order to define canonical momenta. This
spoils the explicit four-dimensional covariance of general relativity—the theory
is reformulated in such a way that the dynamics of three-dimensional hypersur-
faces plays a central role. It is then not surprising that the configuration variable
is the three-dimensional metric, hab(�x), on such hypersurfaces. This three-metric
has six independent degrees of freedom. The remaining four components of the
spacetime metric play the role of non-dynamical Lagrange multipliers called
lapse function, N⊥(�x), and shift vector, Na(�x)—they parametrise, respectively,
the way in which consecutive hypersurfaces are chosen and how the coordinates
are selected on a hypersurface. The momenta canonically conjugated to the
three-metric, pab(�x), form a tensor which is linearly related to the second funda-
mental form associated with a hypersurface, which specifies the way in which the
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hypersurface is embedded into the fourth dimension. In the quantum theory, the
canonical variables are formally turned into operators obeying the commutation
relations

[ĥab(�x), p̂cd(�y)] = ih̄δc(aδ
d
b)δ(�x, �y) . (9)

In a (formal) functional Schrödinger representation, the canonical operators act
on wave functionals Ψ depending on the three-metric,

ĥab(�x)Ψ [hab(�x)] = hab(�x)Ψ [hab(�x)] , (10)

p̂cd(�x)Ψ [hab(�x)] =
h̄

i
δ

δhcd(�x)
Ψ [hab(�x)] . (11)

A central feature of canonical gravity is the existence of constraints. Because of
the four-dimensional diffeomorphism invariance of general relativity, these are
four constraints per space point, one Hamiltonian constraint,

Ĥ⊥Ψ = 0 , (12)

and three diffeomorphism constraints,

ĤaΨ = 0 . (13)

These diffeomorphism constraints guarantee that the wave functional is indepen-
dent of the choice of coordinates on space. The total Hamiltonian is obtained
by integration (here I restrict myself for simplicity to closed compact spaces;
otherwise, the Hamiltonian has to be augmented by surface terms containing
the total (ADM) energy),

Ĥ =
∫

d3x (N⊥Ĥ⊥ +NaĤa) , (14)

where N⊥ and Na denote again lapse function and shift vector, respectively.
The constraints then enforce that the wave functional be annihilated by the
total Hamiltonian,

ĤΨ = 0 . (15)

The Wheeler–DeWitt equation (15) is the central equation of canonical quan-
tum gravity. It has here been formulated in the traditional version using the
three-metric as the configuration variable. This is not mandatory, since one can
perform a canonical transformation at the classical level leading to a new configu-
ration variable that is a mixture of the three-metric and its canonical momentum.
A popular version uses an SU(2) connection variable which is similar in struc-
ture to a Yang-Mills connection. A closely related version employs the integral of
this connection along loops, similar to a Wilson loop. This ‘loop quantum grav-
ity’ leads to intriguing results such as the existence of a discrete spectrum for
geometric operators like area and volume, cf. Thiemann’s contribution to [2]. It
turns out that scales below the Planck length (3) have no operational meaning.
In this way the theory sheds light on the fundamental structure of spacetime.
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The Wheeler–DeWitt equation (15) possesses the remarkable property that
it does not depend on any external time parameter—the t of the time-dependent
Schrödinger equation has totally disappeared, and (15) looks like a stationary
zero-energy Schrödinger equation. How can this be understood? In classical
canonical gravity, a spacetime can be represented as a ‘trajectory’ in config-
uration space—the space of all three-metrics. Although time coordinates have
no intrinsic meaning in classical general relativity either, they can nevertheless
be used to parametrise this trajectory in an essentially arbitrary way. Since no
trajectories exist anymore in quantum theory, no spacetime exists at the most
fundamental level, and therefore also no time coordinates to parametrise any
trajectory. A simple analogy is provided by the relativistic particle: in the clas-
sical theory there is a trajectory which can be parametrised by some essentially
arbitrary parameter, e.g. the proper time. Reparametrisation invariance leads
to one constraint, p2 + m2 = 0. In the quantum theory, no trajectory exists
anymore, the wave function obeys the Klein–Gordon equation as an analogue of
(15), and any trace of a classical time parameter is lost (although, of course, for
the relativistic particle the background Minkowski spacetime is present, which
is not the case for gravity).

Since the presence of an external time parameter is very important in quan-
tum mechanics—giving rise to such important notions as the unitarity of states—
it is a priori not clear how to interpret a ‘timeless’ equation of the form (15).
This reflects the problem of time listed in the introduction, cf. [1] for details and
references. A related issue is the Hilbert-space problem: what is the appropriate
inner product that encodes the probability interpretation and that is conserved
in time? These questions still lack an answer at the most fundamental level. It is
not clear, for example, whether (15) can sensibly be interpreted only as an eigen-
value equation for eigenvalue zero or whether it can have a more general meaning.
The present options are thus to study either a semiclassical approximation and
to aim at a consistent treatment of conceptual issues only at that level, or to look
for sensible boundary conditions for the Wheeler–DeWitt equation and to discuss
directly solutions of this equation. This is usually employed in a cosmological
context, one example being the ‘no-boundary condition’ of Hartle and Hawking.

How are fundamental constants treated in canonical quantum gravity? Since
this approach does not include a unification of interactions it seems that these
constants play the same role as in classical gravity coupled to the standard
model of particle physics. Apart from the above-mentioned possibility of a dis-
crete spacetime structure at the Planck scale, mathematical consistency may
lead, however, to additional restrictions on the fundamental constants, for ex-
ample in the form of ‘quantisation conditions’. Consider, e.g., a simple model
for the Wheeler–DeWitt equation (15). As in classical cosmology, a considerable
simplification is achieved by imposing homogeneity and isotropy. If a denotes
the scale factor of the universe and χ a homogeneous scalar field, one can obtain
a Wheeler–DeWitt equation of the following form of an ‘indefinite oscillator’,
cf. [5],

Ĥψ(a, χ) ≡
(
∂2

∂a2
− ∂2

∂χ2 − ω2
aa

2 + ω2
χχ

2
)
ψ(a, χ) = 0 , (16)
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where ωa and ωχ are parameters of this model (mimicking fundamental con-
stants) and a convenient choice of units has been made. In such a cosmological
context, ψ is often referred to as ‘wave function of the universe’. As long as (16)
is only treated as a differential equation without additional constraints, these
parameters are arbitrary. If one demands, on the other hand, that the solution
be normalisable with respect to the usual quantum-mechanical Hilbert space
(this of course is connected with the unsolved Hilbert-space problem mentioned
above), the following commensurability condition results for the parameters,

ωχ

ωa
=

2n+ 1
2k + 1

, (17)

where n and k are natural numbers. In a more realistic model, a quantisation of
this kind may be obtained e.g. for the cosmological constant, explaining perhaps
its small non-vanishing value. This conclusion would follow, for example, from a
quantisation condition of the type

√
ΛL = n+ 1 , n ∈ N0 , (18)

where L could be the length scale of a field in the Hamiltonian. (For example,
it could correspond to the Compton wavelength of a massive neutrino, which
could have the correct magnitude to explain the observed value of Λ). However,
the details remain so far in the realm of speculation.

3 Superstring Theory (‘M-theory’)

Superstring theory is perhaps the most ambitious approach towards a unified
theory of all interactions including gravity. In contrast to quantum general rel-
ativity, this theory is not obtained by quantising a classical theory (except in
a purely methodological sense). Quantum gravity as such emerges only in a
low-energy approximation. In the following I shall briefly review the quantum-
gravitational aspects of string theory, see also [1] and Mohaupt’s contribution
[2]. A comprehensive discussion of string theory is [6].

String theory transcends the level of local field theory because its funda-
mental objects are one-dimensional entities (‘strings’) instead of fields defined
at spacetime points. More recently, it has turned out that higher-dimensional
objects (‘branes’) appear within string theory in a natural way and on an equal
footing with strings. From the existence of branes one can infer that there must
be non-perturbative dualities relating different string theories and describing
their strong-coupling behaviour. This led to the speculation that a fundamental
‘M-theory’ might exist from which the different possible string theories can be
obtained in appropriate limits.

The main features of string theory are the following.

• String theory necessarily contains gravity. The graviton appears as an excita-
tion of closed strings. Open strings do not contain the graviton by themselves,
but since they contain closed strings as virtual contributions, the appearance
of the graviton is unavoidable there, too.
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• String theory necessarily leads to gauge theories since the corresponding
gauge bosons are found in the string spectrum.

• String theory seems to need supersymmetry for a consistent formulation.
Fermions are therefore an essential ingredient.

• All ‘particles’ arise from string excitations. Therefore, they are no longer
fundamental and their masses should in principle be fixed with respect to
the string mass scale.

• Higher spacetime dimensions appear in a natural way, thus implementing
the old idea by Kaluza and Klein.

• String theory leads to a unified quantum description of all interactions.
• Since one can get chiral gauge couplings from string theory, the hope is

raised that one can derive the standard model of elementary particles from
it (although one is still very far from having achieved this).

Heuristically, one starts from a classical string propagating in a general curvedD-
dimensional spacetime. The corresponding action is taken to read (for simplicity
only the bosonic string (no supersymmetry) is considered)

Ss = − 1
4πα′

∫
d2σ

(√
hhαβ∂αX

µ∂βX
νgµν(X)

−α′√h (2)RΦ+ εαβ∂αX
µ∂βX

νBµν(X)
)
, (19)

where the integration runs over the string worldsheet. Here, α′ is the fundamental
parameter of string theory and is related to the string length ls by

ls =
√
α′h̄c . (20)

The fields gµν (D-dimensional metric of the embedding space), Φ (‘dilaton’),
and Bµν (antisymmetric tensor field) are background fields, i.e. they will not be
integrated over in the path integral. They are included in this action because they
automatically arise as string excitations. The fields Xµ define the embedding of
the worldsheet into the D-dimensional space which is also called ‘target space’.
The metric on the worldsheet is denoted by hαβ , with h denoting its determinant
and (2)R the corresponding Ricci scalar. I emphasise that (19) leads to a quantum
field theory on the worldsheet, not the target space. For the latter one uses the
effective action discussed below.

In string theory it has been proven fruitful to employ a path-integral ap-
proach, cf. (8). In the Euclidean formulation the starting point would be (setting
h̄ = c = 1 from now on)

Z =
∫

DXDh e−SP , (21)

where X and h are a shorthand for the embedding variables and the worldsheet
metric, respectively. Only these variables are to be integrated over. The sum over
all configurations in (21) contains a sum over all worldsheets, i.e. a sum over all
Riemann surfaces, where all topologies have to be taken into account. In this
way the string interactions arise—as amplitudes in the path integral.
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An important criterion for the consistency of string theory is the absence of
quantum anomalies, being here the preservation of Weyl symmetry at the quan-
tum level (the classical action (19) is invariant under a Weyl transformation on
the worldsheet, i.e. under the transformation hαβ → Ω2(σ)hα,β). For a bosonic
string propagating in flat spacetime this leads to the restriction D = 26. What
about the string in a curved spacetime as described by (19)? The requirement
that no Weyl anomaly be present on the worldsheet leads to the following set of
consistency equations,

0 = Rµν − 1
4
H λρ

µ Hνλρ + 2∇µ∇νΦ+ O(α′) , (22)

0 = ∇λH
λ

µν − 2∇λΦHλµν + O(α′) , (23)

0 =
D − 26

6α′ + ∇µ∇µΦ− 1
2
∇µΦ∇µΦ− 1

24
HµνρH

µνρ + O(α′) . (24)

Here we have introduced the field strength Hµνρ connected with the antisym-
metric tensor field,

Hµνρ = 3! ∂[µBνρ] .

The consistency equations (22)–(24) follow as field equations from an effective
action in D spacetime dimensions,

Seff =
1

2κ2
0

∫
dDx

√−g e−2Φ

(
R− 2(D − 26)

3α′ − 1
12
HµνρH

µνρ

+4∇µΦ∇µΦ+ O(α′)) . (25)

Higher orders exhibit powers of α′ and are thus genuine string corrections. They
contain, for example, higher-curvature terms, which means that one has to re-
place in (22)

Rµν → Rµν +
α′

2
RµκλτR

κλτ
ν + . . . .

The approximation of a classical spacetime metric is well-defined only if the
curvature scale rc associated with it obeys

rc � ls .

The expansion of the effective action into powers of α′ is thus a low-energy
expansion.

As emphasised above, spacetime metric, dilaton, and the antisymmetric ten-
sor field play the role of background fields. The simplest solution for them is

gµν = ηµν , Bµν = 0 , Φ = const. = λ .

It is usually claimed that quite generally the stationary points of Seff correspond
to possible ground states (‘vacua’) of the theory. It is clear from (24) thatD = 26
is a necessary condition for the solution with constant background fields. Thus
we have recovered the old consistency condition for the string in flat spacetime.
There are now, however, solutions of (24) with D �= 26 and Φ �= constant,
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which would correspond to a solution with a large cosmological constant ∝ (D−
26)/6α′, in conflict with observation.

The parameter κ0 in (25) does not have a physical significance by itself since
it can be changed by a shift in the dilaton (assumed to be constant). The physical
gravitational constant (in D dimensions) reads

8πGD = 2κ2
0e

2λ . (26)

Apart from α′-corrections one can also consider loop corrections to (25). It turns
out that the loop expansion of (21) is an expansion in terms of the string coupling
defined by g ≡ exp(λ). Since g is determined by the value of the dilaton, the
tree-level action (25) is of order g−2. The one-loop approximation is obtained
at order g0, the two-loop approximation at order g2, and so on (this holds for
closed strings. For open strings also odd orders of the coupling appear).

Since the string amplitude contains the parameter α′ and the effective action
contains the gravitational constant GD, a comparison of scattering amplitudes
yields a connection between both,

GD ∼ g2lD−2
s . (27)

An analogous relation holds between gauge couplings for grand unified theories
and the string length.

Since we do not live in 26 dimensions (or 10 dimensions in case of the su-
perstring), a connection must be made to the four-dimensional world. This is
usually done through compactification of the additional dimensions. In this way
one obtains a relation between the four-dimensional gravitational constant and
the string length,

G ∼ g2l2s , (28)

in which the details of the compactification enter (geometric factors). Ideally,
one would like to recover in this way other parameters such as particle masses
or the number of families. One is, however, still far away from this goal.

4 Kaluza–Klein Theories

An important ingredient in string theory is the existence of higher dimensions.
This is in fact an old idea, going back to the pioneering papers of Kaluza and
Klein in the 1920s. It is still used independently of string theory and is of special
relevance for the possibility of varying fundamental constants. For this reason
the basic ideas of the Kaluza–Klein scenario will be discussed in this section.
A collection of reviews and translation of the original papers can be found in
[7]. In the simplest version there is one additional space dimension, which is
compactified to a circle with circumference 2πR ≡ L. Spacetime would in this
case be five-dimensional. We label the usual four dimensions by coordinates xµ

and the fifth dimension by y. One can easily get in such a scenario particle
masses in four dimensions from a massless five-dimensional field. Assuming for
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simplicity that the metric is flat, the dynamical equation for a massless scalar
field Φ in five dimensions is given by the wave equation

�5Φ(xµ, y) = 0 , (29)

where �5 is the five-dimensional d’Alembert operator. Making a Fourier expan-
sion with respect to the fifth dimension,

Φ(xµ, y) =
∑

n

ϕn(xµ)einy/R , n ∈ Z , (30)

one obtains for the ϕn(xµ) an effective equation of the form
(

�4 − n2

R2

)
ϕn(xµ) = 0 , (31)

where �4 is the four-dimensional d’Alembert operator. Equation (31) is nothing
but the four-dimensional Klein-Gordon equation for a massive scalar field ϕn(xµ)
with mass

mn =
|n|
R
. (32)

From the four-dimensional point of view one thus has a whole ‘Kaluza–Klein
tower’ of particles with increasing masses. For low energies E < 1/R the massive
Kaluza–Klein modes remain unexcited and only the massless mode for n = 0
remains. The higher dimensions only show up for energies beyond 1/R. Since no
evidence has been seen yet at accelerators for the massive modes, the size of the
fifth dimension must be very small, definitely smaller than about 10−17 cm.

The reduction from five to four dimensions for the action proceeds as follows.
One starts from the Einstein–Hilbert action in five dimensions,

S5 =
1
κ2L

∫
d5x

√−g5R5 , (33)

where κ2 = 16πG, and the index ‘5’ describes the corresponding quantity in
five dimensions (the cosmological constant is neglected here). Writing the five-
dimensional line element in the form

φ1/3ds25 = gµνdxµdxν − φ (dy + κAµdxµ)2 , (34)

where all functions depend on the xµ only, one recognises that a coordinate
transformation in the fifth dimension of the form

y −→ y + λ(xµ) ,

just corresponds to a ‘gauge transformation’ for the field Aµ,

Aµ −→ Aµ + κ−1∂µλ .

It is in this sense that Kaluza had intended to unify gravity with electromag-
netism, since one can identify Aµ with the electromagnetic ‘vector potential’.
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Inserting (34) into (33) and integrating over the fifth dimension, one obtains the
following four-dimensional action,

S =
∫

d4x
√−g

(
R

κ2 +
1
4
φFµνF

µν − (∇φ)2
6κ2φ2

)
. (35)

For φ = constant this would describe the coupling of the electromagnetic field
to gravity (one has to set φ = −e−2, where e is the electric charge). In general,
however, the scalar field is not expected to be constant. This would then lead
to an electric charge varying in space and time and could be the reason for the
observed cosmic variation of the fine-structure constant, cf. [8] and the references
therein, as well as other contributions to this volume.

Note that (35) would lead to a violation of the weak equivalence principle,
since the coupling to the electromagnetic field is φ-dependent instead of being a
universal constant such as e. Such a violation could be within experimental reach
[9]. The action (35) is the prototype of an action describing ‘scalar-tensor theories
of gravity’, cf. [10] and the references therein. Among the early motivations for a
scalar-tensor theory were the possible presence of higher dimensions, but also the
possibility to get a time-varying gravitational constant (‘Brans-Dicke theory’).

Recent developments in the study of higher dimensions have circled around
the ‘branes’ mentioned above. Many models have been discussed, which may orig-
inate from string theory or not. A simple example is a four-dimensional brane,
representing our observable universe, which is embedded into a five-dimensional
spacetime with a negative cosmological constant (the ‘Randall-Sundrum model’,
see e.g. [11] and the references therein). Whereas gravity is present in all five
dimensions, it turns out that the non-gravitational interactions are confined to
the brane. For this reason it is possible that the size of the extra dimensions
is much higher than in the original Kaluza–Klein scenario. The masses of the
corresponding higher-dimensional modes could then be much smaller than the
Planck mass and therefore susceptible to experimental observation. One effect
out of many would be the mixing between the usual graviton and a massive
graviton leading to oscillations analogous to neutrino oscillations [11].

5 Conclusion

Quantum theory in an external background cannot be compatible with general
relativity at the most fundamental level. The search for a quantum theory of
gravity is among the biggest open problems in physics. In this contribution I
have briefly summarised the main motivations and reviewed the currently most
popular approaches.

The situation with respect to fundamental constants can be summarised as
follows. The fundamental theories of quantum gravity seem to contain three di-
mensionful constants, which can be h̄, c, lP for quantum general relativity and
h̄, c, ls for string theory. One can introduce a time dependence for these con-
stants by hand, but this is rather ad hoc and not motivated by the structure of
those theories. In quantised general relativity, no unification occurs, so the phys-
ical constants appear in the same form as without quantum gravity. However,
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mathematical consistency of the quantum theory may lead to constraints on
the constants, which could occur in the form of quantisation conditions. On the
other hand, in string theory all physical ‘constants’ except the mentioned three
are fundamentally described by quantum fields. In the classical limit they may
be time-and space-dependent and could lead, for example, to the phenomenon
of a varying fine-structure constant. It is at present an open issue whether the
ensuing ‘constants’ can be calculated from the fundamental theory or whether
the anthropic principle has to be invoked.

An interesting feature is the quantum-to-classical transition: how do the fun-
damental quantum fields describing physical ‘constants’ assume classical prop-
erties? The key to the answer is ‘decoherence’—the irreversible emergence of
classical properties through interaction with irrelevant degrees of freedom, see
[12]. In this manner one could get, for example, the classical field representing
the gravitational constant G out of a fundamental Brans-Dicke type of field [13].
Even after decoherence has occurred, a finite quantum variance could still remain
for such a field. One might speculate that this lies behind the fact that G is only
poorly known, with some measurements giving a value lying outside the range
of previous measurements, see [9] for a review of the experimental situation.
The future will see interesting developments, both experimentally and theoreti-
cally, in understanding the relation between quantum gravity and fundamental
constants.
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Abstract. We present evidence for variations in the fine-structure constant from
Keck/HIRES spectra of 143 quasar absorption systems over the redshift range 0.2 <
zabs < 4.2. This includes 15 new systems, mostly at high-z (zabs > 1.8). Our most
robust estimate is a weighted mean ∆α/α = (−0.57 ± 0.11) × 10−5. We respond to
recent criticisms of the many-multiplet method used to extract these constraints. The
most important potential systematic error at low-z is the possibility of very different
Mg heavy isotope abundances in the absorption clouds and laboratory: higher abun-
dances of 25,26Mg in the absorbers may explain the low-z results. Approximately equal
mixes of 24Mg and 25,26Mg are required. Observations of Galactic stars generally show
lower 25,26Mg isotope fractions at the low metallicities typifying the absorbers. Higher
values can be achieved with an enhanced population of intermediate mass stars at high
redshift, a possibility at odds with observed absorption system element abundances.
At present, all observational evidence is consistent with the varying-α results.

Another promising method to search for variation of fundamental constants involves
comparing different atomic clocks. Here we calculate the dependence of nuclear mag-
netic moments on quark masses and obtain limits on the variation of α and mq/ΛQCD

from recent atomic clock experiments with hyperfine transitions in H, Rb, Cs, Hg+

and an optical transition in Hg+.

1 Introduction

The last decade has seen the idea of varying fundamental constants receive un-
precedented attention. The historical and modern theoretical motivations for
varying constants, as well as the current experimental constraints, are reviewed
in [1], the many articles in [2] and this proceedings. Here we set experimental con-
straints on variations in two fundamental quantities, the fine-structure constant
(α ≡ e2/h̄c; Sect. 2) and the ratio of quark masses to the quantum chromody-
namic (QCD) scale (mq/ΛQCD; Sect. 3), from optical quasar absorption spectra
and laboratory atomic clocks respectively.

M.T. Murphy et al., Constraining Variations in the Fine-Structure Constant, Quark Masses and the
Strong Interaction, Lect. Notes Phys. 648, 131–150 (2004)
http://www.springerlink.com/ c© Springer-Verlag Berlin Heidelberg 2004
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2 Varying α from Quasar Absorption Lines

To serve the broad readership of this proceedings, we first outline the salient
features of optical quasar absorption spectroscopy. Section 2.2 discusses in some
detail the recently introduced many-multiplet (MM) method of constraining
varying α from optical quasar absorption spectra. All optical data studied here
were obtained at the Keck I 10-m telescope on Mauna Kea, Hawaii, with the
High Resolution Echelle Spectrograph [3]. When applied to these data, this is
the only method to date to yield internally robust evidence for a varying-α. We
summarize our spectral analysis techniques and present this evidence in Sect. 2.3.
After responding to some recent criticisms of the MM method in Sect. 2.4, we
discuss the most important potential systematic error for the MM results –
cosmological isotopic abundance variations – in Sect. 2.5.

2.1 Quasar Absorption Lines

The optical spectra of quasars are rich with absorption lines arising from gas
clouds along the line of sight to Earth. For those unfamiliar with the anatomy
of a quasar spectrum, Fig. 1 provides a tutorial. Of particular interest are those
absorption clouds with sufficiently high hydrogen column density [number of
absorbing atoms per area along the line of sight, N(H i)] to make metal absorp-
tion lines detectable. These are classified as Lyman-limit and damped Lyman-α
systems (LLSs and DLAs): LLSs have N(H i) > 2 × 1017cm−1 and DLAs have
N(H i) > 2 × 1020cm−1. It is the pattern of metal absorption lines – the relative
separation between the different transitions – which carries information about
the value of α in the clouds. The upper and lower panels of Fig. 1 detail some
of the metal lines, those in the upper panel being of particular interest for the
many-multiplet method in Sect. 2.2. Note the ‘velocity structure’ of the absorp-
tion cloud: each transition comprises many ‘velocity components’, each of which
probably corresponds to a separate absorption cloud, all components probably
being associated with a single high redshift galaxy or dark matter halo.

2.2 The Many-Multiplet (MM) Method

Initial attempts at constraining α-variability with quasar absorption spectra [5–
10] used the alkali doublet (AD) method: for small variations in α, the relative
wavelength separation between the transitions of an AD is proportional to α.
While the AD method is simple, it is relatively insensitive to α-variations. The
s ground state is most sensitive to changes in α (i.e. it has the largest relativis-
tic corrections) but is common to both transitions of the AD. A more sensitive
method is to compare transitions from different multiplets and/or atoms, al-
lowing the ground states to constrain α, i.e. the many-multiplet (MM) method
introduced in [11,12]. We summarize the advantages of the MM method in [13].

We first illustrate the MM method with a semi-empirical equation for the
relativistic correction, ∆, for a transition from the ground state with total angular
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Fig. 1. Keck/HIRES spectrum of quasar GB 1759+7539 [4]. The full spectrum (middle
panel) shows several broad emission lines (Ly-α, Ly-β, N v, C iv, Si iv) intrinsic to the
quasar in the observer’s rest-frame (i.e. vacuum heliocentric; bottom) and the quasar
rest-frame (top). The dense ‘Lyman-α forest’ blue-wards of the Ly-α emission line is
caused by cosmologically distributed low column-density hydrogen clouds along the
line of sight to the quasar. The damped Lyman-α system (DLA) at zabs = 2.625 and
the Lyman-limit system (LSS) at zabs = 2.910 give rise to heavy-element absorption
lines red-wards of the Ly-α emission line (away from the confusing Ly-α forest). Some
zabs = 2.625 transitions are detailed in panels A–E & G–I. Even though the transitions
in the top panels have very different line-strengths, the velocity structures clearly follow
each other closely. Detection of many such transitions facilitates determination of the
velocity structure and allows easy detection of random blends. For example, the blue
portion of the Al ii λ1670 profile is blended with C iv λ1548 in the zabs = 2.910 LLS

momentum, j:

∆ ∝ (Zα)2
[

1
j + 1/2

− C
]
, (1)

where Z is nuclear charge and many-body effects are described by C ∼ 0.6. To
obtain strong constraints on α-variability one can (a) compare transitions of light
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(Z ∼ 10) atoms/ions with those of heavy (Z ∼ 30) ones and/or (b) compare s–p
and d–p transitions of heavy elements. For the latter, the relativistic corrections
will be of opposite sign which further increases sensitivity to α-variation and
strengthens the MM method against systematic errors in the quasar spectra.

In practice, we express the rest-frequency, ωz, for any transition observed in
the quasar spectra at a redshift z, as

ωz = ω0 + q
[(αz

α

)2
− 1

]
≈ ω0 + 2q∆α/α , (2)

where αz is α in the absorption cloud. For most metal transitions observed in
quasar absorption spectra, the laboratory wavenumber, ω0, is measured with low
precision compared with that achievable from the quasar spectra (!) since, in the
laboratory, the transitions fall in the UV. For example, despite a recent order
of magnitude precision gain [14], the C iv λ1548 and 1550 wavenumbers carry
formal errors > 0.04 cm−1. Compare this with the precision of ≈0.02 cm−1 avail-
able from absorption lines in a high resolution quasar spectrum (see Sect. 2.4).
Dedicated laboratory measurements [15,16,14] of ω0 for many transitions now
reach an accuracy of < 0.004 cm−1 allowing a precision of ∆α/α ∼ 10−7 to be
achieved. Updated values of ω0 are given in Table 2 of [17].

The q coefficient of each transition contains all the relativistic corrections and
measures the sensitivity of the transition frequency to changes in α. These have
been calculated in [11,18–20] using many-body techniques. The accuracy of these
calculations is given by how well various observable quantities (e.g. spectrum,
g-factors etc.) of the ion in question are reproduced. To account for all dominant
relativistic effects, the Dirac-Hartree-Fock approximation is used as a starting
point. The accuracy is improved using many-body perturbation theory and/or
the configuration-interaction method. For most transition combinations used in
the MM method, the accuracy of these calculations is better than 10%. Note
that in the absence of systematic effects in the quasar spectra, the form of (2)
ensures one cannot infer a non-zero ∆α/α due to errors in the q coefficients. The
q coefficients used in this paper are compiled in Table 2 of [17].

Figure 2 shows the distribution of q coefficients in (rest) wavelength space.
Our sample conveniently divides into low- and high-z subsamples with very
different properties (throughout this work we define z < 1.8 as low-z and z > 1.8
as high-z). Note the simple arrangement for the low-z Mg/Fe ii systems: the Mg
transitions are used as anchors against which the large, positive shifts in the Fe ii
transitions can be measured. Compare this with the complex arrangement for
the high-z systems: low-order distortions in the wavelength scale of the quasar
spectra will have a varied and complex effect on ∆α/α depending on which
transitions are fitted in a given absorption system. This complexity at high-z
may yield more robust estimates of ∆α/α. The right panel quantifies this using
simulations of the original 128 absorption system sample (see next section) which
have been artificially compressed (see [17] for details). Even though the systems
at high-z each respond differently to the compression of the wavelength scale,
the binned plot reveals the average response is opposite to that in the low-z
Mg/Fe ii systems. This is an important strength of the MM method: the low-
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Fig. 2. (Left) Distribution of q coefficients for transitions used in the MM method.
For low-z Mg/Fe ii systems, a compression of the spectrum can mimic ∆α/α < 0.
However, the complex arrangement at high-z indicates resistance to such systematics.
We define several ‘q-types’ by the horizontal bands and labels shown. (Right) Binned
measurements of ∆α/α from 20 simulations of 128 absorption systems (solid) and the
same, real quasar absorption systems (dotted). For the top and middle panels we input
the indicated values of ∆α/α. The values and errors are recovered reliably. A wavelength
compression is introduced for the bottom panel to reproduce the low-z quasar results.
At high-z, the variety of q coefficients causes the expected large scatter but the average
effect on ∆α/α is opposite to that in the low-z systems. Simple distortions of the quasar
spectra cannot explain the results

and high-z samples respond differently to simple systematic errors due to their
different arrangement of q coefficients in wavelength space.

2.3 Spectral Analysis and Updated Results

Sample Definition

Our data set comprises three samples of Keck/HIRES spectra, each observed in-
dependently by different groups. The first sample [21] contains 27 low-z Mg/Fe ii
systems. The second sample [22] contains transitions from a wide variety of ionic
species (though mostly singly ionized; Al ii, Al iii, Si ii, Cr ii, Fe ii, Ni ii and Zn ii)
in 19 high-z DLAs and 3 low-z Mg/Fe ii systems. An additional high-z DLA is
from [4]. The third sample was graciously provided by W. L. W. Sargent and
collaborators and comprises 78 absorption systems over a wide redshift range.
Together, these samples comprise 128 absorption systems and form the total
sample presented in [17]. To illustrate many points in the following sections, we
provide example spectra of a low-z Mg/Fe ii system and a high-z DLA in Fig. 3.

In this work we update the second sample with 15 additional systems ob-
served and reduced by two of the authors (JXP & AMW) and collaborators
[23], containing a mix of low- and high-z systems.
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Fig. 3. Selected systems and transitions registered on a common (arbitrary) velocity
scale. Data (histogram) are normalized by a fitted continuum. Our Voigt profile fit (solid
curve) and residuals, normalized to the 1σ errors (horizontal solid lines), are also shown.
Tick-marks indicate individual velocity components. (Top) zabs = 1.2938 Mg/Fe ii
system towards Q0636+6801. (Bottom) zabs = 2.9587 DLA towards Q1011+4315.
Note that only optically thin components constrain ∆α/α strongly.

From the fully reduced spectra we select all systems which contain at least 2
transitions of different q-type (defined in Fig. 2), thereby potentially providing
a tight constraint on ∆α/α. Only in cases where all selected transitions have
very low signal-to-noise ratio (SN) do we not attempt a fit. Only in very high
SN cases have we selected systems where only transitions of the same q-type are
detected. Apart from the obvious issues of line-strength and possible random
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blends (Sect. 2.4), many well known instrumental limitations prevent us from
detecting all MM transitions in every system. For example, the throughput of the
telescope/spectrograph and detector sensitivity drops sharply below 4000 Å and
above 6000 Å. Typically, the spectrum is not recorded below 3500 Å and above
7000 Å. Also, gaps in the wavelength coverage appear, particularly towards the
red, since the spectrograph is an echelle–cross-disperser combination. Echelle
orders cover ∼ 60 Å and inter-order gaps can be up to ∼ 20 Å.

Profile Fitting

For each system, the available transitions are fitted with multiple velocity com-
ponent Voigt profiles. Each velocity component is described by three parameters:
the absorption redshift zabs, the Doppler broadening or b parameter and the col-
umn density N . We reduce the number of free parameters by assuming either a
completely turbulent or completely thermal broadening mechanism: correspond-
ing components in all transitions have equal b or their bs are related by the inverse
square-root of the ion masses. To apply the MM method one must assume that
corresponding velocity components in all fitted ions have the same redshift. This
further reduces the number of free parameters. We discuss this assumption in
Sect. 2.4. To each system a single extra parameter is added, ∆α/α. This allows
all velocity components to shift in concert according to their q coefficients.

All free parameters are determined simultaneously using vpfit, a non-linear
least-squares χ2 reduction algorithm written specifically for analysis of quasar
absorption spectra. The 1σ parameter uncertainties are determined in the usual
way from the diagonal terms of the final parameter covariance matrix. The as-
sumption that off-diagonal terms are small (that parameters are not closely cor-
related) is a good one for ∆α/α: redshift and ∆α/α are not correlated (Fig. 2).
Monte Carlo simulations with 10000 realisations confirm the reliability of the
parameter and error estimates [24]. It is important to realise that this numerical
method ensures that constraints on ∆α/α are derived in a natural way from op-
tically thin lines and not from saturated ones. The derivatives of χ2 with respect
to the saturated component redshifts are very small compared to the optically
thin case and so only the optically thin lines strongly constrain ∆α/α. If the two
broadening mechanisms mentioned above result in significantly different ∆α/α,
the system is rejected. Otherwise, the broadening mechanism giving the lowest
χ2 fit is selected. We also require that χ2 per degree of freedom, χ2

ν , is ≈ 1.

Results

The distribution of ∆α/α with redshift and look-back time as a fraction of the
age of the Universe is shown in Fig. 4. We also provide basic statistics for the
different samples and the total, raw sample as a whole in Table 1. Note that all
three samples give consistent, significantly smaller values of α in the absorption
clouds compared to the laboratory. Breaking the sample down into low- and high-
z subsamples also yields consistent results despite the very different q coefficient
combinations used (Fig. 2, left) and overall reaction to simple systematic errors
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Table 1. Statistics for different samples. χ2
ν is χ2/(Nsys − 1) about the weighted mean

Sample Nsys 〈zabs〉 ∆α/α (10−5) χ2
ν

Churchill 27 1.00 −0.531 ± 0.223 1.109
Prochaska & Wolfe 38 2.27 −0.664 ± 0.219 2.024
Sargent 78 1.76 −0.620 ± 0.129 1.182
Low-z (z < 1.8) 77 1.07 −0.537 ± 0.124 1.064
High-z (z > 1.8) 66 2.55 −0.744 ± 0.167 1.739
Raw total 143 1.75 −0.611 ± 0.100 1.373
Fiduciala 143 1.75 −0.573 ± 0.113 1.023

a Low-z sample + low-contrast sample + high-contrast sample with increased errors.

Fig. 4. ∆α/α and 1 σ errors from the many-multiplet method for three Keck/HIRES
samples: Churchill (hollow circles), Prochaska & Wolfe (triangles), Sargent (squares).
Upper panel: unbinned individual values. Middle panel: binned results for each sample.
Lower panel: binned over the whole sample. To calculate the fractional look-back time
we use H0 = 70 km s−1Mpc−1, Ωm = 0.3, ΩΛ = 0.7, implying an age of 13.47 Gyr.

(Fig. 2, right). We have conducted numerous internal consistency checks on these
results, including direct tests of the wavelength calibration of the quasar spectra
and the effect of removing individual transitions or entire ionic species from our
fits. These are described in detail in [13,17].
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Extra Scatter at High z

Note that the scatter in the total low-z sample is consistent with that expected
from the size of the error bars (i.e. χ2

ν ≈ 1). However, at high-z, Fig. 4 shows
significant extra scatter. This is reflected in the high χ2

ν values in Table 1. The
weighted mean therefore exaggerates the true significance of ∆α/α at high-z.

We have identified the major source of this extra scatter at high z. Consider
fitting two transitions with very different line-strengths (e.g. Al ii λ1670 and
Ni ii λ1709 in Fig. 3). Weak components near the high optical depth edges of
the strong transition’s profile are not necessary to obtain a good fit to the data.
Even though the vpfit χ2 minimization ensures that constraints on ∆α/α derive
primarily from the optically thin velocity components, these weak components
missing from the fit will cause small line shifts. The resulting shift in ∆α/α is
random from component to component and from system to system: the effect
of missing components will be to increase the random scatter in the individual
∆α/α values. This effect will be far larger in the high-z sample since only there
do we fit transitions of such different line-strengths.

We form a ‘high-contrast’ sample from the high-z (i.e. zabs > 1.8) sample by
selecting systems in which we fit both strong and weak lines, i.e. any of the Al ii,
Si ii or Fe ii transitions and any of the Cr ii, Ni ii or Zn ii ones. To obtain a more
robust estimate of the significance of ∆α/α in this high-contrast sample, we have
increased the individual 1σ errors until χ2

ν = 1 about the weighted mean. We
achieve this by adding 1.75 × 10−5 in quadrature to the error bars of the 27
relevant systems. Other procedures for estimating the significance at high-z are
discussed in [17]. Figure 5 identifies the high-contrast sample and presents the
binned results with increased error bars. Table 1 presents the relevant statistics.
The above procedure results in our most robust estimate from the 143 absorption
systems over the redshift range 0.2 < zabs < 4.2: ∆α/α = (−0.57 ± 0.11) × 10−5.

2.4 Recent Criticisms of the MM Method

Bekenstein [25] has pointed out that the form of the Dirac Hamiltonian for the
hydrogen atom changes in a theory where α is considered a dynamical field.
He warns that the resulting shifts in energy levels could be important for the
MM method. Reference [26] have extended Bekenstein’s model to many-electron
atoms. They find that the energy shift within the Bekenstein model is propor-
tional to ∆α/α defined in (2), up to corrections of order 1%. Thus, modifications
to the energy shifts discussed by [25] for the hydrogen atom are not important
for the MM method applied to many-electron metal ions.

Bahcall et al. [27] criticized the MM method on many points, summarized
in their Table 3. Though none of these are real candidate explanations of our
results, we address each criticism below to avoid future confusion:

• Theory: Since one must calculate the q coefficients using sophisticated
many-body techniques, [27] argue that the MM method is less reliable than,
say, the AD method. The likely sources of error are discussed in detail by
[20] and we give a flavour of them in Sect. 2.2. The q coefficients are known
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Fig. 5. The fiducial sample. Low-z sample (triangles), low-contrast sample (squares)
and high-contrast sample with increased error bars (circles). The weighted mean,
∆α/α = (−0.57 ± 0.11) × 10−5, is our most robust estimate for the HIRES spectra

to high enough accuracy given our sample precision (discussed below). We
again stress that if ∆α/α is really zero, one cannot manufacture a non-zero
value through errors in the q coefficients (2) if systematic errors in the quasar
spectra are not important.

• Absolute or relative wavelengths? Reference [27] argued that the MM
method requires the measurement of absolute wavelengths in the quasar
spectra1. This is incorrect. Since we simultaneously determine the redshifts of
the absorption components and ∆α/α (these are not degenerate parameters;
Fig. 2) for each system, any velocity shift may be applied to the spectra and
∆α/α will be unaffected. A velocity-space shift is a systematic error for the
absorption redshifts, not for ∆α/α.

• Sample precision: It is trivial to estimate the expected precision available
from our observational sample. We explained this calculation in [13] and re-
peat it here. The Keck/HIRES pixels cover ∼3 km s−1 and so one reasonably
expects to centroid barely resolved features (with SN ∼ 30–50) to 0.3 km s−1.
One expects ∼ 4 features per absorption system to be well-centroided in this
way, providing a velocity precision of ∆v ≈ 0.15 km s−1 or ∆ω ≈ 0.02 cm−1

1 This suggestion is present only in preprint versions 1 & 2 of [27] (astro-ph/0301507).
It is removed from later versions. Despite this, we address this point here to avoid
further confusion in the literature.
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for an ω0 ≈ 40000 cm−1 transition. The typical difference in q coefficient be-
tween the Mg i/ii and Fe ii lines is ∼1000 cm−1 and so, for a single Mg/Fe ii
absorption system, (2) implies a precision of |∆α/α| ∼ 1 × 10−5. With ∼ 50
such systems, one expects a precision |∆α/α| ∼ 0.14 × 10−5 (cf. Table 1).
As shown in Fig. 2 (and Figs. A.2 & A.3 in [24]), simulations also provide a
simple “reality-check” on the sample precision.

• Line misidentification and blending: Reference [27] argue we may have
misidentified many absorption features. In high resolution (R ∼ 50000) spec-
tra we largely resolve the velocity structure of absorption systems. Misiden-
tifying transitions is highly improbable since, even by eye, the profiles of dif-
ferent species follow each other to within |∆v| < 1 km s−1. Confirming this,
we obtain good fits to the absorption profiles with the number of free param-
eters restricted by physical considerations (Sect. 2.3). Detecting blends from
absorption at other redshifts is also greatly facilitated by high resolution.
See [13,17] for thorough discussions of blending and Fig. 1 for an example.
Even if we misidentified a small number of transitions in our sample and they
miraculously mimicked the velocity structure of other detected transitions
(thereby allowing a good fit), this would have a random, not systematic,
effect on ∆α/α. Indeed, compared with the AD method, the MM method
is distinctly robust against misidentifications and blends: many transitions
constrain the velocity structure so identifying blends and misidentifications
is all the more trivial. Also, any blends that are not identified have a smaller
effect on ∆α/α since many other transitions contribute to the constraints.

• Velocity structure: The MM method assumes that corresponding velocity
components in different ions have the same redshift. Most transitions used
are from ionic species with very similar ionization potentials and so absorp-
tion from these species should arise co-spatially. Consider a Mg ii velocity
component blueshifted with respect to the corresponding Fe ii component by
some kinematic effect in the absorption cloud. Clearly, this mimics ∆α/α < 0
for that component. However, kinematic effects would equally well redshift
the Mg ii components. Thus, the effect on ∆α/α is random from component
to component and absorption system to system. This argument is misunder-
stood in [27]: they feel it is unlikely that such random effects “average out to
an accuracy of 0.2 km s−1 over a velocity range of more than 102 km s−1”, the
latter quantity referring to the total velocity extent of a typical absorption
system. Inspecting Fig. 4, it is clear that any extra scatter in ∆α/α from kine-
matic effects derives only from the gas properties on velocity scales less than
typical b parameters, i.e. < 5 km s−1. That we obtain excellent agreement
between the velocity component redshifts in different species to a precision
|∆v| ∼ 0.3 km s−1 illustrates this. If kinematic effects were important, they
would be most prominent in the low-z values of ∆α/α from the Mg/Fe ii
systems, appearing as an extra scatter beyond that expected from the 1σ
errors. This is not observed. We discuss kinematic effects in more detail in
[28] and [17].
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2.5 Isotopic Abundance Variations

As we discussed in [29,30] and emphasised in [17,31], the main possible system-
atic error for the low-z results is that relative isotopic abundances may differ
between the absorption clouds and terrestrial environment/laboratory, as sum-
marized in Fig. 6. The isotopic structures used for Mg transitions are discussed
in [17] whereas those for Si are from calculations similar to [32]. To our knowl-
edge, isotopic structures for the transitions of Fe ii are not known. However,
these should be far more ‘compact’ than those of, say, Mg since the normal mass
shift will be > 5 times smaller. The results in Figs. 4 and 5 were obtained by
fitting the quasar spectra with terrestrial isotopic abundance ratios. For those
systems where Mg lines and no Si lines are fitted, these results correspond to
the large square on Fig. 6, vice versa for the large triangle. The Mg ii and Si ii
systems approximately correspond to the low- and high-z samples respectively.
If we change the heavy isotope abundances we note the marked change in ∆α/α
for the Mg systems and the comparative insensitivity for the Si systems. This
is expected given the distribution of q coefficients in Fig. 2 and the diversity of
transitions fitted at high-z (see [17] for further discussion).

In previous works we argued that the heavy isotope fraction for Mg in our
absorbers is likely to be significantly less than the terrestrial value. This is based
on observations of low metallicity2, Z, stellar environments in our Galaxy [35,36]
and theoretical models of Galactic chemical evolution [37,38] where significantly
sub-solar heavy isotope fractions are observed/expected at the low Zs of our
absorption clouds. However, some stars in [35,36] and those in some globular
clusters [39,40] are found to have super-solar values.

At low Z, the heavy Mg isotopes are thought to be primarily produced by
intermediate mass (IM; ∼2−8 M�) stars in their asymptotic giant branch (AGB)
phase [41–43]. Reference [38] included a contribution from IM AGB stars in their
chemical evolution model, finding sub-solar heavy Mg isotope abundances at low
Z, consistent with the above observations. Recently, [44] noted that enhanced
heavy Mg isotope abundances might be produced at low Z if one assumes an
IM-enhanced stellar initial mass function (IMF) at high z. However, such an
IMF seems incompatible with current constraints. See [45] for general discussion
of the observational constraints on the IMF. More recently, [46] find Ar, S and
O abundances consistent with a normal IMF in a high-z DLA. See also [47].
For example, an IM-enhanced IMF could produce vast amounts of Fe via type
Ia supernovae [48], in disagreement with Galactic and DLA abundance stud-
ies. Moreover, AGB enrichment levels are constrained by the relative element
abundances in the absorption clouds. For example, AGB stars produce large
amounts of N relative to other enrichment processes (e.g. supernovae types Ia
& II; e.g. [49]). However, the abundance of N relative to H is very low in DLAs,
i.e. 10−3.8–10−1.5 solar [50,51]. Overall, these points are a barrier to ad-hoc IMF
changes such as those suggested by [44]. Though enhanced heavy Mg isotope

2 Metallicity is the relative metal abundance with respect to that in the Solar System
environment. For LSSs and DLAs, log10 Z typically ranges from −2.5 to −0.5.
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Fig. 6. (Left) Isotopic structures for relevant Mg/Si transitions from measurements
[33,34,15] or calculations [32]. Zero velocity corresponds to the structure’s centre
of gravity. (Right) Sensitivity of ∆α/α to isotopic abundance variations. We alter
the heavy isotope abundances proportionately: the heavy element fraction for Mg is
Γ 25,26

Mg = const. × (0.10 + 0.11) where the numbers in parentheses are the terrestrial
isotopic fractions of 25Mg and 26Mg. Much higher relative 25,26Mg abundances in the
absorbers can explain the low-z results but the high-z results (containing the Si ii
systems shown) are insensitive to 29,30Si abundances

fractions are a possible explanation of the low-z varying-α results, we again
conclude that they are an unlikely one.

3 Varying α and mq/ΛQCD from Atomic Clocks

3.1 Introduction

The hypothetical unification of all interactions implies that variation of the elec-
tromagnetic interaction constant α should be accompanied by variation of masses
and the strong interaction constant. Specific predictions require a model. For ex-
ample, the grand unification model discussed in [52] (see also [53,54]) predicts
that the quantum chromodynamic (QCD) scale, ΛQCD, is modified as

δΛQCD

ΛQCD
≈ 34

δα
α
. (3)

The variation of quark and electron masses in this model is given by

δm
m

∼ 70
δα
α
, (4)

resulting in an estimate for the variation of the dimensionless ratio

δ(m/ΛQCD)
(m/ΛQCD)

∼ 35
δα
α
. (5)
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The large coefficients in these expressions are generic for grand unification mod-
els, in which modifications come from high energy scales: they appear because
the running strong coupling constant and Higgs constants (related to mass) run
faster than α. This means that if these models are correct the variation of masses
and strong interaction may be easier to detect than the variation of α.

For the strong interaction there is generally no direct relation between the
coupling constants and observable quantities, unlike the case for the electroweak
forces. Since one can only measure variations in dimensionless quantities, we
must extract from the measurements constraints on variation of mq/ΛQCD, a
dimensionless ratio, where mq is the quark mass (with dependence on the nor-
malization point removed). A number of limits on variation of mq/ΛQCD have
been obtained recently from consideration of Big Bang Nucleosynthesis, quasar
absorption spectra and the Oklo natural nuclear reactor which was active about
1.8 billion years ago [9,55–64].

Below we consider the limits which follow from laboratory atomic clock com-
parisons. Laboratory limits with a time base of several years are especially sen-
sitive to oscillatory variation of fundamental constants. A number of relevant
measurements have been performed already and many more have been started
or planned. The increase in precision is very fast.

3.2 Nuclear Magnetic Moments, α and mq/ΛQCD

As pointed out by [65], measurements of the ratio of hyperfine structure inter-
vals in different atoms are sensitive to variation of nuclear magnetic moments.
The first rough estimates of the dependence of nuclear magnetic moments on
mq/ΛQCD and limits on time variation of this ratio were obtained in [55]. Using
H, Cs and Hg+ measurements [66], [55] limited the variation of mq/ΛQCD to
about 5 × 10−13 yr−1. Below we calculate the dependence of nuclear magnetic
moments on mq/ΛQCD and obtain the limits from recent atomic clock experi-
ments with hyperfine transitions in H, Rb, Cs, Hg+ and optical transitions in
Hg+. It is convenient to assume that the strong interaction scale ΛQCD does not
vary, so we will speak about variation of masses.

The hyperfine structure constant can be presented in the following form,

A = const.×
[
mee

4

h̄2

] [
α2Frel(Zα)

] [
µ
me

Mp

]
. (6)

The factor in the first bracket is an atomic unit of energy. The second, ‘electro-
magnetic’, bracket determines the dependence on α. An approximate expression
for the relativistic correction factor (Casimir factor) for the s-wave electron is

Frel =
3

γ(4γ2 − 1)
, (7)

where γ =
√

1 − (Zα)2 and Z is the nuclear charge. Variation of α leads to the
following variation of Frel [66]:

δFrel

Frel
= K

δα
α
, (8)
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K =
(Zα)2(12γ2 − 1)
γ2(4γ2 − 1)

. (9)

More accurate numerical many-body calculations [18] of the dependence of the
hyperfine structure on α have shown that the coefficient K is slightly larger
than that given by this formula. For Cs (Z=55) K=0.83 (instead of 0.74), for
Rb K=0.34 (instead of 0.29) and for Hg+ K=2.28 (instead of 2.18).

The last bracket in (6) contains the dimensionless nuclear magnetic moment,
µ, in nuclear magnetons (the nuclear magnetic moment M = µ× eh̄/2Mpc) and
the electron–proton mass ratio, me/Mp. We may also include a small correction
due to the finite nuclear size. However, its contribution is insignificant.

Recent experiments measured time dependence of the ratios of hyperfine
structure intervals of 199Hg+ and H [66], 133Cs and 87Rb [67], and the ratio
of the optical frequency in Hg+ and the 133Cs hyperfine frequency [68]. In the
ratio of two hyperfine structure constants for different atoms, time dependence
may appear from the ratio of the factors Frel (depending on α) and the ratio of
nuclear magnetic moments (depending on mq/ΛQCD). Magnetic moments in a
single-particle approximation (one unpaired nucleon) are

µ = [gs + (2j − 1)gl] /2 (10)

for j = l + 1/2 and

µ =
j

2(j + 1)
[−gs + (2j + 3)gl] (11)

for j = l − 1/2. Here, the orbital g-factors are gl = 1 for valence protons and
gl = 0 for valence neutrons. Present values of the spin g-factors, gs, are gp =
5.586 and gn = −3.826 for the proton and neutron. These depend on mq/ΛQCD.
The light quark masses are only about 1% of the nucleon mass [mq = (mu +
md)/2 ≈ 5 MeV]. The nucleon magnetic moment remains finite in the chiral
limit of mu = md = 0. Therefore, one may think that the corrections to gs
due to the finite quark masses are very small. However, there is a mechanism
which enhances the quark mass contribution: π-meson loop corrections to the
nucleon magnetic moments which are proportional to the π-meson mass mπ ∼√
mqΛQCD. mπ=140 MeV is not so small.
According to [69], the dependence of the nucleon g-factors on the π-meson

mass can be approximated as

g(mπ) =
g(0)

1 + amπ + bm2
π

, (12)

where a = 1.37 GeV−1, b = 0.452 GeV−2 for the proton and a = 1.85 GeV−1,
b = 0.271 GeV−2 for the neutron. This leads to the following estimate:

δgp
gp

= −0.174
δmπ

mπ
= −0.087

δmq

mq
, (13)

δgn
gn

= −0.213
δmπ

mπ
= −0.107

δmq

mq
. (14)
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Equations (10,11,13,14) give variation of nuclear magnetic moments. For the
hydrogen nucleus (proton) ,

δµ
µ

=
δgp
gp

= −0.087
δmq

mq
. (15)

For 199Hg we have the valence neutron (no orbital contribution), and so

δµ
µ

=
δgn
gn

= −0.107
δmq

mq
. (16)

For 133Cs we have the valence proton with j=7/2 and l=4, giving

δµ
µ

= 0.22
δmπ

mπ
= 0.11

δmq

mq
. (17)

For 87Rb we have the valence proton with j=3/2 and l=1, resulting in

δµ
µ

= −0.128
δmπ

mπ
= −0.064

δmq

mq
. (18)

Deviation of the single-particle nuclear magnetic moment values from the mea-
sured values is about 30% and so we have attempted to refine them. If we neglect
the spin-orbit interaction, the total spin of nucleons is conserved. The magnetic
moment of the nucleus changes due to the spin-spin interaction because the va-
lence proton transfers part of its spin, 〈sz〉, to core neutrons (transfer of spin
from the valence proton to core protons does not change the magnetic mo-
ment). In this approximation, gs = (1 − b)gp + bgn for the valence proton (or
gs = (1 − b)gn + bgp for the valence neutron). We can use the coefficient b as
a fitting parameter to reproduce nuclear magnetic moments exactly. The signs
of gp and gn are opposite, therefore a small mixing, b ∼ 0.1, is enough to elimi-
nate the deviation of the theoretical value from the experimental one. Note also
that it follows from (13,14) that δgp/gp ≈ δgn/gn. This produces an additional
suppression of the mixing’s effect, indicating that the actual accuracy of the
single-particle approximation for the effect of the spin g-factor variation may
be as good as 10%. Note, however, that we neglected variation of the mixing
parameter b. This is difficult to estimate.

3.3 Results

We can now estimate the sensitivity of the ratio of the hyperfine transition
frequencies to variations in mq/ΛQCD. For 199Hg and hydrogen we have

δ[A(Hg)/A(H)]
[A(Hg)/A(H)]

= 2.3
δα
α

− 0.02
δ[mq/ΛQCD]
[mq/ΛQCD]

. (19)

Therefore, the measurement of the ratio of Hg and hydrogen hyperfine fre-
quencies is practically insensitive to the variation of light quark masses and
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the strong interaction. Measurements [66] constrain variations in the parameter
α̃ = α[mq/ΛQCD]−0.01:

∣∣∣∣ 1α̃
dα̃
dt

∣∣∣∣ < 3.6 × 10−14 yr−1 . (20)

Other ratios of hyperfine frequencies are more sensitive to mq/ΛQCD. For 133Cs
and 87Rb we have

δ[A(Cs)/A(Rb)]
[A(Cs)/A(Rb)]

= 0.49
δα
α

+ 0.17
δ[mq/ΛQCD]
[mq/ΛQCD]

. (21)

Therefore, measurements [67] constrain variations in the parameter X =
α0.49[mq/ΛQCD]0.17:

1
X

dX
dt

= (0.2 ± 7) × 10−16 yr−1 . (22)

Note that if the relation (5) is correct, variation of X would be dominated by
variation of mq/ΛQCD: (5) would give X ∝ α7.

For 133Cs and H we have

δ[A(Cs)/A(H)]
[A(Cs)/A(H)]

= 0.83
δα
α

+ 0.2
δ[mq/ΛQCD]
[mq/ΛQCD]

. (23)

Therefore, measurements [70,71] constrain variations of the parameter XH =
α0.83[mq/ΛQCD]0.2: ∣∣∣∣ 1

XH

dXH

dt

∣∣∣∣ < 5.5 × 10−14 yr−1 . (24)

If we assume the relation (5), we would have XH ∝ α8.
The optical clock transition energy, E(Hg), at λ = 282 nm in the Hg+ ion,

can be presented as

E(Hg) = const.×
[
mee

4

h̄2

]
Frel(Zα) . (25)

Note that the atomic unit of energy (first bracket) is cancelled out and so we
do not consider its variation. Numerical calculation of the relative variation of
E(Hg) has given [18]

δE(Hg)
E(Hg)

= −3.2
δα
α
. (26)

Variation of the ratio of the Cs hyperfine splitting A(Cs) to this optical transition
energy is equal to

δ[A(Cs)/E(Hg)]
[A(Cs)/E(Hg)]

= 6.0
δα
α

+
δ[me/ΛQCD]
[me/ΛQCD]

+ 0.11
δ[mq/ΛQCD]
[mq/ΛQCD]

. (27)

Here we have taken into account that the proton mass Mp ∝ ΛQCD. The factor
6.0 before δα appeared from α2Frel in the Cs hyperfine constant (i.e. 2+0.83)
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and α-dependence of E(Hg) (i.e. 3.2). Therefore, the results of [68] give the limit
on variation of the parameter U = α6[me/ΛQCD][mq/ΛQCD]0.1:

∣∣∣∣ 1
U

dU
dt

∣∣∣∣ < 7 × 10−15 yr−1 . (28)

If we assume the relation (5), we would have U ∝ α45. Note that we present
such limits on |(dα/dt)/α| as illustrations only since they are strongly model-
dependent.

4 Conclusions

We have presented evidence for a varying α based on many-multiplet measure-
ments in 143 Keck/HIRES quasar absorption systems covering the redshift range
0.2 < zabs < 4.2: ∆α/α = (−0.57 ± 0.11) × 10−5. Three independent observa-
tional samples give consistent results. Moreover, the low- and high-z samples are
also consistent, which cannot be explained by simple systematic errors (Fig. 2).
Our results therefore seem internally robust. The possibility that the isotopic
abundances are very different in the absorption clouds and the laboratory is a
potentially important systematic effect. A high heavy isotope fraction for Mg
(Γ 25,26

Mg ≈ 0.5) compared with the terrestrial value (Γ 25,26
Mg ≈ 0.21) may explain

the low-z results (Fig. 6). However, observations of low-metallicity stars and
Galactic chemical evolution (GCE) models suggest sub-solar values of Γ 25,26

Mg in
the quasar absorption systems. GCE models with a stellar initial mass function
greatly enhanced at intermediate masses may produce large quantities of heavy
Mg isotopes via asymptotic giant branch stars. However, such models disagree
with the observed element abundances in quasar absorption systems. The high-
z results are insensitive to the isotopic fraction of 29,30Si. However, we stress
the need for theoretical calculations and laboratory measurements of isotopic
structures for other elements/transitions observed in quasar absorption systems.

Aside from a varying α, no explanation of our results currently exists which
is consistent with the available observational evidence. The results can best be
refuted with detailed many-multiplet analyses of quasar absorption spectra from
different telescopes/instruments now available (e.g. VLT/UVES, Subaru/HDS).

We have calculated the dependence of nuclear magnetic moments on quark
masses. This leads to limits on possible variations in mq/ΛQCD from recent lab-
oratory atomic clock experiments involving hyperfine transitions in H, Rb, Cs,
Hg+ and an optical transition in Hg+. These limits can be compared with limits
on α-variation within the context of grand unification theories. Unfortunately,
this comparison is strongly model-dependent. See, for example, [72].
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Abstract. Applied to three inhomogeneous samples of quasar absorption-line spectra,
the many-multiplet method gives a shift in the value of the fine-structure constant of
∆α/α = (−5.4 ± 1.2) × 10−6 in the redshift range 0.2 < z < 3.7 (Sydney group).
The 1σ error claimed in these calculations is, however, much too small and cannot be
maintained by current observations of quasars. We present a modified many-multiplet
method to set an upper limit on ∆α/α from a homogeneous sample of Fe ii lines
identified in the up-to-date best quality spectrum of the quasar HE 0515–4414. Our
result is ∆α/α = (1.1±1.1)×10−5 at z = 1.149. Theoretical models of the fundamental
physical interactions predict that the proton-to-electron mass ratio (µ = mp/me) may
relate to the shift in ∆α/α as ∆µ/µ = R ∆α/α. We use high-resolution observations
of molecular hydrogen H2 ultraviolet absorption lines at z = 3.025 toward the quasar
Q 0347–3818 to bound the value of R. The obtained constraints on ∆ ln µ = (2.1±3.6)×
10−5 and on ∆ ln α = (1.1 ± 1.1) × 10−5 rule out vary large values of |R| > 6. Future
observations with a new High Accuracy Radial velocity Planet Searcher spectrograph
may provide a crucial test for the ∆α/α measurements at a level of 10−6.

1 Introduction

The purpose of this paper is to outline some problems related to the mea-
surements of the dimensionless fundamental constants from quasar (QSO) ab-
sorption-line spectra: the fine-structure constant α = e2/h̄c and the proton-to-
electron mass ratio µ = mp/me, which characterize the strength of electromag-
netic and strong interactions, respectively.

The current interest in this field stems from the prospect of using the high-
resolution spectra of extragalactic objects to measure with high accuracy the
transition energies of a certain ionic species and molecules at different cosmo-
logical redshifts

z =
λ− λ0

λ0
,

where λ is the observed wavelength of a given atomic or molecular transition
and λ0 is the corresponding rest frame (laboratory) value. Modern observational
data are ranging from z = 0 (the Milky Way) up to z ∼ 6 (distant QSOs).

If physical constants varied in the past, then the comparison of the transition
energies measured from QSO spectra with their laboratory values provides direct
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astrophysical constraints on the ratios αz/α and µz/µ over a cosmological time-
scale (∆t ∼ 1010 yr). We define ∆α/α = (αz − α)/α and ∆µ/µ = (µz − µ)/µ,
where index z marks the values of the fine-structure constant and the proton-
to-electron mass ratio at redshift z, whereas their laboratory values at z = 0
are denoted by α and µ, respectively1. At present, these constants are measured
with the relative accuracies δα/α = 4 × 10−9 and δµ/µ = 2 × 10−9 and their
values are equal to α = 1/137.035 999 76(50) and µ = 1836.152 667 5(39) [3].

The variability of the fundamental constants was firstly suggested by Milne [4]
and Dirac [5] who assumed that the Newtonian gravitational constant G may
change in cosmic time. Different functional forms for the time variations of G
and other constants were later considered in a series of publications (see [6], for
a review). The variability of α caused by a coupling between electromagnetism
and gravity is considered within the framework of different modifications of the
Kaluza-Klein theory (e.g., [7–12]). The number of theoretical publications on
this topic is considerably increased in the last two years.

For astronomical observations, it is more convenient to deal with dimension-
less constants since they are independent of the choice of physical units. That is
why most efforts to reveal a hypothetical variability of constants are connected
with measurements of α (see [2,13] and references cited therein).

The first observational study (1967) of the time dependence of α from QSO
absorption spectra was based on the analysis of alkali doublets (AD method)
and yielded ∆α/α = −0.02 ± 0.05 at z = 1.95 [14]. Since then, there have
been many other AD studies of ∆α/α with increasing accuracy in accord with
increasing quality of observations: ∆α/α = (0 ± 1.5) × 10−3 at z = 3.2 [15],
∆α/α = (−4.5±4.3±1.4)×10−5 at z = 2−4 [16], ∆α/α = (−0.5±1.3)×10−5

at z = 2 − 3 [17]. However, the use of absorption lines from different multiplets
in different ions, the so-called many-multiplet (MM) method, may in principle
increase the accuracy of these ∆α/α estimations [1,2].

Applying the MM method to three samples of Keck/HIRES QSO data, Mur-
phy et al. [2] obtained a statistically significant negative value of ∆α/α =
(−5.4 ± 1.2) × 10−6 in the redshift interval 0.2 < z < 3.7. In spite of all advan-
tages of the MM method, the result is nevertheless surprising since it implicitly
assumes extremely stable conditions during the observing nights and unrealis-
tically homogeneous physical parameters in the absorption clouds. We consider
computational caveats of the AD and MM methods in Sect. 2.

If α is supposed to be time dependent, the other gauge coupling constants
should also depend on time as predicted by theoretical models of the fundamental
physical interactions. For instance, within the framework of a unified theory (e.g.,
supersymmetric SU(5)) the time variation of α at low energies is caused by a
time variation of the unification scale Λ (= 213+38

−35 MeV), which, in turn, leads
to a time variation of the proton mass mp :

∆mp

mp
=
∆Λ

Λ
= R ∆α

α
, (1)

1 In the literature µ is sometimes referred to its inverse value, µ∗ = me/mp. In this
case ∆µ∗/µ∗ = −∆µ/µ.
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where the numerical coefficient R (� 40) is known with an uncertainty of about
20% [18].

Assuming that the possible time changes of the electron mass or the quark
masses are negligible, the relation (1) suggests that a variation of∆α/α � −5.4×
10−6 should be accompanied by a shift in the the proton-to-electron mass ratio
of ∆µ/µ ∼ −2×10−4. This prediction can be tested by measuring the electronic-
vibrational-rotational lines of the H2 molecule observed in QSO spectra at high-z
as described in [19]. We discuss this test in Sect. 3. Our conclusions and remarks
for future prospects are summarized in Sect. 4.

2 Methods to Constrain ∆α/α
from QSO Absorption Spectra

2.1 The Alkali-Doublet (AD) Method

The value of the fine-structure constant αz at redshift z can be directly estimated
from the relative wavelength separation between the fine-splitting lines of an
alkali doublet (AD method) [20]:

αz

α
=
(
∆λz

〈λ〉z

/
∆λ

〈λ〉
)1/2

, (2)

where ∆λz and 〈λ〉z are, respectively, the fine-structure separation and the
weighted mean wavelength for a given doublet from a QSO absorption system at
redshift z, while ∆λ and 〈λ〉 denote the same quantities from laboratory data.
The uncertainty σ∆α/α in the individual measurement can be estimated from
[21]:

σ∆α/α � 1√
2

(
δ2λz

+ δ2λ
)1/2

, (3)

where δλz = σλz/∆λz, δλ = σλ/∆λ, and σλz , σλ are, respectively, the errors of
the wavelengths in the absorption system and laboratory.

Equation (2) shows that the AD method uses only the wavelength ratios and
thus it does not require the measurements of absolute wavelengths. This fact
excludes large systematic errors caused by the wavelength calibration in a wide
spectral range. Therefore the accuracy of the AD measurements is mainly re-
stricted by statistical fluctuations in the recorded counts at different wavelengths
within the line profile.

The measurement of the line profile parameters and their errors are thor-
oughly described in [22]. The midpoint λc of an interval over M pixels covering
the line profile can be calculated from the equations

λc =
a

Wλ

M∑
i=1

λi(1 − Ii/Ci) , (4)

and

Wλ = a
M∑
i=1

(1 − Ii/Ci) , (5)
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where Wλ is the equivalent width, a is the wavelength interval between pixels,
Ii is the observed count rate at pixel i, Ci is the continuum count rate at pixel
i, and λi is the wavelength at pixel i.

The errors in λc and Wλ caused by counting statistic and the uncertainty of
the overall height of the continuum level are given by [22]:

σλc =
a

Wλ

[〈σI

C

〉2 (
A− 2λcB +Mλ2

c

)
+
〈σC

C

〉2
(B −Mλc)

2
]1/2

, (6)

and

σWλ
= a

[
〈σI/C〉2 M + 〈σC/C〉2 (M −Wλ/a)

2
]1/2

, (7)

where A =
∑

i λ
2
i , B =

∑
i λi, 〈σI/C〉 is the inverse mean signal-to-noise

(S/N)−1 ratio over the line measurement interval, and 〈σC/C〉 is the mean
accuracy of the continuum level.

If the rms error of the wavelength scale calibration is σsys, then the total
error is given by the sum

σ2
tot = σ2

λc
+ σ2

sys. (8)

The error of the wavelength scale calibration is related to the radial velocity
accuracy as

σv = c σsys/λ , (9)

where c is the speed of light.
For example, σsys � 0.002 Å for VLT/UVES data [23] corresponds at 5000 Å

to σsys = 0.12 km s−1. If σλc = 0.002 Å, then for the Mg ii λλ2796, 2803 Å
doublet (3) gives σ∆α/α = 1.3 × 10−4 at z = 2, which is a typical accuracy
for the individual AD estimations from isolated doublets with Wλ ∼ 100 mÅ.
Equation (6) shows that σλc decreases linearly with Wλ, meaning that, not
surprisingly, the error for weak absorption lines (Wλ 
 1 Å) may be very large.
For example, the rest-frame equivalent widths for Fe ii λ1608 Å and λ1611 Å at
z = 3.39 toward Q0000–2620 measured from the Keck/HIRES data are W1608 �
0.178 Å and W1611 � 0.003 Å [24], i.e. the measured errors σλc for these lines
should differ by ∼ 50 times. It is clear that to achieve the highest accuracy in
the ∆α/α estimations by means of the the AD method only well separated and
unsaturated doublets with Wλ ∼ 100 mÅ should be selected for the analysis.

2.2 The Many-Multiplet (MM) Method

The many-multiplet (MM) method is a generalization of the AD method (see [2]
and references therein). The method uses many transitions from different multi-
plets and different ions observed in a QSO absorption system. The line profiles
selected for the MM analysis are represented by a sum of the same number of
components (Voigt profiles) each of which is defined by three individual param-
eters (the column density, the Doppler width or b-parameter, and the redshift
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zi) and a common value of ∆α/α. The rest wavenumbers in the MM method
can be altered according to [2]

ωz = ω0 + q xz , (10)

where
xz = (αz/α)2 − 1 , (11)

and ωz, ω0 are the rest-frame wavenumbers of a transition in a QSO system
with redshift z and measured in the laboratory, respectively. The sensitivity
coefficients q (determining the sensitivity of ω0 to the variation of α) are listed
in Table 2 in [2].

All parameters are estimated through the minimization of χ2 simultaneously
for the whole set of lines. A significant improvement in the accuracy of the ∆α/α
estimations by the MM method compared to the AD method is due to a wide
range of the q values (see Sect. 2.3 below). Nevertheless, the MM method has
some immanent shortcomings which could affect the claimed accuracy σ〈∆α/α〉 =
1.2 × 10−6.

First of all, the weakest point of the MM method is the multiple velocity com-
ponent Voigt profile deconvolution. From the mathematical point of view, any
deconvolution itself is a typical ill-posed problem [25]. When several smoothing
operators (like convolution with the spectrograph point-spread function, sum-
ming, and integrating) are involved in the minimization procedure, the ill-posing
may cause quite ambiguous results. In case of complex line profiles when many
components are required to describe the whole profile, the fitting parameters
cannot be estimated with high accuracy because of strong inter-parameter cor-
relations. For example, the value of ∆α/α can be artificially constrained by the
increase of the component number or by variations of b-values. Thus, to en-
hance the reliability of the results only simple line profiles (requiring a minimum
number of components) should be taken into the MM analysis.

From the physical point of view, the Voigt profile deconvolution assumes
that the complex profile is caused by separate clouds lined along the line of
sight with different radial velocities, each having its own constant gas density,
kinetic temperature and, hence, its own ionization state. However, observations
of QSOs have shown that with increasing spectral resolution more and more
subcomponents appear in the line profile. This complexity indicates that, in
general, metal lines arise in continuous turbulent media with fluctuating velocity
and density fields.

We note in passing that the highest spectral resolution achieved in observa-
tions of QSOs at modern giant telescopes is ∼ 5 km s−1 (FWHM), whereas the
expected values for minimum (thermal) widths of metal lines are less or about
1 km s−1 for typical kinetic temperatures 100 K < Tkin < 104 K. This means
that we are still not able to measure directly the true intensity in the line pro-
file but observe only the apparent intensity which is a convolution of the true
spectrum and the spectrograph point-spread function.

Thus, to measure the transition energies, the distribution function of the ra-
dial velocities within the intervening cloud must be known for the AD method,
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whereas the MM method requires in addition the knowledge of the density dis-
tribution, for it deals with ions of different elements which may not arise co-
spatially [26]. Since the velocity and density distributions are determined from
the same line profiles which are used in the measurements of ∆α/α, it is not pos-
sible to discriminate among kinematic effects and possible changes in α on the
basis of only one absorption system. But if we have many absorption systems,
a statistical approach may probably solve this problem if shifts in the measured
∆α/α values are of random nature and, thus, can be averaged out in a large
ensemble of absorption systems where any deviations in velocity distributions of
different ions are equally probable.

Shifts in∆α/α may also arise if the main assumption of the MM method that
different ionic species trace each other exactly in their spatial distribution is not
adequate. Dissimilarities in the line profiles of different ions may be caused by
density fluctuations leading to inhomogeneous photoionization in the absorption
cloud.

The QSO absorption clouds form a very inhomogeneous population. Their
linear sizes, L, can be estimated from the observed neutral hydrogen column
densities, N(H i) ∼ 1020 − 1021 cm−2, and the estimated gas number densities,
nH ∼ 10−2 −1 cm−3, giving L = N(H i)/nH ∼ 10s pc – 10s kpc. The intervening
clouds may also contain small dense filaments with much higher densities (nH ∼
102 cm−3) and the line-of-sight sizes less than 1 pc [27].

It is usually assumed that the metal absorbers in QSO spectra are in pho-
toionization equilibrium with the ambient metagalactic UV background. To de-
scribe the thermal and the ionization state of the gas in the diffuse clouds it is
convenient to introduce the dimensionless ‘ionization parameter’ U = nph/nH,
equal to the ratio of the number of photons in 1 cm3 with energies above one
Rydberg to the number density of the gas.

For an illustrative purpose, we will assume that the UV background is not
time or space dependent and that its shape and intensity is given by the meta-
galactic spectrum at z = 3 presented in [28] (nph � 2 × 10−5 cm−3). Then,
fractional ionizations Υa,i = na,i/na (with na being the local number density
of element a and na,i the density of ions in the ith ionization state) of differ-
ent elements can be calculated as functions of U using the photoionization code
CLOUDY [29].

Figure 1 shows these results for a metallicity Z = 0.1Z� (typical for the
QSO metal absorbers) and for the elements involved in the MM analysis in [2].
Similar profiles for different ions can only be observed when the ratios Υa,i/Υb,j

are constant, i.e., the curves in Fig. 1 are parallel. This condition is realized for
Mg i, Mg ii, Al ii, Si ii, Fe ii, Ni ii, and Zn ii in the range logU < −4.2, i.e., for the
most dense volumes of the cloud. Such dense clumps (filaments) have, however,
a negligible filling factor since their sizes are small, and, thus, most of the diffuse
cloud is filled up by a rarefied, low density gas characterized by higher values
of logU . In the range logU > −4, the diversity of the ΥX values is considerable
and one may expect to observe nonsimilar profiles of the above mentioned ions.
Under these circumstances, in order to be more secure the MM method should
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Fig. 1. Fractional ionizations log ΥX vs. the ionization parameter log U in case of the
Haardt-Madau [28] metagalactic UV background at z = 3 and metallicity Z = 0.1Z�.
Similarity of the line profiles of a pair of ions a and b requires the fractional ionization
ratio Υa/Υb to be constant for different U

work with homogeneous samples of ions which have undoubtly the same volume
distribution like, e.g., Fe ii lines.

Note that Al iii is obviously not a good candidate for MM calculations since
the shape of the ΥAl III curve clearly differs from the others. The fact that no
additional scatter in ∆α/α for systems containing Al iii was found in [2] may
imply that the available spectral resolution is not high enough to obtain the true
profiles of the metal lines.

To conclude this section we comment on the accuracy σ∆α/α which can in
principle be achieved from the up-to-date QSO observations. Using the method
of error propagation, one finds from (10) the relative error of ωz:

δωz
≡ σωz/ωz = 2 |Q|σ∆α/α . (12)

Here Q = q/ω0 is the dimensionless sensitivity coefficient.
For the lines listed in Table 2 in [2], the Q values are ranging from −0.027

(Cr ii λ2066 Å) to 0.050 (Zn ii λ2026 Å), however, for the most frequently used
transitions in the MM calculations (Table 1 in [2]), this range is narrower:
Q(Mg ii λ2803 Å) = 0.0034, and Q(Fe ii λ2600 Å) = 0.035. These numbers
show that the error of the sample mean σ〈∆α/α〉 = 1.2 × 10−6 found in [2] re-
quires the relative error 〈δωz 〉 � 8.6 × 10−9 − 8.4 × 10−8, meaning that the
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sample mean wavelength accuracy should be 〈σλ〉 � 2 × 10−5 − 2 × 10−4 Å
at 2000 Å (σλ = λ δωz

), which is equal to the radial velocity accuracy of
∆v � 2.5− 25 m s−1 (∆v = c δωz

). Even if the individual measurement is an or-
der of magnitude less accurate as compared to the sample mean, the uncertainty
of ∆v � 25 − 250 m s−1 seems to be hardly realized for all systems collected
in [2]. Namely, thermal shifts of order 300 m s−1 are expected if the temperature
changes by 0.5 K between the science and calibration spectra exposures [23].

2.3 The Regression MM Method

The standard MM method based on the multiple velocity component Voigt pro-
file fit to the complex spectra when ∆α/α is treated as an additional free pa-
rameter [2] can be easily modified to be free from the uncertainties mentioned
in the previous section. By its very nature, the MM method is similar to that
developed in [19] for the ∆µ/µ calculations. So, by analogy, we can re-write (10)
in the linear approximation (|∆α/α| 
 1) in the form

zi = z0 + καQi , (13)

where the slope parameter κα is given by

κα = 2 (1 + z0)
∆α∗

α
. (14)

Here ∆α∗/α = −∆α/α.
If ∆α/α is not zero, there should be a correlation between zi (= λc,i/λ0,i −1)

and Qi, and the regression parameters z0 and κα can be estimated from the
measured centers of the isolated metal lines.

For instance, Fe ii lines listed in Table 2 in [2], for which the Q values are
ranging in the broad interval between −0.019 and 0.035, may be suitable for such
calculations. Equation (13) shows that the broader the interval of Q-values, the
higher the accuracy of the slope parameter κα (see, e.g., [30] where the errors of
the linear regression are calculated).

It is also an advantage that Fe ii lines arise mainly in low ionized regions,
where their thermal width is the smallest among other elements (Mg, Al, Si)
proposed for the MM method (we do not consider Cr ii, Ni ii, and Zn ii as ap-
propriate for the MM analysis because they are rare in QSO spectra and, when
observed, are usually very week) since the narrow lines allow to measure the
transition energies with highest accuracy. Below we consider an example of such
a Fe ii sample.

Figure 2 shows isolated and unsaturated Fe ii lines from the metal system at
z = 1.149 toward the bright quasar HE 0515–4414. The spectra of this quasar
were obtained with the UV-Visual Echelle Spectrograph (UVES) installed at the
VLT/Kueyen telescope. The VLT/UVES data have a very high signal-to-noise
ratio (S/N � 90 − 150 per resolution element) and a high resolution power of
λ/∆λ � 55 000 (FWHM � 5.5 km s−1). The absorption systems from this data
were analyzed in [27] and [31,32].
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Fig. 2. Fe ii lines associated with the z = 1.149 absorption system toward the quasar
HE 0515–4414 (normalized intensities are shown by dots). The mean signal-to-noise
(S/N) ratios per resolution element are indicated

Table 1. Fe ii lines at z = 1.149 toward the quasar HE 0515–4414 and sensitivity
coefficients Q

λa
0 , Å f λc, Å Wλ, mÅ z Q

1608.45085(8) 0.0580b 3456.7176(46) 7.8(1.8) 1.1490975(28) −0.0193(48)

2344.2130(1) 0.1140b 5037.9398(23) 27.5(1.6) 1.1490964(10) 0.0294(35)

2374.4603(1) 0.0313b 5102.9319(79) 8.4(1.5) 1.1490913(33) 0.0389(35)

2382.7642(1) 0.3006c 5120.8015(22) 61.0(1.9) 1.1491012(9) 0.0357(36)

2586.6496(1) 0.0684d 5558.9439(29) 20.1(1.4) 1.1490904(11) 0.0393(39)

2600.1725(1) 0.2239c 5588.0269(21) 59.1(2.0) 1.1490985(8) 0.0353(39)
aVacuum rest wavelengths are taken from [2].

REFERENCES: bWelty et al. [33]; cMorton [34]; dCardelli & Savage [35].

We used (4)-(8) to estimate the rest-frame equivalent widths Wλ, the line
centers λc, and their errors which are listed in Table 1. In this table, column (2)
presents the oscillator strengths for absorption. The sensitivity coefficients Qi

and their errors σQi are calculated from the values qi, σqi , and ω0,i listed in
Table 2 in [2].

Our result of the linear regression analysis is shown in Fig. 3 by the solid line,
while two dotted lines correspond to the 1σ deviations of the slope parameter
κα. We find z0 = 1.1490988 ± 0.0000016 and ∆α/α = (1.1 ± 1.1) × 10−5 (1 σ).
The uncertainties of the z0 and ∆α/α values are calculated through statistical
Monte Carlo simulations assuming that the deviations in the zi and Qi values



160 Sergei A. Levshakov

Fig. 3. Relation between the redshifts zi calculated for individual Fe ii lines listed
in Table 1 and their sensitivity coefficients Qi. The solid line is the linear regression
zi = z0 + κα Qi. The dotted lines representing the 1σ deviations from the optimal
slope demonstrate that ∆α/α = 0 at the level ∼ 2 × 10−5. The dashed line is drawn
for ∆α/α = −5.4 × 10−6 found in the MM analysis in [2]

are equally likely in the intervals [zi −σzi
, zi +σzi

] and [Qi −σQi
, Qi +σQi

]. The
result obtained shows that∆α/α = 0 within the 1σ interval. For comparison, the
linear regression for ∆α/α = −5.4 × 10−6 based on the inhomogeneous sample
containing 127 absorption systems [2] is shown by the dashed line in Fig. 3.
Although the sign of ∆α/α is opposite, the value of ∆α/α = −5.4 × 10−6 is
consistent with our data within the 2σ interval. The accuracy of the regression
MM analysis may be increased if a few homogeneous samples are combined. The
regression analysis is easily generalized for this case (see, e.g., [36]).

3 Constraints on the Proton-to-Electron Mass Ratio

The proton-to-electron mass ratio µ can be estimated from high redshift molec-
ular hydrogen systems. With some modifications, such measurements were per-
formed for the z = 2.811 H2-bearing cloud toward the quasar PKS 0528–250
in [19] and [37] setting the limit of |∆µ/µ| < 1.8 × 10−4 (1σ). Later on higher
resolution spectra of this QSO obtained with the VLT/UVES [38] revealed that
the H2 profiles at z = 2.811 are complex and consist of at least two subcompo-
nents with ∆v � 10 km s−1. Lines arising from the low rotational levels with
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Fig. 4. H2 absorption features identified at z = 3.025 toward the quasar Q 0347–3819
(normalized intensities are shown by dots with 1σ error bars). The zero radial velocity
is fixed at zH2 = 3.024895. Smooth curves are the synthetic H2 profiles found by the
least-squares procedure. The mean S/N values per resolution element are indicated

J = 0 and J = 1 show a red-side asymmetry – contrary to those arising from
J = 2 and J = 3 where a blue-side asymmetry is clearly seen. This complexity
makes any higher accuracy measurements of ∆µ/µ in this system impossible.
Again, as in the case with the ∆α/α estimations, one needs a single component
narrow H2 absorption-line system to restrict the observed wavelengths within
the uncertainty interval of a few mÅ.

Such a system has been found at z = 3.025 toward the quasar Q0347–
3819 [39]. The absorption spectrum of this QSO was obtained with FWHM�
7 km s−1 and S/N ∼ 15 − 30 per resolution element at the VLT/UVES. 15
unblended H2 lines (selected from ∼ 80 identified H2 transitions) which provide
the most accurate line center measurements are shown in Fig. 4.

For a given H2 line, the number of pixels involved in the analysis corresponds
to the number of points in the line profile shown in Fig. 4. To measure the line
centers we used a method that matches the observed profiles with the synthe-
sized ones to estimate a set of model parameters (for details, see [23]). The
results obtained are presented in Table 2. The measured individual z values and
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Table 2. H2 lines at z = 3.025 toward Q 0347–3819 and sensitivity coefficients K

J Line λa
0 , Å λc, Å z K

1 . . . W3-0Q 947.4218(5) 3813.2653(41) 3.024887(5) 0.0217427(8)

L1-0P 1094.0522(51) 4403.4575(77) 3.02491(2) −0.0023282(1)

L3-0R 1063.4603(1) 4280.3051(30) 3.024885(3) 0.0112526(4)

L3-0P 1064.6056(5) 4284.9249(33) 3.024894(4) 0.0102682(4)

L7-0R 1013.4412(20) 4078.9785(25) 3.024898(9) 0.03050(1)

L10-0P 982.8340(6) 3955.8049(51) 3.024896(6) 0.04054(6)

2 . . . W0-0R 1009.0233(7) 4061.2194(61) 3.024901(7) −0.0050567(7)

W0-0Q 1010.9380(1) 4068.9088(53) 3.024885(6) −0.0068461(2)

W1-0Q 987.9744(20) 3976.4943(49) 3.02490(1) 0.0039207(2)

L3-0R 1064.9935(9) 4286.4755(98) 3.02488(1) 0.0097740(5)

L4-0R 1051.4981(4) 4232.1793(85) 3.024904(8) 0.015220(1)

L5-0R 1038.6855(32) 4180.6048(70) 3.02490(1) 0.020209(3)

3 . . . L4-0R 1053.9770(11) 4242.1419(28) 3.024890(5) 0.012837(2)

L6-0R 1028.9832(16) 4141.5758(31) 3.024921(7) 0.022332(7)

L12-0R 967.6752(21) 3894.7974(39) 3.02490(1) 0.0440(2)
aListed wavelengths are from [40,41].

their standard deviations are listed in column (5). Using these redshifts we can
constrain possible changes of µ.

The rest-frame wavelengths, λ0,i, of different electronic-vibrational-rotational
transitions of H2 depend in a different way on the reduced mass of the molecule.
The sensitivity of λ0,i to variation of µ is given by the sensitivity coefficient Ki

defined as [19]

Ki =
µ

λ0,i

dλ0,i

dµ
. (15)

Following the procedure described in [37] we calculate the coefficients Ki

listed in column (6) of Table 2. Their errors are obtained from coefficients Ymn

(presented in Table 1 in [37]) using the method of error propagation (Ymn values
are considered to be accurate to k decimal places and their rounding errors are
set to 0.5 × 10−k).

In linear approximation, (15) can be re-written in the form

λi,z/λj,z

λi,0/λj,0
= 1 + (Ki − Kj)∆µ/µ (16)

or
zi = z0 + κµ (Ki − K̄) , (17)
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where λi,z and λj,z are the line centers measured in a quasar spectrum, and

κµ = (1 + z0)
∆µ

µ
, (18)

with z0 and K̄ being the mean redshift and the mean sensitivity coefficient,
respectively.

The linear regression (17) calculated for the complete sample of the H2 lines
from Table 2 provides (∆µ/µ)J=1+2+3 = (5.0 ± 3.2) × 10−5. However, if we
consider H2 transitions from individual J levels, then the weighted mean redshifts
reveal a gradual shift in the radial velocity for features arising from progressively
higher rotational levels : z(J=1) = 3.024890(2), z(J=2) = 3.024895(3), and
z(J=3) = 3.024904(4). The H2 lines with changing profiles and small velocity
shifts as J increases were also observed in our Galaxy in the direction of ζ Ori A.
At present these H2 lines are interpreted as being formed in different zones of a
postshock gas [42].

Although the z(J=1) and z(J=2) values are consistent within 1σ inter-
vals, the difference between z(J=1) and z(J=3) is essential and equals (1.0 ±
0.3) km s−1. This small change in the radial velocity with increasing J may
mimic a shift in ∆µ/µ. If we exclude from the regression analysis the rotational
levels with J = 3, then (∆µ/µ)J=1+2 = (2.1 ± 3.6) × 10−5. The use of lines
arising from the same rotational levels would be more reasonable to estimate
∆µ/µ, but in our case the sample size is rather small and we have to combine
the J = 1 and J = 2 levels to increase statistics. The linear regression is shown
by the solid line in Fig. 5 while two dashed lines correspond to the 1σ deviations
of the slope parameter κµ.

Thus, the 1σ confidence interval to∆µ/µ is −1.5×10−5 < ∆µ/µ < 5.7×10−5.
For a cosmological model with ΩM = 0.3, ΩΛ = 0.7, andH0 = 72 km s−1 Mpc−1,
the look-back time for z = 3.025 is 11.2 Gyr [43]. This leads to the restriction
|µ̇/µ| < 5 × 10−15 yr−1 on the variation rate of µ.

4 Conclusions and Future Prospects

We have considered modern experimental investigations of the hypothetical vari-
ations of the fundamental physical constants from absorption-line spectra of dis-
tant quasars. The subject was limited to the properties of the two dimensionless
quantities – the fine-structure constant α and the proton-to-electron mass ratio
µ. Our main conclusions are as follows:

• The accuracy σ〈∆α/α〉 = 1.2 × 10−6 claimed in [2] is an order of magnitude
higher compared to what can be provided by the wavelength measurements
of isolated and unsaturated QSO absorption lines. Taking into account all
shortcomings of the MM method as it was used in [2], the quoted value of
σ〈∆α/α〉 is likely to be overestimated.

• A modification of the MM method (regression MM method) which makes
it more reliable is presented. This modified MM method applied to the ho-
mogeneous sample of the isolated and unsaturated Fe ii lines yields ∆α/α =
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Fig. 5. Relation between the redshift values zi calculated for individual H2 lines shown
in Fig. 4 and their sensitivity coefficients Ki. The solid line is the linear regression
zi = z0 +κµ(Ki −K̄). The dotted lines representing the 1σ deviations from the optimal
slope κµ demonstrate that ∆µ/µ = 0 at the level ∼ 5 × 10−5.

(1.1 ± 1.1) × 10−5. The uncertainty of this value is in agreement with the
available accuracy of the wavelength measurements.

• If the fine-structure constant varies at the level of ∆α/α = (−5.4 ± 1.2) ×
10−6 [2], then the link between αz/α and the proton-to-electron mass ratio
µz/µ expected within the grand unification theories (e.g., [18]) leads to the
shift ∆µ/µ ∼ −2×10−4. This prediction is not confirmed. The variability of
µ is constrained by the values −1.5 × 10−5 < ∆µ/µ < 5.7 × 10−5 at redshift
z = 3.025 [23].

As stated above, the accuracy of σλ ∼ 0.2 mÅ is required to achieve a
level higher than 10−5 in the ∆α/α measurements. This accuracy is ∼ 10 times
higher than available at modern giant telescopes. In 2003, a new High Accuracy
Radial velocity Planet Searcher (HARPS) spectrograph [44] started to operate
at the 3.6 m telescope (ESO, La Silla, Chile). Observations with HARPS may
in principle provide this desirable accuracy. With a resolving power of λ/∆λ =
120 000 and a projection of the fiber over 4 pixels, one HARPS pixel corresponds
to � 600 m s−1. For an isolated and unsaturated absorption line, the line center
may be measured with an accuracy of about 1/20 of the pixel size (∼ 30 m s−1).
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This corresponds to σλ = 0.4 mÅ at 4000 Å. If isotopic and hyperfine structure
systematics as well as the others discussed in [2] are known, then we may hope
to reach a level of ∼ 10−6 in future astronomical measurements of ∆α/α.
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Oklo Constraint on the Time-Variability
of the Fine-Structure Constant
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Advanced Research Institute for Science and Engineering, Waseda University, Tokyo
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Abstract. The Oklo phenomenon, natural fission reactors which had taken place in
Gabon about 2 billion years ago, provides one of the most stringent constraints on the
possible time-variability of the fine-structure constant α. We first review briefly what
it is and how reliable it is in constraining α. We then compare the result with a more
recent result on the nonzero change of α obtained from the observation of the QSO
absorption lines. We suggest a possible way to make these results consistent with each
other in terms of the behavior of a scalar field which is expected to be responsible for
the acceleration of the universe.

1 What Is the Oklo Phenomenon?

Oklo is the name of the place of a uranium mine in Gabon, West Africa, near
the equator (Fig. 1). The mining company would supply the uranium ore to
the French government. But in June of 1972, something unusual was noticed
on the ore from Oklo; the abundance of 235U was somewhat below the world
standard, 0.7202%, well beyond the limit of permissible range. This might have
undermined the company’s reputation about the quality of their uranium. But
finally after a few months of serious effort, French scientists came up with an
unexpected, startling conclusion:

The deficit of 235U was a real effect of that a self-sustained fission reaction
took place naturally in Oklo about 1.8 Gyr ago, during the period of Proterozoic,
part of Precambrian. In other words, natural reactors did exist well before 1942
when Enrico Fermi invented the artificial reactor for the first time in Chicago.
This has been called the “Oklo phenomenon”, since then [1]. The result of their
work was published in many ways, including [2].

Fig. 1. Oklo in Gabon, West Africa, near the equator

Y. Fujii, Oklo Constraint on the Time-Variability of the Fine-Structure Constant, Lect. Notes Phys.
648, 167–185 (2004)
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There was a big press campaign, including the Le Monde article, for example,
saying that Fermi was not an “innovator,” but was only an “imitator” of Nature.

Even more surprising was that the occurrence of this “natural reactors” had
been predicted much earlier, 17 years earlier by a nuclear geochemist, Paul K.
Kuroda in 1955 [3]. He discussed several conditions. But the most important was
that the ratio of 235U, currently 0.70%, used to be much higher because of the
different lifetimes of 235U and 238U; 7.038×108 yr and 4.468×109 yr, respectively.
One can easily calculate the ratio 1.8 Gyr ago to be as high as 3.2%. We note
that 3% is a goal of most of today’s enrichment facilities. Another condition was
the presence of water which served as a moderator.

So far 16 “reactor zones” (RZ) have been discovered in the Oklo area. In each
of them, extensive and detailed measurements have been made on the leftover
fission products.

2 How Did Shlyakhter Probe ∆α?

Under this circumstance, in 1976, Alex Shlyakhter [4,5] then in Leningrad pro-
posed to look at 149Sm, which is present naturally at the ratio 13.8%, but should
be depleted in the reactor zones because it had absorbed neutrons strongly in
the reactors 2 Gyr ago, according to the reaction

n+ 149Sm → 150Sm + γ . (1)

One measures the abundance in Oklo reactor zones to estimate the cross section
of this process, and compares the result with today’s laboratory value. In this
way one can tell how much nuclear physics 2 Gyr ago could have been different
from what it is.

What is unique with this particular process (1) is that it is dominated by
a resonance that lies as low as Er = 97.3 meV, while we know that a typical
energy scale of nuclear physics is ∼ MeV. Compared with this, the above value
is very small, nearly 7 orders of magnitude too small. This must be due to a
nearly perfect cancellation between two effects; repulsive Coulomb force which is
proportional to the fine-structure constant α, and attractive nuclear force which
depends on the strong-interaction coupling constant αs. We are left with a very
small leftover for the resonance energy, as illustrated Fig. 2. Suppose we change
one of the coupling constants, α, say, only slightly. Then the strength of the
Coulomb energy will change also slightly, and so will Er. However, the relative
change may not be so small, because the starting value Er was already small. If
this really happens, then the cross section may change rather significantly. This
is a kind of amplification mechanism, which Shlyakhter exploited.

For the sake of illustration, we plot in Fig. 3 the cross section (based on
the Breit-Wigner formula) as a function of ∆Er, the fictitious change of the
resonance energy from today’s value. We also assume thermal equilibrium of the
neutron flux; assuming a temperature corresponding to one of the curves shown.
We find a sharp peak obviously coming from the resonance. Suppose Er at 2
Gyr ago were smaller by 10 meV, a tiny amount. Suppose also T = 300◦ C, for
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Fig. 2. Nearly complete cancellation between the repulsive Coulomb energy and the
attractive nuclear energy, leaving a small leftover for the resonance energy
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Fig. 3. The cross section σ̂149 for the process (1) as a function of ∆Er = Er −97.3meV,
assuming thermal equilibrium of the neutron flux. The ranges of the observed cross
section and the temperature are also shown, as given later by (6) and (7), respectively

example. Then we find the cross section bigger than today’s value by a few %,
a significant change.

Incidentally, we are going to use the hat symbol attached to the cross section
rather frequently. But this is only a technical convention of normalization, which
is particularly popular among the researchers of the Oklo phenomenon. We do
not worry too much at this moment.

Taking advantage of this strong dependence of the cross section σ149 on ∆Er,
Shlyakhter gave the upper bound

|∆Er| <∼ 50 meV. (2)

It is not very clear how he derived this result, particularly how much the un-
certainties in the data affected the conclusion. This is one of the points to be
re-examined later.

He still went on to discuss how this change of Er corresponds first to the
change of the strong-interaction coupling constant, αs. He considered the reso-
nance as a single-particle excitation in the potential, with its depth V0 ∼ 50 MeV,
which he assumed to be proportional to αs. If αs changes, V0 changes, and so
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does Er. Substituting from (2), he obtained the result
∣∣∣∣∣
∆αs

αs

∣∣∣∣∣ =

∣∣∣∣∣
∆Er

V0

∣∣∣∣∣ <∼
50 meV
50 MeV

= 10−9, (3)

leading to the value 10−9. Further dividing by 2 × 109 yr, he arrived at
∣∣∣∣∣
α̇s

αs

∣∣∣∣∣ <∼ 5 × 10−19 yr−1. (4)

As for the electromagnetic interaction, he apparently replaced αs by α, re-
sulting in dividing these by α/αs ∼ 1/20, giving

∣∣∣∣∣
∆α

α

∣∣∣∣∣ <∼ 2 × 10−8,

∣∣∣∣∣
α̇

α

∣∣∣∣∣ <∼ 1 × 10−17 yr−1, (5)

This last value has been several orders of magnitude more stringent than any
other estimates, a kind of “champion result” for many years. However, one may
raise a question against the argument from αs to α, and the suspicion may go
further back to the derivation (3).

For better understanding, we re-examined the whole analysis [6] by forming
a team, which includes theorists of nuclear physics, reactor scientists and geolo-
gists. Among them, Hiroshi Hidaka is an expert nuclear chemist who has been
specialized to the Oklo phenomenon.

3 How Good Is It?

We soon realized that a major error source of the data comes from the “post-
reactor contamination”, implying that certain amount of 149Sm present in the
outside environment flowed into the reactor core after the end of the reactor
activity that is believed to have lasted several 105 years. This amount has nothing
to do with what happened inside the reactors, so it is a contamination for our
purpose. This inflow was in fact the gradual mixture between inside and outside
prompted by repeated successions of dissolution and precipitation of Sm, caused
essentially by weathering, namely being exposed to the air. To minimize this
embarrassing effect, we looked for samples in the reactor zones 10–16 discovered
later than 1984, deep underground, as shown in Fig. 4. Finally we decided to
collect five samples taken from RZs 10 and 13 below the surface, with enough
care of geologists expertise.

The measured isotopic ratios related to 149Sm for five samples are shown
in Table 1. We see how small the abundances of 149Sm are compared with the
natural abundance 13.8%. We did not show the errors, but they are simply small.
t1 is the time of the end of the reactor activity that started at t = 0. Also in
the first line, we entered what is called “fluence”, denoted by φ̂t1, but actually
a time-integrated neutron flux φ̂ during the whole duration of reactor activity.
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Fig. 4. Geological vertical cross section of the Oklo area.

Table 1. Measured isotopic ratios related to 149Sm obtained from five samples. The
fluence and cross section are also listed

Sample

SF84-1469 SF84-1480 SF84-1485 SF84-1492 SD.37

φ̂t1 (1/kb) 0.525 0.798 0.622 0.564 0.780
N144(t1) (%) 0.1052 0.2401 0.2073 0.1619 0.06909
N147(t1) (%) 55.34 53.23 54.03 54.81 52.74
N148(t1) (%) 2.796 3.468 3.079 2.890 4.694
N149(t1) (%) 0.5544 0.2821 0.4466 0.4296 0.3088

N235(t1)/N238(t1) 0.03181 0.02665 0.02971 0.03047 0.02435

σ̂149 (kb) 85.6 96.5 83.8 99.0 89.5

We then solved the evolution equations

dN147(t)/dt = −σ̂147φ̂N147(t) +N0
235 exp(−σ̂aφ̂t)σ̂f235φ̂Y147,

dN148(t)/dt = σ̂147φ̂N147(t),

dN149(t)/dt = −σ̂149φ̂N149(t) +N0
235 exp(−σ̂aφ̂t)σ̂f235φ̂Y149.

for the related isotopes to calculate the cross section σ̂149 for the process (1).
The result is summarized,

σ̂149 = (91 ± 6) kb, (6)

corresponding to the narrow horizontal band shown in Fig. 3.
We also made an estimate of the temperature, by the traditional way sup-

plemented by a latest technique, giving

T = (200 − 400)◦C, (7)
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corresponding to the shaded area in Fig. 3. We find two intersections, and the
corresponding two separated ranges of ∆Er.

∆Er =

{
(9 ± 11) meV, right-branch, null

(−97 ± 8) meV, left-branch, non-null
(8)

The right-branch range covers zero, so that it is a null result in the usual
sense, while the other implies that Er was different from today’s value by more
than 10 standard deviations. Does this really imply an evidence for a difference in
coupling constants 2 billion years ago? We tried to see if the non-null result can
be eliminated by looking at other isotopes like 155,157Gd, but have not obtained
a final conclusion so far.

At this point we compare our result with those by Damour and Dyson [7]
(DD), who used the samples obtained mainly from near the surface, giving the
cross section

σ̂149 = (75 ± 9) kb, (9)

somewhat smaller than our result (6). This seems consistent with our suspi-
cion that their data suffered from contamination. Also, they did not come to
separating the two ranges. They could have done it, though the “right-branch”
range would have failed to cover zero even at the level of 2 standard deviations.
Instead, they gave only a combined range, −120 meV <∼∆Er

<∼ 90 meV, which
covers more than our two ranges.

We admit that we are still short of determining which range is correct. Then
one might say that we should also be satisfied with the combined range. But we
still insist that it is a progress to have established a disallowed range in between.

Now we move on to discuss how ∆Er is translated into ∆α following DD.
First they ignored the contribution from the strong interaction entirely, focusing
on the first “term” coming from the Coulomb contribution in Fig. 2.

Consider the energy Mc, given by the difference of the Coulomb energies
between the states with mass numbers 150 and 149. They paid special atten-
tion to the fact that the resonance in the 150Sm is excited. But we simplify the
analysis at this moment by appealing to the semi-empirical mass formula due
to Weizsäcker, finding Mc ≈ −1.1 MeV. In this calculation, one has to allow an
error perhaps within the factor 2 or 1/2. Notice also that the above result is nega-
tive, apparently in contradiction to the illustration in Fig. 2. Obviously we dealt
basically with a repulsive force, but we calculated the difference, which turns
out to be negative. Nothing is wrong, but we would better put the two terms
upside-down on the left-hand side, but keeping right-hand side still positive. We
may also assume that Mc ∝ α. We then obtain ∆Er = ∆Mc = (∆α/α)Mc,
thus giving

∆α

α
=
∆Er

Mc
=
{

(−0.8 ± 1.0) × 10−8, null, upper bound
(0.88 ± 0.07) × 10−7, non-null

Divide by −2 × 109 yr to get

α̇

α
=
{

(0.4 ± 0.5) × 10−17 yr−1, null, upper bound
(−0.44 ± 0.04) × 10−16 yr−1, non-null
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This upper bound happens to agree quite well with Shlyakhter’s result 1 ×
10−17 yr−1. The agreement to this extent seems, however, rather accidental,
because, among other things, it is unlikely that the data as good as ours was
available in 1976.

We emphasize here that the simple estimate by DD, as described here, might
be called “Coulomb-only estimate”, which serves as a basis for more general
analyses.

In fact what really happens might be a combined result of both interactions,
and one wishes if one could include the strong interaction as well. But then
everything is going to be complicated, for example, like the QCD analysis in
[8]. But there is something independent of such complications as long as we
appreciate the condition that∆Er is much smaller than either of the mass scales,
Mc and its strong-interaction counterpart Ms. First, we find from Fig. 2 that
the mass scale of Ms is nearly equal in its size to that of Mc, obviously much
smaller than Shlyakhter’s “50MeV.” It then also follows that ∆αs/αs should be
nearly of the same size as ∆α/α. Of course there are some differences from the
Coulomb case; Ms may not be simply proportional to αs. This may result in
a revision of a factor, but certainly not of an order of magnitude. Then we go
through a bit of analysis to conclude finally that it is unlikely that, by the strong
interaction, ∆α/α deviates from the Coulomb-only estimate by more than an
order of magnitude, no matter how complicated the exact analysis might be. It
can be smaller. See Appendix A for more details.

Then, as always, there is a possibility of an exception, no matter how remote.
This allows, in principle, that both of ∆α/α and ∆αs/αs are quite large, in
fact without limit, but cancel each other leaving a small value of ∆Er. At this
moment, however, we assume that no such fine-tuning nor coincidence occurs in
the real world.

Let us summarize what the situation is with the question of “uncertainties”.
In the theoretical aspect as a whole, we say again that the Coulomb-only estimate
of the relative change of α is likely correct within an order of magnitude, for
whatever the complication of the effect of strong interaction. We only add a few
related remarks:

• Only ∆Er and the related cross section σ149 are sensitive to ∆α. No other
quantities are.

• Our formulation is such that, to a good approximation in practice, the neu-
tron flux can be any function of time. For example, the reactor activity can
be even “sporadic”. The only thing that counts is the fluence, no matter how
long it took.

• Estimating fluence is complicated but is a standard estimate and is reliable.
• In principle we may not rule out one of the higher resonances to come down

near the threshold, giving much larger value of ∆Er. We have a reason,
however, to believe this to be highly unlikely. See Appendix B.

In the observational aspect, we repeat our previous statement; post-reactor
contamination is the largest error source, with a few more comments:
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• Nothing is serious for 149Sm in our samples. (A few percent contamination
seem even better because then the range of ∆Er for the null result covers
zero more in the middle.)

• This is not the case for 155,157Gd which enjoy even lower resonance energies.
The absorption cross sections are also larger. But the effects are too strong to
the extent that the residual abundances are too little, so they are too sensitive
to contamination, even with our samples with minimized effect of weathering.
Shlyakhter was clever when he chose 149Sm. This is also precisely why we
reached short of complete elimination of the non-null result, as mentioned
before.

4 How Can It Be Consistent with the QSO Result?

According to V. Flambaum and M. Murphy at ACFC meeting, the latest version
of their result on the time-variation of α from spectroscopy of QSO absorption
systems is [9] (see also their contribution to this volume [10])

∆α

α
= (−0.54 ± 0.12) × 10−5.

We show in Fig. 5, taken from Fig. 8 of [9], our own plot as a function of the
fractional look-back time u defined by u = (t0 − t)/t0, with t0 the present age of
the universe. Their weighted mean can be viewed as a fit by a horizontal straight
line at −0.54, as also shown in Fig. 5. We will call this a “1-parameter fit” for
later convenience. Notice that χ2

red = 1.06.

Fig. 5. QSO result from the 128 data points is shown in the upper panel, while the 13
binned data might provide an easier view in the lower panel [9]. The long-dashed line
is for the weighted mean −0.54. The Oklo time uoklo = 0.142 is also shown
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We now include the data from the Oklo phenomenon, at uoklo = 0.142, barely
outside the QSO range, as also shown in Fig. 5. In this sense they are different
things. However, we should put error-bars, which are invisibly small in this
plot; less than 10−4 and 10−2 − 10−3 in the horizontal and vertical directions,
respectively. Remember that ∆α/α from the Oklo constraint is 10−7 − 10−8.
If we extend the straight line naively down to the Oklo time, it will miss the
point off (102 − 103) standard deviations, resulting in an enormous value of χ2,
too large to be acceptable. One wants to bend the line to pass the point almost
exactly, but one needs a physical reason. What is that? This is the issue. Already
there have been several attempts [11–16]. But we stick to our own idea that this
issue has something to do with the accelerating universe, another big issue in
today’s cosmology.

Now probably everyone knows that our universe is accelerating [17]. This
behavior is best described in terms of a positive cosmological constant, whose size
is given usually by the parameter ΩΛ = Λ/ρcr ∼ 0.7, where the critical density
ρcr is given by ∼ t−2

0 . The coefficient here is of the order one if we use the reduced
Planckian unit system in which c = h̄ = MP(=

√
8πG/(ch̄)) = 1. In this unit,

the present age t0 ∼ 1.4 × 1010 yr is about 1060. So we find ρcr ∼ Λ ∼ 10−120.
Today’s cosmological constant problem has two faces or questions: Why is

it so small? Why is it still nonzero? The first question can be replied by the
“scenario of a decaying cosmological constant”: Λ is not a true constant but
decays like ∼ t−2 [18,19]. This simple idea can be implemented by the “scalar-
tensor theory”. We expect that a scalar field plays an important role. This scalar
field may have its origin in string theory in which a graviton has a spinless
companion called the “dilaton”.

The second question seems to require a deviation from the simplest version
of the scalar-tensor theory. As one of the possible ways we call for another scalar
field, called χ, in addition to the dilaton σ. These two fields comprise what is
called the “dark energy”, and their energy density ρs = ρ(σ, χ) is interpreted as
an effective cosmological constant Λeff . There are many details involved, though
we are not going into any details. Readers are advised to refer to our recent book
[20].

Skipping all the details, we show in Fig. 6 an example of our solutions in
the Friedmann universe with flat 3-space. The horizontal axis is log t. In the
Planckian unit system, the present time is somewhere around 60. In the lower
panel, ρ is the usual matter energy density, which falls off roughly as t−2. The
energy density of the scalar fields ρs is the effective cosmological constant, Λeff ,
also falling off like t−2 as an overall behavior, thus respecting the scenario of a
decaying cosmological constant.1 But the plot also shows occasional deviations,
notably the plateau behaviors. Obviously each plateau mimics a cosmological
“constant”. Furthermore, it comes to a crossing with the ordinary matter energy
density. One of them is expected to occur around the present epoch. Nearly in

1 As emphasized in [20], the gravitational “constant” G in the physical conformal frame
identified (nearly) with the Einstein frame in this model is (nearly) time-independent,
instead of decaying with time as in [19] presented in the Jordan frame.
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Fig. 6. An example of our cosmological solutions in the Friedmann universe with k = 0.
The scale factor a, the scalar fields σ and χ, the energy densities ρ and ρs of the
ordinary matter and the scalar fields, respectively, are plotted against log t, in the
reduced Planckian unit system. The present time is around log t ≈ 60. The middle
panel shows an effective exponent of the scale factor, ln a/ ln t

coincidence with this crossing, we find a “mini-inflation” of the scale factor; a bit
of sharp increase in ln a shown in the upper panel. This nicely fits the observed
acceleration of the universe.

Also shown in the upper panel are the sudden changes of the scalar fields
σ and χ, again in coincidence with the crossing between ρ and ρs. However,
the most interesting is to take a close-up view of what appears to be a simple
and small jump of σ. With the magnification rate as large as 330 in the vertical
direction, we find a surprising behavior shown in Fig. 7, something like a damped
oscillation.

We know what the underlying mechanism is at the deeper level. But we still
say that this damped-oscillation-like behavior is in fact “the heart and soul” of
the entire dynamics that eventually brings about the acceleration as we see it.
On the other hand, the acceleration itself does not care how an invisibly tiny
oscillation is taking place behind the scene. There are many variations in the
way of oscillation. In this sense, we have a degeneracy, which the cosmological
acceleration does not resolve. However, this invisibly small oscillation may show
up through the time-variation of α.
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Fig. 7. A close-up view of σ and χ in the upper panel of Fig. 6 around the present
epoch. The magnification rate in the vertical direction is 330.

This is an expectation based on a general view that changing α, if any, is due
to the changing scalar field, expressed symbolically as

∆α

α
∝ ∆σ. (10)

String theory suggests this dependence for the gauge coupling constant. We
ourselves derived a relation of this type, based on QED, featuring a quantum-
anomaly type of calculation. But we do not want to be too specific on these
theoretical details, nor to depend heavily on the choice of the solutions, like
the one in Fig. 7. This is particularly crucial because we have many different
solutions for a given cosmological behavior we want to fit. Rather, we are going
to follow a phenomenological approach which we describe briefly, leaving more
details to [21].

Let y denote ∆α/α in units of 10−5. Then we assume a dependence on the
fractional look-back time u in the way of a damped oscillation

y = aebu sin
(

2π
u− uoklo

T

)
, (11)

where the parameters are going to be determined to fit the QSO data as well as
the Oklo constraint.

We first choose uoklo = 0.142 corresponding to the Oklo time of 1.95Gys ago.
The Oklo constraint, to be 10−2 − 10−3 in terms of y, is approximately zero in
this scale. The remaining parameters a, b, T are determined by minimizing χ2

for the QSO data. In this sense we call this a 3-parameter fit. We do not include
the Oklo data in computing χ2, because we consider the Oklo has been already
fitted approximately by choosing a zero of the function as above.
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Fig. 8. The solid curves are for the 3-parameter fit with the least χ2 (a = 0.151, b =
2.4, T = 0.714, χ2

red = 1.09), to be compared with the 1-parameter fit, represented by
a horizontal straight (long-dashed) line at −0.54 in Fig. 5. Note the 10 times mag-
nification for u < 0.2. The dotted and dashed curves are for b = 0.0 and b = 4.0,
respectively

We limit ourselves to a region of a, b, T in a manner roughly consistent with
the theoretical model of the accelerating universe. In this range we searched for
local minima of χ2. Among several of them we find the least minimum which
is given by b = 2.4, a = 0.151, T = 0.714 resulting in χ2

red = 1.09. This χ2
red

is similar to χ2
red = 1.06 obtained for their 1-parameter fit. In this sense our

3-parameter fit is nearly as good as the fit in [9]. The solid curve in Fig. 8 shows
the actual plot, probably better shown in the binned plot in the lower panel. We
magnified the curves below u = 0.2 by 10 times.

One might ask us why we are satisfied with χ2
red = 1.09 which is not smaller

than 1.06 for the 1-parameter fit, in spite of the fact that we have more degrees
of freedom. We answer the question by pointing out the following:

• Our χ2
red = 1.09 is for the whole data including Oklo, because, as we noted,

the Oklo constraint has been already “included” in a sense. In comparison,
however, the 1-parameter fit gives an unacceptably large χ2 when we include
the Oklo data, which was the starting point of the whole discussion.

• Our 3-parameter fit was motivated originally by a theoretical “prejudice”.
There was no guarantee that it fits the reality. We are relieved to find that
our prejudice somehow survived a realistic test.

We now discuss what the confidence region for 68% is like for this 3-parameter
fit. We imagine a confidence volume in three-dimensional space of b, a, T . Figure 9
shows, however, two-dimensional cross sections for three different values of b. The
contour labeled by 2.4 in this figure shows the one for b = 2.4. We also show
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b a T

0.0 .728 .716 136.83 1.10
2.4 .151 .714 136.19 1.09
4.0 .051 .71 136.46 1.09

Fig. 9. The 3-dimensional 68% confidence region is illustrated in terms of three cross
sections for b = 0.0, 2.4, 4.0, as marked beside each contour, shown in 2-dimensional
a − T space

Table 2. Comparison between the damped-oscillator-like fit with an example of the
cosmological solution

a b T

Cosmological solution ≈ 2.4 ≈ 2.5 ≈ 0.22
in Fig. 7

Fit in Fig. 8 0.15 ± 0.05 2.4 ± 2 0.71 ± 0.06

other two cross sections corresponding to b = 0.0 and b = 4.0, respectively. They
give only slightly larger χ2 than that for b = 2.4. In this way one imagines what
the three-dimensional volume looks like. The curves for these b are also plotted
by the dotted and dashed curves, respectively. in Fig. 8. They are different from
each other only in the lower-u region, u <∼ 0.5.

We further add that we obtained several other solutions with other values
of b, a, T which give local minima of χ2, as we indicated before. As it turned
out, however, they tend to give χ2

red
>∼1.2. This is a number which is nearly

comparable with χ2
red = 1.24, which we would obtain by fitting the QSO data by

a horizontal straight line y = 0, namely the u-axis itself. We may have a good
reason to exclude these fits.

We may compare the result shown in Fig. 8 with the cosmological solution
which we started from, as we showed in Fig. 7. For the latter we may estimate
the parameters approximately, which will be shown in Table 2, together with
the corresponding ones for the former.

Agreement in the values of b is obvious. We have to have more theoretical
details in order for the comparison of a to make sense, though we may reasonably
find a consistency. On the other hand, there is a discrepancy between the values
of T . The available QSO data shows a rather flat distribution of ∆α/α, which
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Fig. 10. Another magnified view of the behavior of σ. The previous Fig. 7 is only a
small part of the present figure, corresponding to a curve with the attached number
7544. These numbers show the last 4 digits in the initial value at t = 1010, as explained
in detail in [20]. The nucleosynthesis and CMB times are ≈ 45 and ≈ 55, respectively.
The vertical scale may be accepted as arbitrary at this moment.

favors a “larger” T . In this connection we point out, however, that we have
chosen the solution in Fig. 7 rather arbitrarily. In fact Fig. 10 indicates that it
happened that we have come across a relatively small T . We only conclude that
we have to look for other solutions of the cosmological equations which still fit
the way of the cosmological acceleration.

Finally, we add the following comments for further improvements of the fit.

• We show Fig. 10, taken from Chap. 5 of [20], which includes Fig. 7 as a small
portion for a special choice of the initial value. This figure also demonstrates
that the detailed behavior of the small oscillation depends heavily on the
early history, depending sensitively on the behavior of the scalar fields at
the initial times, particularly on those around the time of nucleosynthesis.
In this sense determining ∆α/α in this epoch as well as in the CMB era is
crucially important in this approach.

• In our approach in terms of (11) we assumed that the present time cor-
responds to the limiting, still transient, behavior toward the common flat
value immediately prior to the big and sudden jump of σ. It seems better
to consider that we are in the middle of the oscillation behavior, in general.
Taking this possibility into account will make it more likely to satisfy the
natural condition y(0) = 0, which should be true by definition. This type of
the fit will be discussed in Appendix C.

• Our analysis is based on the simplest assumption on the σ − χ interaction,
as given by (5.58) of [20]. This might be modified to improve the fit.
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As the very last comment, we hope that natural reactors will be discovered
somewhere else, thus providing us with additional constraints, hopefully at dif-
ferent times.

Appendix

A Bound on ∆α/α from the Coulomb-Only Estimate

The situation described in Fig. 2 may be given the expression

Er = Mc + Ms, (A.1)

with the condition
|Er| 
 |Mc(α)| ∼ |Ms(αs)|. (A.2)

We then obtain

∆Er =
∂Er

∂α
∆α+

∂Er

∂αs
∆αs

=
Mc

α
∆α+

Ms

αs
∆αs. (A.3)

In deriving the second equation we assumed

∂Mc

∂α
=

Mc

α
and

∂Ms

∂αs
=

Ms

αs
, (A.4)

to simplify the equations, for the moment.
According to (A.1) and (A.2) we put (A.3) into

∆Er ≈ Mc

(
∆α

α
− ∆αs

αs

)
. (A.5)

Ignoring the second term yields the Coulomb-only estimate

∆α

α
≈ ∆Er

Mc
≡ Dc0. (A.6)

On the other hand, we notice that the right-hand side of (A.5) happens to vanish
if

∆αs

αs
=
∆α

α
, (A.7)

leaving ∆α/α undetermined in terms of ∆Er. (We then have to bring Er back
again on the right-hand side of (A.5), as discussed at the end of Sect. 5 of [6],
thus corresponding to the “exception” mentioned toward the end of Sect. 3. We
ignore this case at this moment.) We may assume, however,

∆αs

αs
= ξ

∆α

α
, (A.8)
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where ξ is to be determined based on the more fundamental laws of physics, as
attempted in [8],[22],[23]. By using this in (A.5), we obtain

∆α

α
≈ (1 − ξ)−1Dc0. (A.9)

Suppose a special relation (A.7) holds true within the accuracy of 10%, for
example. This implies that (A.8) holds true for

ξ = 1 + δξ with |δξ| <∼ 0.1. (A.10)

Then (A.9) implies ∣∣∣∣∣
1
Dc0

∆α

α

∣∣∣∣∣ = |δξ|−1 >∼ 10. (A.11)

In other words, ∆α/α should remain close to the Coulomb-only estimate within
an order of magnitude, unless the equality ∆α/α = ∆αs/αs holds true to the
accuracy better than 10%.

This result may be extended to more general situations, in which Mc and
Ms depend on αs and α, respectively, though then separating into Mc and Ms

in (A.1) may not be unique. A certain relation like (A.7) is expected to result
in the vanishing right-hand side of an equation corresponding to (A.5). It is
unlikely that the relation of this kind holds true exactly in practice.2 Unless it
does within the accuracy of 10%, we should always expect ∆α/α to remain less
than an order of magnitude of the Coulomb-only estimate.

B Distant Migration of the Higher Resonances

We have so far assumed that ∆Er is very small, much smaller than Er =
93.7 meV for Sm. In fact we obtained ∆Er as small as 10 meV, thus giving
|∆α/α| ∼ 10−8. This is the right attitude as long as we try to find as small an
upper bound as we can. Now, however, the QSO result indicates a much larger
value, up to 2 or 3 orders of magnitude larger. This might raise a question if
the Oklo phenomenon does in fact yield a correspondingly larger ∆Er. One may
suggest that we are looking in the remnants of Oklo RZ at a distant “migration”
of a higher resonance down nearly to the threshold of n+ 149Sm.

This possibility was already discussed by Shlyakhter [5], based on a statistical
argument. Inspired by his approach, Akira Iwamoto and the present author
attempt here a similar analysis on the issue, reaching a rather negative conclusion
by including the observation of Gd. We start, however, with discussing Sm first,
for which the energies and the widths of the first four resonances are shown in
Table 3.
2 From the minimal supersymmetric standard model follows ξ ≈ 6 at µ = MZ [23],

though this result is not readily extrapolated to a much smaller µ in QCD, making
it even unlikely to derive a value anywhere near unity.
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Table 3. First four resonances in n +149 Sm. Γn is the elastic width. The last line
represents the approximate expected time-variability of α obtained by the Coulomb-
only estimate in units of 10−5

Resonances 1st 2nd 3rd 4th

Er (meV) 97 872 4950 6430

Γn (meV) 0.53 0.74 2.13 0.72

Γtot (meV) 30 30 31 30

∆α/α (10−5) ∼ 10−3 0.08 0.45 0.58

Suppose∆Er was negative and so large 2 Gys ago that one of the higher levels
came down nearly to the same position as the first resonance. We may expect a
significant effect if its (shifted) energy minus 97 meV happens to be close to the
threshold. We may ignore the thermal energy (60−90)meV corresponding to the
estimated temperature of (200 − 400)◦C in the natural reactors. According to
Table 3, the elastic width Γn is found to be proportional to the center-of-mass
momentum within an order of magnitude. We then expect the Coulomb-only
estimate ∆α/α = ∆Er/Mc ≈ −Er/Mc to be roughly correct with a common
value Mc ≈ −1.1 MeV for Er 
 MeV. This is the way we have obtained the
last line of Table 3. Interesting enough, the values for the last two resonances
turn out to be comparable with those reported by the QSO observations [9], but
with the wrong sign.

We notice, however, that Γtot is considerably smaller than the energy differ-
ence required for the shift, implying that the “probability” of finding a shifted
level that falls in the range of ∼ Γtot ∼ 30 meV around the threshold is rather
small. This conclusion seems to be corroborated by taking 155,157Gd into account
as will be discussed.

There are many excited levels also in n+ 155,157Gd, some of which are illus-
trated in Fig. 11. The first resonance levels appear at exceptionally low energies,
26.8meV and 31.4meV, respectively. They are nearly degenerate. This unique
feature is shared by none of the higher resonances, though all of them show
remarkably similar widths, around 100 meV.

The analysis of the Oklo natural reactors shows, however, that considerable
enhancement near the threshold appears to occur for both isotopes. This conclu-
sion seems to remain true even if a possible significant effect of “contamination”
is included [6]. What we observe is reasonably interpreted as coming from both
of the two resonances.

The inherent ambiguity coming from higher resonances as encountered for
n + 149Sm is also relevant here. This time, however, we must expect the levels
to land near the thresholds “simultaneously” in both reactions. This requires
“squared” smallness of the probability in view of Fig. 11. Note that the ratios
of the widths to the level spacings are even smaller than those in Sm. Small
probability will be “cubic” if we combine all of the results of Sm and Gd.
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155
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Fig. 11. Levels of resonances of n + 155Gd and n + 157Gd, shown above and below
the horizontal axis, respectively. The scale of the energy levels is eV. They appear
to be distributed rather randomly, except for the first resonances which are nearly
degenerate.

All in all, it is highly unlikely that the “discrepancy” between the Oklo
constraint and the QSO result can be removed by assuming “distant migration”
of higher resonance levels of the relevant isotopes.

C Another 3-Parameter Fit with an Offset

We have recently found a fit with an offset parameter included, parametrized by

y(u) = a
(
ebu cos (v − v1) − cos (v1)

)
, (C.1)

where v/u = voklo/uoklo = 2πT−1 with v1 determined by

v1 = tan−1 ((e−buoklo − cos(voklo)
)
/ sin(voklo)

)
. (C.2)

We easily find that y defined this way vanishes both at u = 0 and u = uoklo. The
three parameters a, b, T are then determined to minimize χ2 for the QSO data.
The result is for a = 0.046, b = 4.0, T = 1.307 with the fit shown in Fig. 12. The
resulting χ2

red = 1.071 is even smaller than 1.09 for our previous 3-parameter fit
in Fig. 8.

Through these analyses we also find it unlikely that the current QSO result
respects another constraint at the “meteorite time” around 4.6 Gys ago, or
u ≈ 0.33, requiring |y| <∼ 0.025 [8]. The basic formulation used in analyzing the
decay of 187Re →187Os has been re-examined [24],[25].
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Fig. 12. The best fit of (C.1) for a = 0.046, b = 4.0, T = 1.307 giving χ2
red = 1.071

which is comparable with 1.06 for the weighted mean of [9]
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Abstract. We describe two experimental tests of the Equivalence Principle that are
based on frequency measurements between precision oscillators and/or highly accurate
atomic frequency standards. Based on comparisons between the hyperfine frequencies
of 87Rb and 133Cs in atomic fountains, the first experiment constrains the variability
of fundamental constants. The second experiment is based on a comparison between
a cryogenic sapphire oscillator and a hydrogen maser. It tests Local Lorentz Invari-
ance. In both cases, we report recent results which improve significantly over previous
experiments.

1 Introduction

Einstein’s Equivalence Principle (EP) is at the heart of special and general rela-
tivity and a cornerstone of modern physics. The central importance of this pos-
tulate in modern theory has motivated tremendous work to experimentally test
EP [1]. Additionally, nearly all unification theories (in particular string theories)
violate EP at some level [2–4] which further motivates experimental searches for
such violations. A third motivation comes from a recent analysis of absorption
systems in the spectra of distant quasars [8] which seems to indicate a variation
of the fine-structure constant α over cosmological timescale, in violation of EP.

EP is made of three constituent elements. The Weak Equivalence Principle
(WEP) postulates that trajectories of neutral freely falling bodies are independent
of their structure and composition. Local Lorentz Invariance (LLI) postulates
that in any local freely falling reference frame, the result of a non-gravitational
measurement is independent of the velocity of the frame. Finally, Local Position
Invariance (LPI) postulates that in any local freely falling reference frame, the
result of a non-gravitational measurement is independent of where and when it is
performed. The experiments described here use precision oscillators and atomic
clocks to test LLI and LPI.

S. Bize et al., Cold Atom Clocks, Precision Oscillators and Fundamental Tests, Lect. Notes Phys.
648, 189–207 (2004)
http://www.springerlink.com/ c© Springer-Verlag Berlin Heidelberg 2004
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In a first section, experiments testing LPI are described. In these experi-
ments, frequencies of atomic transitions are compared to each other in a local
atomic clock comparison. The measurements are repeated over a few years. LPI
implies that these measurements give consistently the same answer, a predic-
tion which is directly tested. These experiments can be further interpreted as
testing the stability of fundamental constants, if one recognizes that any atomic
transition frequency can (at least in principle) be expressed as a function of
properties of elementary particles and parameters of fundamental interactions.
Such interpretation requires additional input from theoretical calculations of
atomic frequencies. In this first section, after reviewing some of these calcula-
tions, we describe a comparison between 87Rb and 133Cs hyperfine frequencies
in atomic fountains. We give new and significant constraints to the variability of
fundamental constants based on the results of these experiments.

In a second part, a test of LLI is described. The frequency of a macroscopic
cryogenic sapphire resonator is measured against a hydrogen maser as a function
of time. We look for sidereal and and semi-sidereal modulations of the measured
frequency which would indicate a violation of LLI depending on the speed and
orientation of the laboratory frame with respect to a preferred frame. First the
Robertson, Mansouri and Sexl theoretical framework is described as a basis to
interpret the experiments. Then new results improving on previous experiments
are reported.

2 Test of Local Position Invariance.
Stability of Fundamental Constants

2.1 Theory

Local Position Invariance can be verified experimentally by repeating the same
local experiment at different locations and/or different times. The most funda-
mental such experiments are measurements of the variation in time and space of
fundamental constants, like the ones presented here. In general, putative viola-
tions of LPI are expected to be linked to couplings between the non-gravitational
fields of the local experiment and the external gravitational field [5,6] or to slow
time drifts of fundamental constants of cosmological origin [4]. The former can
be tested by searching for a variation of fundamental constants with changes of
the external gravitational field (e.g. due to the periodic movement of the lab-
oratory in the sun’s gravitational field [7]), the latter by searching for a linear
time variation of the fundamental constants. Here we present experiments of the
second kind, but in principle the same experiments can also be used to search
for the periodic variations (at diurnal and annual frequencies) that would be in-
duced by the varying local gravitational potential, provided that sufficient data
was available.

Tests described here are based on highly accurate comparisons of atomic
energies. In principle at least, it is possible to express any atomic energy as
a function of the elementary particle properties and the coupling constants of
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fundamental interactions using Quantum Electro-Dynamics (QED) and Quan-
tum Chromo-Dynamics (QCD). As a consequence, it is possible to deduced a
constraint to the variation of fundamental constants from a measurement of the
stability of the ratio between various atomic frequencies.

Different types of atomic transitions are linked to different fundamental con-
stants. The hyperfine frequency in a given electronic state of alkali-like atoms (in-
volved for instance in 133Cs, 87Rb [9], 199Hg+ [10,11], 171Yb+ microwave clocks)
can be approximated by:

ν
(i)
hfs � R∞c× A(i)

hfs × g(i)
(
me

mp

)
α2 F

(i)
hfs(α), (1)

where R∞ is the Rydberg constant, c the speed of light, g(i) the nuclear g-factor,
me/mp the electron to proton mass ratio and α the fine structure constant. In
this equation, the dimension is given by R∞c, the atomic unit of frequency. A(i)

hfs

is a numerical factor which depends on each particular atom. F (i)
hfs(α) is a rela-

tivistic correction factor to the motion of the valence electron in the vicinity of
the nucleus. This factor strongly depends on the atomic number Z and has a ma-
jor contribution for heavy nuclei. The superscript (i) indicates that the quantity
depends on each particular atom. Similarly, the frequency of an electronic tran-
sition (involved in H [12], 40Ca [13], 199Hg+ [14], 171Yb+ [15,16] optical clocks)
can be approximated by

ν
(i)
elec � R∞c× A(i)

elec × F (i)
elec(α). (2)

Again, the dimension is given by R∞c. A(i)
elec is a numerical factor. F (i)

elec(α) is
a function of α which accounts for relativistic effects, spin-orbit couplings and
many-body effects 1. From (1) and (2), it is possible to calculate the ratio between
the frequencies in atomic species (i) and (ii), depending on the type of transition
involved:

ν
(ii)
elec

ν
(i)
elec

∝ F
(ii)
elec(α)

F
(i)
elec(α)

, (3)

ν
(ii)
hfs

ν
(i)
elec

∝ g(ii)me

mp
α2F

(ii)
hfs (α)

F
(i)
elec(α)

, (4)

ν
(ii)
hfs

ν
(i)
hfs

∝ g(ii)

g(i)
F

(ii)
hfs (α)

F
(i)
hfs(α)

. (5)

The product of constants R∞c cancels out in the ratio of two atomic frequencies
and only dimensionless factors are left. Also, numerical factors that are irrelevant
1 It should be noted that in general the energy of an electronic transition has in fact

a contribution from the hyperfine interaction. However, this contribution is a small
fraction of the total transition energy and thus carries no significant sensitivity to a
variation of fundamental constants. The same applies to higher order terms in the
expression of the hyperfine energy (1). A precision of 1 to 10 % on the sensitivity is
sufficient to interpret current experiments.
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to the present discussion have been omitted. Already, the different sensitivity of
the various type of comparison can be seen in these equations. Comparisons be-
tween electronic transitions (3) are only sensitive to α. Comparisons between hy-
perfine transitions (5) are sensitive both to α and the strong interaction through
the nuclear g-factors. Comparisons between an electronic transition and a hy-
perfine transition (4) are sensitive to α, to the strong interaction and to the
electron mass.

The sensitivity of a given atomic transition to the variation of fundamental
constants can be derived from (1) and (2):

δ ln

(
ν

(i)
hfs

R∞c

)
� δg(i)

g(i)
+
δ(me/mp)
(me/mp)

+
(

2 + α
∂

∂α
lnF (i)

hfs(α)
)

× δα

α
, (6)

δ ln

(
ν

(i)
elec

R∞c

)
�
(
α
∂

∂α
lnF (i)

elec(α)
)

× δα

α
. (7)

In recent work [17], it has been suggested that this analysis can be pushed one
step further by linking the g-factors g(i) and the proton mass mp to fundamental
parameters, namely the mass scale of QCD ΛQCD and the quark mass mq =
(mu +md)/2. Within this framework, any atomic frequency comparison can be
interpreted as testing the stability of three dimensionless fundamental constants:
α, mq/ΛQCD and me/ΛQCD. For any transition we can write

δ ln
(
ν(i)

R∞c

)
� K(i)

α × δα

α
+K(i)

q × δ(mq/ΛQCD)
(mq/ΛQCD)

+K(i)
e × δ(me/ΛQCD)

(me/ΛQCD)
(8)

where the superscript (i) again indicates that the coefficient depends on each
particular transition. Hyperfine transitions are sensitive to all three fundamen-
tal constants (K(i)

α ,K
(i)
q �= 0; K(i)

e � 1). For electronic transitions, we have
K

(i)
e ,K

(i)
q � 0 and therefore they are essentially sensitive to a variation of α.

Four well chosen atomic transitions constraining the stability of three indepen-
dent frequency ratios are enough to constrain independently the stability of the
three fundamental constants α, mq/ΛQCD and me/ΛQCD. From these equations,
it can be seen that at least two different hyperfine transitions must be involved
to independently constrain mq/ΛQCD and me/ΛQCD which emphasizes the need
to maintain and improve highly accurate microwave atomic clocks2. With more
than four well chosen atomic clocks, redundancy is achieved which means that
a non-vanishing variation of fundamental constants can be identified by a clear
signature.

Calculations of the coefficients have now been done for a large number of
atomic species [10,17–22]. For hyperfine transitions in 87Rb, 133Cs and 199Hg+

the most recent calculation gives [17]

δ ln
(
νhfs(87Rb)
R∞c

)
� 2.34

δα

α
− 0.064

δ(mq/ΛQCD)
(mq/ΛQCD)

+
δ(me/ΛQCD)
(me/ΛQCD)

, (9)

2 In principle, it is also possible to use a vibrational molecular transition with K
(i)
α � 0

and K
(i)
e � 1/2.
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δ ln
(
νhfs(133Cs)
R∞c

)
� 2.83

δα

α
+ 0.11

δ(mq/ΛQCD)
(mq/ΛQCD)

+
δ(me/ΛQCD)
(me/ΛQCD)

, (10)

δ ln
(
νhfs(199Hg+)

R∞c

)
� 4.3

δα

α
− 0.02

δ(mq/ΛQCD)
(mq/ΛQCD)

+
δ(me/ΛQCD)
(me/ΛQCD)

. (11)

In each case, the most recent and precise value for the K(i)
α coefficient given here

is in good agreement with earlier calculations [10]. For electronic transitions in
H, 40Ca and 199Hg+, we have

δ ln
(
νelec(H)
R∞c

)
� 0 , (12)

δ ln
(
νelec(40Ca)
R∞c

)
� 0.03

δα

α
, (13)

δ ln
(
νelec(199Hg+)

R∞c

)
� −3.2

δα

α
. (14)

A new generation of laser cooled optical clocks is now under development in
several groups (87Sr [23–25], 171Yb, 27Al+ [26],...). This work will significantly
improve the stringency and redundancy of this test of LPI.

2.2 Experiments with 87Rb and 133Cs Fountain Clocks

In these experiments, three atomic fountains are compared to each other, us-
ing a hydrogen maser (H-maser) as a flywheel oscillator (Fig. 1). Two foun-
tains, a transportable fountain FOM, and FO1 [27] are using cesium atoms. The
third fountain is a dual fountain (FO2) [28], operating alternately with rubidium
(FO2Rb) and cesium (FO2Cs). These fountains have been continuously upgraded
in order to improve their accuracy from 2×10−15 in 1998 to 8×10−16 for cesium
and from 1.3 × 10−14 [29] to 6 × 10−16 for rubidium.

Fountain clocks operate as follows. First, atoms are collected and laser cooled
in an optical molasses or in a magneto-optical trap in 0.3 to 0.6 s. Atoms are

� � � � � �
� �

� � 	 
 � � �

� � 

� � �
� �

Fig. 1. BNM-SYRTE clock ensemble. A single 100 MHz signal from a H-maser is used
for frequency comparisons and is distributed to each of the microwave synthesizers of
the 133Cs (FO1, FOM, FO2Cs) and 87Rb fountain clocks. In 2001, the Rb fountain
has been upgraded and is now a dual fountain using alternately rubidium (FO2Rb) or
cesium atoms (FO2Cs).
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launched upwards, and selected in the clock level (mF = 0) by a combination
of microwave and laser pulses. Then, atoms interact twice with a microwave
field tuned near the hyperfine frequency, in a Ramsey interrogation scheme. The
microwave field is synthesized from a low phase noise 100 MHz signal from a
quartz oscillator, which is phase locked to the reference signal of the H-maser
(Fig. 1). After the microwave interactions, the population of each hyperfine state
is measured using light induced fluorescence. This provides a measurement of the
transition probability as a function of microwave detuning. Successive measure-
ments are used to steer the average microwave field to the frequency of the
atomic resonance using a digital servo system. The output of the servo provides
a direct measurement of the frequency difference between the H-maser and the
fountain clock.

The three fountains have different geometries and operating conditions: the
number of detected atoms ranges from 3 × 105 to 2 × 106 at a temperature
of ∼ 1µK, the fountain cycle duration from 1.1 to 1.6 s. The Ramsey resonance
width is between 0.9 and 1.2 Hz. In measurements reported here the fractional
frequency instability is (1 − 2) × 10−13τ−1/2, where τ is the averaging time in
seconds. Fountain comparisons have a typical resolution of ∼ 10−15 for a 12 hour
integration, and each of the four data campaigns lasts from 1 to 2 months during
which an accuracy evaluation of each fountain is performed.

The 2002 measurements are presented in Fig. 2, which displays the maser
fractional frequency offset, measured by the Cs fountains FOM and FO2Cs. Also
shown is the H-maser frequency offset measured by the Rb fountain FO2Rb
where the Rb hyperfine frequency is conventionally chosen to be νRb(1999) =
6 834 682 610.904 333 Hz, our 1999 value. The data are corrected for the system-
atic frequency shifts listed in Table 1. The H-maser frequency exhibits fractional
fluctuations on the order of 10−14 over a few days, ten times larger than the typ-
ical statistical uncertainty resulting from the instability of the fountain clocks.
In order to reject the H-maser frequency fluctuations, the fountain data are
recorded simultaneously (within a few minutes). The fractional frequency differ-
ences plotted in Fig. 2 b illustrate the efficiency of this rejection. FO2 is operated
alternately with Rb and Cs, allowing both Rb-Cs comparisons and Cs-Cs com-
parisons (central part of Fig. 2) to be performed.

Systematic effects shifting the frequency of the fountain standards are listed
in Table 1. The quantization magnetic field in the interrogation region is deter-
mined with a 0.1 nT uncertainty by measuring the frequency of a linear field-
dependent “Zeeman” transition. The temperature in the interrogation region is
monitored with 5 platinum resistors and the uncertainty on the black-body radi-
ation frequency shift corresponds to temperature fluctuations of about 1 K [30].
Clock frequencies are corrected for the cold collision and cavity pulling frequency
shifts using several methods [31,32]. For Rb, unlike [32], an optical molasses with
a small number of atoms (∼ 5.4 × 106) is used. We thus estimate that these two
shifts are smaller than 5×10−17. All other effects do not contribute significantly
and their uncertainties are added quadratically. We searched for the influence
of synchronous perturbations by changing the timing sequence and the atom
launch height. To search for possible microwave leakage, we changed the power
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Fig. 2. The 2002 frequency comparison data. a) H-maser fractional frequency offset
versus FOM (black squares), and alternately versus FO2Rb (open circles) and FO2Cs

(open triangles between dotted lines). b) Fractional frequency differences. Between
dotted lines, Cs-Cs comparisons, outside Rb-Cs comparisons. Error bars are purely
statistical. They correspond to the Allan standard deviation of the comparisons and
do not include contributions from fluctuations of systematic shifts of Table 1.

Table 1. Accuracy budget of the fountains involved in the 2002 measurements (FO2
et FOM).

Fountain FO2Cs FO2Rb FOM
Effect Value & Uncertainty (10−16)

2nd order Zeeman 1773.0 ± 5.2 3207.0 ± 4.7 385.0 ± 2.9
Blackbody Radiation −173.0 ± 2.3 −127.0 ± 2.1 −186.0 ± 2.5

Cold collisions
+ cavity pulling −95.0 ± 4.6 0.0 ± 1.0 −24.0 ± 4.8

others 0.0 ± 3.0 0.0 ± 3.0 0.0 ± 3.7
Total uncertainty 8 6 8

(×9) in the interrogation microwave cavity. No shift was found at a resolution
of 10−15. The shift due to residual coherences and populations in neighboring
Zeeman states is estimated to be less than 10−16. As shown in [33], the shift due
to the microwave photon recoil is very similar for Cs and Rb and smaller than
+1.4 × 10−16. Relativistic corrections (gravitational redshift and second order
Doppler effect) contribute to less than 10−16 in the clock comparisons.
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Fig. 3. Measured 87Rb frequencies referenced to the 133Cs fountains over 57 months.
The 1999 measurement value (νRb(1999) = 6 834 682 610.904 333 Hz) is conventionally
used as reference. A weighted linear fit to the data gives d

dt
ln
(

νRb
νCs

)
= (0.2 ± 7.0) ×

10−16 yr−1. Dotted lines correspond to the 1σ slope uncertainty.

For the Cs-Cs 2002 comparison, we find

νFO2
Cs (2002) − νFOM

Cs (2002)
νCs

= +12(6)(12) × 10−16 (15)

where the first parenthesis reflects the 1σ statistical uncertainty, and the second
the systematic uncertainty, obtained by adding quadratically the inaccuracies of
the two Cs clocks (see Table 1). The two Cs fountains are in good agreement
despite their significantly different operating conditions (see Table 1.), showing
that systematic effects are well understood at the 10−15 level.

In 2002, the 87Rb frequency measured with respect to the average 133Cs
frequency is found to be

νRb(2002) = 6 834 682 610.904 324(4)(7) Hz (16)

where the error bars now include FO2Rb, FO2Cs and FOM uncertainties. This
is the most accurate frequency measurement to date.

In Fig. 3 are plotted all our Rb-Cs frequency comparisons. Except for the
less precise 1998 data [29], two Cs fountains were used together to perform the
Rb measurements. The uncertainties for the 1999 and 2000 measurements were
2.7 × 10−15, because of lower clock accuracy and lack of rigorous simultaneity
in the earlier frequency comparisons [28]. A weighted linear fit to the data in
Fig. 3 determines how our measurements constrain a possible time variation of
νRb/νCs. We find

d

dt
ln
(
νRb

νCs

)
= (0.2 ± 7.0) × 10−16 yr−1 (17)
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which represents a 5-fold improvement over our previous results [28] and a 100-
fold improvement over the Hg+-H hyperfine energy comparison [10]. Using (6)
and the sensitivity to α in (9) and (10), we find that this results implies the
following constraint:

d

dt
ln
(
gCs

gRb
α0.49

)
= (0.2 ± 7.0) × 10−16 yr−1. (18)

Using the link between g-factors, mq and ΛQCD ([17], 9 and 10), we get

d

dt
ln
(
α0.49 [mq/ΛQCD]0.17

)
= (0.2 ± 7.0) × 10−16 yr−1. (19)

A comparison between the single mercury 199Hg+ ion optical clock and the 133Cs
hyperfine splitting has been recently reported by the NIST group [14] which
(according to 10 and 14) constrains the stability of α6.0[me/ΛQCD][mq/ΛQCD]0.1

at the level of 7 × 10−15 yr−1.

3 Tests of Local Lorentz Invariance

Local Lorentz Invariance is one of the constituent elements of the Einstein Equi-
valence Principle (see Sect. 1) and therefore one of the cornerstones of modern
physics. It is the fundamental hypothesis of special relativity and is related to
the “constancy of the speed of light”. The central importance of this postulate
in modern physics has motivated tremendous work to experimentally test LLI
[1,34]. Additionally, nearly all unification theories (in particular string theory)
violate the EP at some level [35] which further motivates experimental searches
for such violations of the universality of free fall [3] and of Lorentz invariance
[36,37].

We report here on experimental tests of LLI using a cryogenic sapphire oscil-
lator and a hydrogen maser. The relative frequency of the two clocks is monitored
looking for a Lorentz violating signal which would modulate that frequency at,
typically, sidereal and semi-sidereal periods due to the movement of the lab with
the rotation of the Earth. We set limits on parameters that describe such Lorentz
violating effects, improving our previous results [42] by a factor 2 and the best
other results [41,44] by up to a factor 70.

Many modern experiments that test LLI rely essentially on the stability of
atomic clocks and macroscopic resonators [38–44], therefore improvements in
oscillator technology have gone hand in hand with improved tests of LLI. Our
experiment is no exception, the large improvements being a direct result of the
excellent stability of our cryogenic sapphire oscillator. Additionally, its operation
at a microwave frequency allows a direct comparison to a hydrogen maser which
provides a highly stable and reliable reference frequency.

Numerous test theories that allow the modeling and interpretation of exper-
iments that test LLI have been developed. Kinematical frameworks [45,46] pos-
tulate a simple parametrisation of the Lorentz transformations with experiments
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setting limits on the deviation of those parameters from their special relativistic
values. A more fundamental approach is offered by theories that parametrise the
coupling between gravitational and non-gravitational fields (THεµ [5,1,6] or χg
[47] formalisms) which allow the comparison of experiments that test different
aspects of the EP. Finally, formalisms based on string theory [34,35,3,36] have
the advantage of being well motivated by theories of physics that are at present
the only candidates for a unification of gravity and the other fundamental forces
of nature.

3.1 Theory

Owing to their simplicity the kinematical frameworks of [45,46] have been widely
used to model and interpret many previous experiments testing LLI [38,40–
42,48,49] and we will follow that route. An analysis based on the more funda-
mental “Standard Model Extension” (SME) [36,50] is under way and will be
published shortly.

By construction kinematical frameworks do not allow for any dynamical ef-
fects on the measurement apparatus. This implies that in all inertial frames two
clocks of different nature (e.g. based on different atomic species) run at the same
relative rate and two length standards made of different materials keep their rel-
ative lengths. Coordinates are defined by the clocks and length standards, and
only the transformations between those coordinate systems are modified. In gen-
eral this leads to observable effects on light propagation in moving frames but, by
definition, to no observable effects on clocks and length standards. In particular,
no attempt is made at explaining the underlying physics (e.g. modified Maxwell
and/or Dirac equations) that could lead to Lorentz violating light propagation
but leave e.g. atomic energy levels unchanged. On the other hand dynamical
frameworks (e.g. the THεµ formalism or the SME) in general use a modified
general Lagrangian that leads to modified Maxwell and Dirac equations and
hence to Lorentz violating light propagation and atomic properties, which is why
they are considered more fundamental and more complete than the kinematical
frameworks. Furthermore, as shown in [50], the SME is kept sufficiently general
to, in fact, encompass the kinematical frameworks and some other dynamical
frameworks (in particular the THεµ formalism) as special cases, although there
are no simple and direct relationships between the respective parameters.

Concerning our experiment the SME allows the calculation of Lorentz vio-
lating effects on the fields inside the sapphire resonator, on the properties of the
sapphire crystal itself and on the hydrogen maser transition. As shown in [59]
the effect on the sapphire crystal amounts to only a few percent of the direct
effect on the fields, and [60] show that the hydrogen mF = 0 → m′

F = 0 clock
transition is not affected to first order. Hence the total effect is dominated by
the Lorentz violating properties of the electromagnetic fields inside the resonator
which can be calculated following the principles laid down in [50]. An analysis of
our experiment in that framework is currently being carried out, and the results
will be published elsewhere in the near future. In this paper we concentrate on
the analysis using the kinematical framework of Mansouri and Sexl [46].



Cold Atom Clocks and Fundamental Tests 199

The Robertson, Mansouri and Sexl Framework

Kinematical frameworks for the description of Lorentz violation have been pi-
oneered by Robertson [45] and further refined by Mansouri and Sexl [46] and
others. Fundamentally the different versions of these frameworks are equiva-
lent, and relations between their parameters are readily obtained. As mentioned
above these frameworks postulate generalized transformations between a pre-
ferred frame candidate Σ(T,X) and a moving frame S(t,x) where it is assumed
that in both frames coordinates are realized by identical standards. We start
from the transformations of [46] (in differential form) for the case where the
velocity of S as measured in Σ is along the positive X-axis, and assuming Ein-
stein synchronization in S (we will be concerned with signal travel times around
closed loops so the choice of synchronization convention can play no role),

dT =
1
a

(
dt+

vdx

c2

)
; dX =

dx

b
+
v

a

(
dt+

vdx

c2

)
; dY =

dy

d
; dZ =

dz

d
(20)

with c the velocity of light in vacuum inΣ. Using the usual expansion of the three
parameters (a ≈ 1+αMSv

2/c2+O (
v4/c4

)
; b ≈ 1+βMSv

2/c2+O (
v4/c4

)
; d ≈ 1+

δMSv
2/c2+O (

v4/c4
)
), setting c2dT 2 = dX2+dY 2+dZ2 in Σ, and transforming

according to (20) we find the coordinate travel time of a light signal in S,

dt =
dl

c

(
1 − (βMS − αMS − 1)

v2

c2
−
(

1
2

− βMS + δMS

)
sin2θ

v2

c2
O
(
v4

c4

))
,

(21)
where dl =

√
dx2 + dy2 + dz2 and θ is the angle between the direction of

light propagation and the velocity v of S in Σ. In special relativity αMS =
−1/2;βMS = 1/2; δMS = 0 and (20) reduces to the usual Lorentz transforma-
tions. Generally, the best candidate for Σ is taken to be the frame of the cosmic
microwave background (CMB) [51,52] with the velocity of the solar system in
that frame taken as v� ≈ 377 km/s, decl. ≈ −6.4◦, RA ≈ 11.2h.

Michelson-Morley type experiments [53,38] determine the coefficient PMM =
(1/2 − βMS + δMS) of the direction dependent term. For many years the most
stringent limit on that parameter was |PMM | ≤ 5 × 10−9 determined over 23
years ago in an outstanding experiment [38]. Our experiment confirms that result
with roughly equivalent uncertainty (2.2 × 10−9). Recently an improvement to
|PMM | ≤ 1.5 × 10−9 has been reported [44]. Kennedy-Thorndike experiments
[39–41] measure the coefficient PKT = (βMS−αMS−1) of the velocity dependent
term. The most stringent limit [41] on |PKT | has been recently improved from
[40] by a factor 3 to |PKT | ≤ 2.1×10−5. We improve this result by a factor of 70 to
|PKT | ≤ 3.0×10−7. Finally clock comparison and Doppler experiments [48,54,49]
measure αMS, currently limiting it to |αMS + 1/2| ≤ 8 × 10−7. The three types
of experiments taken together then completely characterize any deviation from
Lorentz invariance in this particular test theory, with present limits summarized
in Table 2.

Our cryogenic oscillator consists of a sapphire crystal of cylindrical shape
operating in a whispering gallery mode (see Fig. 4 for a schematic drawing and
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Table 2. Present limits on Lorentz violating parameters in the framework of [46]

Reference αMS + 1/2 1/2 − βMS + δMS βMS − αMS − 1

[48,54,49] ≤ 8 × 10−7 - -

[38] - ≤ 5 × 10−9 -

[44] - (2.2 ± 1.5) × 10−9 -

[41] - - (1.9 ± 2.1) × 10−5

our previous results [42] - (1.5 ± 4.2) × 10−9 (−3.1 ± 6.9) × 10−7

this work - (1.2 ± 2.2) × 10−9 (1.6 ± 3.0) × 10−7

�� ��

��� �� ��

Fig. 4. Typical relative frequency stability of the CSO - H-maser difference after re-
moval of a linear frequency drift. The inset is a schematic drawing of the cylindrical
sapphire oscillator with the Poynting vector P in the whispering gallery (WG) mode,
the velocity v(t) of the cylinder with respect to the CMB, and the relevant angles for
a photon in the WG mode.

[55,56] for a detailed description). Its coordinate frequency can be expressed by
ν = m/tc where tc is the coordinate travel time of a light signal around the
circumference of the cylinder (of radius r) and m is a constant. From (21) the
relative frequency difference between the sapphire oscillator and the hydrogen
maser (which, by definition, realizes coordinate time in S [57]) is

∆ν(t)
ν0

= PKT
v(t)2

c2
+ PMM

v(t)2

c2
1
2π

∫ 2π

0
sin2θ(t, ϕ)dϕ+ O(3) (22)

where ν0 = m/(2πr/c), v(t) is the (time dependent) speed of the lab in Σ, and
ϕ is the azimuthal angle of the light signal in the plane of the cylinder. The
periodic time dependence of v and θ due to the rotation and orbital motion
of the Earth with respect to the CMB frame allow us to set limits on the two
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parameters in (22) by adjusting the periodic terms of appropriate frequency and
phase (see [58] for calculations of similar effects for several types of oscillator
modes). Given the limited durations of our data sets (≤ 15 days) the dominant
periodic terms arise from the Earth’s rotation, so retaining only those we have
v(t) = u + Ω × R with u the velocity of the solar system with respect to the
CMB, Ω the angular velocity of the Earth, and R the geocentric position of the
lab. We then find after some calculation.

∆ν/ν0 = PKT (Hsinλ)
+PMM (Acosλ+Bcos(2λ) + Csinλ+Dsinλcosλ+ Esinλcos(2λ)) (23)

where λ = Ωt + φ, and A − E and φ are constants depending on the latitude
and longitude of the lab (≈ 48.7◦N and 2.33◦E for Paris). Numerically H ≈
−2.6 × 10−9, A ≈ −8.8 × 10−8, B ≈ 1.8 × 10−7, C − E of order 10−9. We note
that in (23) the dominant time variations of the two combinations of parameters
are in quadrature and at twice the frequency which indicates that they should
decorrelate well in the data analysis allowing a simultaneous determination of
the two (as confirmed by the correlation coefficients given in Sect. 3.2). Adjusting
this simplified model to our data we obtain results that differ by less than 10%
from the results presented in Sect. 3.2 that were obtained using the complete
model ((22) including the orbital motion of the Earth).

3.2 Experimental Results

The cryogenic sapphire oscillator (CSO) is compared to a commercial (Datum
Inc.) active hydrogen maser whose frequency is also regularly compared to cesium
and rubidium atomic fountain clocks in the laboratory [28]. The CSO resonant
frequency at 11.932 GHz is compared to the 100 MHz output of the hydrogen
maser. The maser signal is multiplied up to 12 GHz of which the CSO signal is
subtracted. The remaining ≈ 67 MHz signal is mixed to a synthesizer signal at
the same frequency and the low frequency beat at ≈ 64 Hz is counted, giving ac-
cess to the frequency difference between the maser and the CSO. The instability
of the comparison chain has been measured and does not exceed a few parts in
1016. The typical stability of the measured CSO - maser frequency after removal
of a linear frequency drift is shown in Fig. 4. Since September 2002 we are taking
continuous temperature measurements on top of the CSO dewar and behind the
electronics rack. Starting January 2003 we have implemented an active temper-
ature control of the CSO room and changed some of the electronics. As a result
the diurnal and semi-diurnal temperature variations during measurement runs
(≈ 2 weeks) were greatly reduced to less than 0.025◦ C in amplitude (best case),
and longer and more reliable data sets became available.

Our previously published results [42] are based on data sets taken between
Nov. 2001 and Sep. 2002 which did not all include regular temperature moni-
toring and control. Here we use only data that was permanently temperature
controlled, 13 data sets in total spanning Sept. 2002 to Aug. 2003, of differing
lengths (5 to 16 days, 140 days in total). The sampling time for all data sets was
100 s except two data sets with τ0 = 12 s. To make the data more manageable we
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Fig. 5. Values of the two parameters (PKT and PMM ) from a fit to each individual
data set (diamonds) and a global fit to all the data (squares). For comparison our
previously published results [42] are also shown (triangles). The error bars indicate the
combined uncertainties from statistics and systematic effects.

first average all points to τ0 = 2500 s. For the data analysis we simultaneously
adjust an offset and a rate (natural frequency drift, typically ≈ 1.7× 10−18 s−1)
per data set and the two parameters of the model (22). In the model (22) we
take into account the rotation of the Earth and the Earth’s orbital motion, the
latter contributing little as any constant or linear terms over the durations of
the individual data sets are absorbed by the adjusted offsets and rates.

When carrying out an ordinary least squares (OLS) adjustment we note that
the residuals have a significantly non-white behavior as one would expect from
the slope of the Allan deviation of Fig. 4. The power spectral density (PSD)
of the residuals when fitted with a power law model of the form Sy(f) = kfµ

yields typically µ ≈ −1.5 to −2. In the presence of non-white noise OLS is not the
optimal regression method [61,62] as it can lead to significant underestimation
of the parameter uncertainties [61].

An alternative method is weighted least squares (WLS) [62] which allows one
to account for non-white noise processes in the original data by pre-multiplying
both sides of the design equation (our (22) plus the offsets and rates) by a
weighting matrix containing off diagonal elements. To determine these off di-
agonal terms we first carry out OLS and adjust the Sy(f) = kfµ power law
model to the PSD of the post-fit residuals determining a value of µ for each data
set. We then use these µ values to construct a weighting matrix following the
method of fractional differencing described, for example, in [61]. Figure 5 shows
the resulting values of the two parameters (PKT and PMM ) for each individual
data set. A global WLS fit of the two parameters and the 13 offsets and drifts
yields PMM = (1.2±1.9)×10−9 and PKT = (1.6±2.3)×10−7 (1σ uncertainties),
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with the correlation coefficient between the two parameters less than 0.01 and
all other correlation coefficients < 0.06. The distribution of the 13 individual
values around the ones obtained from the global fit is well compatible with a
normal distribution (χ2 = 10.7 and 14.6 for PMM and PKT respectively).

Systematic effects with diurnal or semi-diurnal period and appropriate phase
could mask a putative sidereal signal. The statistical uncertainties of PMM and
PKT obtained from the WLS fit above correspond to sidereal and semi-sidereal
terms (from (23)) of ≈ 7 × 10−16 and ≈ 4 × 10−16 respectively so any system-
atic effects exceeding these limits need to be taken into account in the final
uncertainty. We expect the main contributions to such effects to arise from tem-
perature, pressure and magnetic field variations that would affect the hydrogen
maser, the CSO and the associated electronics, and from tilt variations of the
CSO which are known to affect its frequency. Measurements of the tilt variations
of the CSO with diurnal and semi-diurnal periods show amplitudes of 4.6 µrad
and 1.6 µrad.

To estimate the tilt sensitivity we have intentionally tilted the oscillator by
≈ 5 mrad off its average position which led to relative frequency variations of
≈ 3 × 10−13 from which we deduce a tilt sensitivity of ≈ 6 × 10−17µrad−1.
This value corresponds to a worst case scenario as we expect a quadratic rather
than linear frequency variation for small tilts around the vertical. Even with this
pessimistic estimate diurnal and semi-diurnal frequency variations due to tilt do
not exceed 3×10−16 and 1×10−16 respectively and are therefore negligible with
respect to the statistical uncertainties.

In December 2002 we implemented an active temperature stabilization in-
side an isolated volume (≈ 15 m3) that included the CSO and all the associated
electronics. The temperature was measured continously in two fixed locations
(behind the electronics rack and on top of the dewar). For the best data sets
the measured temperature variations did not exceed 0.02/0.01 ◦C in amplitude
for the diurnal and semi-diurnal components. In the worst cases (the two 2002
data sets and some data sets taken during a partial air conditioning failure)
the measured temperature variations could reach 0.26/0.08 ◦C. When intention-
ally heating and cooling the CSO lab by ≈ 3◦C we see frequency variations of
≈ 5×10−15 per ◦C. This is also confirmed when we induce a large sinusoidal tem-
perature variation (≈ 1.5◦C amplitude). Using this we can calculate a value for
temperature induced frequency variations with diurnal and semi-diurnal periods
for each data set, obtaining values that range from ≈ 1.3×10−15 to ≈ 5×10−17.

The hydrogen maser is kept in a dedicated, environmentally controlled clock
room. Measurements of magnetic field, temperature and atmospheric pressure in
that room and the maser sensitivities as specified by the manufacturer allow us
to exclude any systematic effects on the maser frequency that would exceed the
statistical uncertainties above and the systematic uncertainties from temperature
variations in the CSO lab.

Our final uncertainties (the error bars in Fig. 5) are the quadratic sums of
the statistical uncertainties from the WLS adjustment for each data set and
the systematic uncertainties calculated for each data set from (23) and the
measured temperature variations. For the global adjustment we average the
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systematic uncertainties from the individual data sets obtaining ±1.2 × 10−9

on PMM and ±1.9 × 10−7 on PKT . Adding these quadratically to the WLS
statistical uncertainties of the global adjustment we obtain as our final result
PMM = (1.2 ± 2.2) × 10−9 and PKT = (1.6 ± 3.0) × 10−7 (1σ uncertainties).

4 Conclusion and Outlook

We have reported on two different tests of the Einstein Equivalence Principle
(EP) using the comparison of atomic clocks with different atomic species on one
hand, and the comparison of an atomic clock and a cryogenic sapphire cavity
oscillator on the other. The two experiments are interpreted as testing Local
Position Invariance (LPI) and Local Lorentz Invariance (LLI) respectively which
are both constituent elements of the EP.

The test of LPI is based on the comparison of the hyperfine transitions in
87Rb and 133Cs using atomic fountains that presently reach uncertainties of
(6−8)×10−16. Such measurements were repeated over the last 5 years to search
for a time variation that would indicate a violation of LPI. Our present results
limit a linear variation to d

dt ln
(

νRb
νCs

)
= (0.2±7.0)×10−16 yr−1 which represents

a 5-fold improvement over our previous results [28] and a 100-fold improvement
over the Hg+-H hyperfine energy comparison [10]. When interpreting the results
as a limit on the time variation of fundamental constants (c.f. Sect. 2.1) we
obtain ∣∣∣∣0.49

α̇

α
+ 0.17

d

dt
ln
(
mq

ΛQCD

)∣∣∣∣ ≤ 7 × 10−16 yr−1 (24)

By itself this experiment limits the time variation of a combination of two of the
three fundamental constants of Sect. 2.1. The 199Hg+ to 133Cs comparisons by
the NIST group [14] provide∣∣∣∣6.0 α̇α + 0.1

d

dt
ln
(
mq

ΛQCD

)
+
d

dt
ln
(
me

ΛQCD

)∣∣∣∣ ≤ 7 × 10−15 yr−1 (25)

Combining these two results we have two constraints on the variation of the
three fundamental constants, with the missing third constraint requiring the
comparison over time with a fourth atomic transition (c.f. Sect. 2.1).

The test of LLI is based on the comparison of a hydrogen maser clock to a
cryogenic sapphire microwave cavity. This experiment simultaneously constrains
two combinations of the three parameters of the Mansouri and Sexl test theory
(previously measured individually by Michelson-Morley and Kennedy-Thorndike
experiments). We obtain δMS − βMS + 1/2 = 1.2(1.9)(1.2) × 10−9 which is
of the same order as the best previous results [38,44], and βMS − αMS − 1 =
1.6(2.3)(1.9)×10−7 which improves the best previous limit [41] by a factor of 70
(the first bracket indicates the 1σ uncertainty from statistics the second from sys-
tematic effects). We improve our own previous results [42] by about a factor 2 due
to more and longer data sets and to improved temperature control of the experi-
ment. We note that our value on δMS −βMS +1/2 is compatible with the slightly
significant recent result of [44] who obtained δMS−βMS+1/2 = (2.2±1.5)×10−9.
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As a result of our experiment the Lorentz transformations are confirmed in
this particular test theory with an overall uncertainty of ≤ 8×10−7 limited now
by the determination of αMS from Doppler and clock comparison experiments
[48,49]. This is likely to be improved in the coming years by experiments such as
ACES (Atomic Clock Ensemble in Space [63]) that will compare ground clocks
to clocks on the international space station aiming at a 10-fold improvement on
the determination of αMS.

In the future, the two tests of LPI and LLI presented here are expected
to further improve due to improvements in the accuracies of the atomic clocks
involved and due to new experimental strategies, ultimately leading to space-
borne versions of the experiments.

Ongoing efforts are expected to improve the accuracy of both 87Rb and 133Cs
to the 10−16 level. The corresponding limit to variations of fundamental con-
stants will then be decreased to ∼ 10−16 yr−1 or less. Recent advances in the
field of optical frequency metrology will probably lead optical frequency stan-
dards to surpass microwave clocks. Comparing such standards to each other will
provide very stringent limits to the variation of the fine structure constant α.
To keep the constraints to the variation of mq/ΛQCD and me/ΛQCD at the same
level, further efforts and new methods will have to be invented to improve mi-
crowave clocks. These tests will also greatly benefit from a new generation of
time/frequency transfer at the 10−16 level which is currently under development
for the ESA space mission ACES which will fly ultra-stable clocks on board
the international space station in 2006 [63] and a similar project conducted by
NASA. These missions will allow highly precise comparisons between clocks de-
veloped in distant laboratories and based on different atomic species and/or
different technologies.

Concerning the test of LLI, new proposals have been made to use two orthog-
onal resonators or two orthogonal modes in the same sapphire resonator placed
on a rotating platform [58]. Such a set-up is likely to improve the tests of LLI
by several orders of magnitude as the relevant time variations will now be at the
rotation frequency (≈ 0.01−0.1 Hz) which is the range in which such resonators
are the most stable (≈ 100 fold better stability). Additionally many systematic
effects are likely to cancel between the two orthogonal oscillators or modes and
the remaining ones are likely to be less coupled to the rotation frequency than to
the sidereal frequencies used in our experiment. Ultimately, it has been proposed
[64] to conduct these tests on board of an Earth orbiting satellite, again with a
potential gain of several orders of magnitudes over current limits.
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Abstract. In 2003 we have measured the absolute frequency of the (1S, F = 1, mF =
±1) → (2S, F ′ = 1, m′

F = ±1) two-photon transition in atomic hydrogen. By com-
parison with the earlier measurement in 1999 we can set an upper limit on its vari-
ation of (−29 ± 57) Hz within 44 months. We have combined this result with re-
cently published results of optical transition frequency measurements in the 199Hg+

ion and comparison between clocks based on 87Rb and 133Cs. From this combina-
tion we deduce the limits for fractional time variations of the fine structure constant
α̇/α = ∂/∂t(ln α) = (−0.9 ± 2.9) × 10−15 yr−1 and for the ratio of 87Rb and 133Cs
nuclear magnetic moments ∂/∂t(ln[µRb/µCs]) = (−0.5 ± 1.7) × 10−15 yr−1. This is the
first precise restriction for the fractional time variation of α made without assump-
tions about the relative drifts of the constants of electromagnetic, strong and weak
interactions.

1 Introduction

The question of constancy of fundamental constants was first raised in Dirac’s
“Large Number hypothesis” (1937) which aimed for a harmonization of basic
laws of physics [1]. Since then, this hypothesis has been reviewed and extended
by many other scientists opening a broad field of theoretical and experimental
investigations. As there is no accepted theory predicting the values of funda-
mental constants, the question of their possible time variation belongs mostly
to the field of experimental physics. The last decades saw a number of different
astrophysical, geological, and laboratory tests searching for their possible vari-
ation in different time epochs with an ever increasing accuracy. From the point
of view of its importance for physics in general, this problem stays at the same
level as the test of CPT -symmetry and the search for an electric dipole moment
of elementary particles.

In all metric theories of gravity including general relativity any drift of non-
gravitational constants is forbidden. This statement bases on Einstein’s Equiva-
lence Principle (EEP) postulating that (i) the weight of a body is proportional

M. Fischer et al., Precision Spectroscopy of Atomic Hydrogen and Variations of Fundamental Con-
stants, Lect. Notes Phys. 648, 209–227 (2004)
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to its mass, (ii) the result of any non-gravitational measurement is indepen-
dent of the velocity of the laboratory rest-frame (local Lorentz invariance), and
(iii) the result of a non-gravitational measurement is independent of its time and
position in this frame (local time and position invariance). On the other hand,
theories towards a unified description of quantum mechanics and gravity allow
for, or even predict some violations of EEP [2]. In this sense, any experimental
search for a drift of fundamental constants tests the validity of EEP as well as
it provides important constraints on new theoretical models.

The basic principle of all tests of the stability of fundamental constants is
the investigation of time variations of some stable physical value Θ. Usually,
Θ is a dimensionless value which can be the ratio of reaction cross-sections, the
distances, masses, magnetic moments, frequencies and so on. In an experiment
one measures the value Θ at two different times t1 and t2 and compares Θ(t1)
with Θ(t2). The value of Θ may depend on a number of fundamental constants
αi (i = 1, . . . , n) and the conclusion about drifts of αi originate from the anal-
ysis of Θ(t1) −Θ(t2). The functional connection between Θ and αi can include
rather complicated theoretical models and assumptions which make the results
somehow unclear and strongly model-dependent. Even if the dependence Θ(αi)
is straightforward, it is difficult to separate the contributions from individual αi

drifts if n > 1. As mentioned in [3], all the relative drifts of fundamental con-
stants, if existing, should be on the same order of magnitude which can result
in a cancelation of the drift of Θ as well as in its amplification. For example,
according to an elaborate scenario in the framework of a Grand Unification The-
ory, the fractional time variation of hadron masses and their magnetic moments
should change about 38 times faster than the fractional time variation of the
fine structure constant α [4].

Astrophysical and geological methods test the stability of fundamental con-
stants over very long time intervals of 1–10 Gyr. Due to the large difference of
|t1 − t2|, the sensitivity of these methods to a monotonic long-time drift is very
high but they are insensitive to more rapid fluctuations. A recent analysis of
quasar absorption spectra by Murphy et al. with redshifted UV transition lines
indicates a variation of α on the level of ∆α/α = (−0.54 ± 0.12) × 10−5 in the
first half of the evolution of the universe (5–11 Gyr ago) [5]. There are also indi-
cations that in this period the electron to proton mass ratio was different from
its contemporary value on the same level of 10−5 [6]. The analysis of astrophys-
ical data requires a number of model assumptions which include not only the
well-established scenarios of the evolution of the universe, but also assumptions
about the isotopic abundance in interstellar gas clouds, the presence of magnetic
fields and others (see e.g. the review [7]) which are difficult to prove. More recent
observation of quasar absorption spectra, performed by different groups, seem
to rule out a variation of α on the level observed by Murphy et al. [8,9].

A very stringent limit for the time variation of α on geological timescales
follows from the analysis of isotope abundance ratios in the natural fission reactor
of Oklo, Gabon, which operated about 2 Gyr ago. A recent re-analysis of the data
of the 149Sm/147Sm isotope abundance ratio sets a limit of ∆α/α = (−0.36 ±
1.44) × 10−8 [10]. The interpretation of the data is not unambiguous, as the



Precision Spectroscopy of Atomic Hydrogen 211

result strongly depends on reactor operating conditions which are not exactly
known. Selecting another possible reaction branch yields a value of ∆α/α =
(9.8 ± 0.8) × 10−8 [10]. In contrast to the first one, this result indicates a non-
zero drift.

Laboratory experiments are sensitive to variations of fundamental constants
during the last few years and typically base on precise frequency measurements
in atomic or molecular systems. In comparison to astrophysical and geological
ones, laboratory measurements considerably win in relative accuracy which, in
spite of much shorter |t1 − t2| time intervals, leads to a competitive sensitiv-
ity on drifts. Moreover, in this case systematic effects can be well controlled
and the dependence of the transition frequencies on fundamental constants is
straightforward.

Any absolute frequency measurement of some transition in an atomic system
is a comparison of this frequency with the frequency of the ground state hyper-
fine transition of 133Cs. Such a measurement of one transition frequency in one
atomic system imposes a limit on the variation of some simple combinations of
α, nuclear and electron magnetic moments and/or their masses [3]. To separate
the drift of the fine-structure constant one needs either to impose some restrict-
ing assumptions on the time dependence of the coupling constants of the strong
(αS) and electroweak (αW ) interaction [4,11] or make absolute measurements of
two or more transition frequencies possessing different functional dependencies
on the fundamental constants. The second method does not include any model
parameters or additional assumptions which favorably distinguishes it. It is also
possible to make such a model-independent evaluation by directly comparing
e.g. gross- and fine structure or two gross-structure frequencies without com-
parison to a primary frequency standard and thus excluding the corresponding
dependence on the nuclear magnetic moments. To our knowledge, such labora-
tory experiments still have not been done with a level of accuracy competing
modern absolute frequency measurements.

In this work we deduce separate stringent limits for the relative drifts of
the fine structure constant α and the ratio µCs/µB by combining the results of
two optical frequency measurements in the hydrogen atom and in the mercury
ion relative to the ground state hyperfine splitting of 133Cs. The measurements
of the hydrogen transition frequency have been carried out at MPQ, Garch-
ing, Germany and are described below. The experiments on the drift of the
5d106s 2S1/2(F = 0) → 5d96s2 2D5/2(F ′ = 2,m′

F = 0) electric quadrupole tran-
sition frequency νHg in 199Hg+ have been performed by the group of J. Bergquist
at NIST, Boulder CO, USA between July 2000 and December 2002. They are
described in detail elsewhere [12].

From 1999 to 2003, the ratio of the ground state hyperfine splittings of 87Rb
and 133Cs has been determined from a comparison between several simultane-
ously running atomic fountain clocks in BNM-SYRTE and ENS, Paris, France
[13]. Using this result, we can also set a limit for the fractional time variation of
the Rb and Cs nuclear magnetic moment ratio µRb/µCs.

As the measurements were performed at different places and at different times
we have to use the hypothesis, that the results are independent of the place on
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the Earth’s orbit, at least within the last 4 years. In other words, we have to
assume a validity of local Lorentz invariance (LLI) and local position invariance
(LPI) as well as to make the additional hypothesis, that the constants change
on a cosmological time scale and do not oscillate within a few years (linear
drifts). With this exceptions, our results are independent of any further model
assumptions like any form of correlation between the constants or constancy of
a particular set of constants.

2 Hydrogen Spectrometer

In 1999 [14] and 2003, the frequency of the (1S, F = 1,mF = ±1) → (2S, F ′ =
1,m′

F = ±1) two-photon transition in atomic hydrogen has been phase coher-
ently compared to the frequency of the ground state hyperfine splitting in 133Cs
using a high-resolution hydrogen spectrometer and a frequency comb technique
[15]. In 1999, the accuracy of the evaluation of the transition frequency was
1.8 × 10−14. The setup of the hydrogen spectrometer used during this measure-
ment has been described previously in [16]. We have introduced a number of
improvements in the spectroscopic setup which will be described in the follow-
ing. A sketch of the actual setup is shown in Fig. 1.

A cw dye laser emitting near 486 nm is locked to an external reference cavity.
The cavity used during the 1999 measurement was made from Zerodur and had
a typical drift of 25 Hz s−1 at the fundamental frequency. The new cavity made
from Ultra Low Expansion (ULE) glass for the 2003 measurement is better

Fig. 1. Experimental setup for the comparison of the hydrogen 1S–2S transition fre-
quency with a primary frequency standard. The 486 nm light is doubled in a Barium
β-Borate crystal (BBO) in the second harmonic generation (SHG) stage. Resulting
radiation is coupled to a linear enhancement cavity in a vacuum chamber with the
pressure of about 10−5 mbar (HV), while the excitation and detection take place in an
ultra-high vacuum (UHV) zone at the pressure of 10−8–10−7 mbar. EOM and AOM
denote electro- and acousto-optical modulators correspondingly.
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Fig. 2. (Left) spectrum of the beat signal between laser fields locked to two independent
cavities. (Right) extrapolation of the ionization broadening of the 1S–2S transition
spectra to zero excitation power circulating in the enhancement cavity.

shielded against the environment. Its drift has been less than 0.5 Hz s−1 for the
entire time of the measurement. Due to the better thermal and acoustic isolation
and improvements in the laser locking electronics, the laser linewidth is narrower
than it has been in 1999. An upper limit for the laser linewidth has been deduced
from an investigation of the beat signal between two laser fields locked separately
to independent Zerodur and ULE cavities. The spectrum of 12 averaged scans,
each taken in 0.2 s is represented in Fig. 2 (left). The width of this beat signal
spectrum is about 120 Hz at a laser wavelength of 486 nm. Yet it is impossible to
distinguish between the individual noise contributions from the two independent,
but not equivalent cavities. Another restriction can be deduced from the analysis
of the 1S–2S transition spectra. The linewidth of the transition is mainly defined
by time-of-flight broadening and is between 1 kHz and 5 kHz at 121 nm. The
residual linewidth obtained after subtracting the estimated contribution of time-
of flight broadening is plotted on Fig. 2 (right) versus the excitation light power.
The observed broadening is due to the ionization processes and corresponds to
a reduced lifetime of the metastable excited atoms. Extrapolating the residual
linewidth to zero intensity, we get 240(30) Hz at 121 nm. This can be considered
as a contribution from laser frequency fluctuations. Thus, we evaluate the 486 nm
laser linewidth as 60 Hz for averaging times of 0.5 s.

A small part of the laser light is transferred to the neighboring laboratory
via a single mode fiber where its absolute frequency can be measured. The main
part is frequency doubled in a BBO crystal. For higher conversion efficiency,
the crystal is placed in a folded enhancement cavity. The resulting 20 mW of
radiation near 243 nm (corresponding to half of the 1S–2S transition frequency)
is coupled into a linear enhancement cavity inside the vacuum chamber of the
hydrogen spectrometer.

Molecular hydrogen is dissociated in a 15 W, 2.5 GHz radio-frequency gas
discharge. The resulting flow of atomic hydrogen is cooled by inelastic collisions
with the walls of a copper nozzle having the temperature of 5–7 K. The noz-
zle forms a beam of cold atomic hydrogen which leaves the nozzle collinearly
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Fig. 3. (Left) simultaneous fit of a 1S–2S transition spectrum recorded at different
delays ∆t. The nozzle temperature was equal to 7 K. (Right) AC Stark shift extrapo-
lation.

with the cavity axis and enters the interaction region between the nozzle and
the Lα-detector. This region is shielded from stray electric fields by a Faraday
cage. Some of the atoms are excited from the ground state to the metastable 2S
state by Doppler-free absorption of two counter-propagating photons from the
laser field in the enhancement cavity. After the 1999 measurement which had
been performed at a background gas pressure of around 10−6 mbar in the inter-
action region, we have upgraded the vacuum system to a differential pumping
configuration. This allows us to vary the background gas pressure between 10−8

and 10−7 mbar in 2003 and to reduce the background gas pressure shift and the
corresponding uncertainty down to 2 Hz.

Due to small apertures, only atoms flying close to the cavity axis can enter
the detection region where the 2S atoms are quenched in a small electric field and
emit Lα-photons. The excitation light and the hydrogen beam are periodically
blocked by two phase locked choppers operating at 160 Hz frequency and the
Lα-photons are counted time-resolved only in the dark period of the cycle. This
eliminates background counts from the excitation light. The delay ∆t between
blocking the 243 nm radiation and the start of counting sets an upper limit on the
velocity of the atoms which contribute to the signal. For some definite ∆t only
atoms with velocities v < d/∆t are selected, where d is the distance between
nozzle and detector. Therefore, velocity dependent systematic effects such as
the second-order Doppler shift and the time-of-flight broadening are smaller for
spectra recorded at larger ∆t. The hydrogen beam is blocked by a fork chopper
in less then 200 µs after the blocking of the excitation light to prevent slow
atoms from being blown away by fast atoms that emerge subsequently from the
nozzle. With the help of a multi-channel scaler, we count all photons and sort
them into 12 equidistant time bins. From each scan of the laser frequency over
the hydrogen 1S–2S resonance we therefore get 12 spectra at different delays.
To correct for the second order Doppler shift, we use an elaborated theoretical
model [16] to fit all the delayed spectra of one scan simultaneously with one set
of 7 fit parameters (see Fig. 3). The result of the fitting procedure is the 1S–2S
transition frequency for the hydrogen atom at rest.
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Besides the second order Doppler effect, the other dominating systematic
effect is the dynamic AC Stark shift which shifts the transition frequency linearly
with the excitation light intensity. We have varied the intensity and extrapolate
the transition frequency to zero intensity to correct for it [14]. A typical set
of data taken within one day of measurement in 2003 and the corresponding
extrapolation is presented in Fig. 3 (right).

3 Frequency Measurement

For an absolute measurement of the 1S–2S transition frequency in units of Hz,
the frequency of the dye laser near 616.5 THz (486 nm) was phase coherently
compared with a cesium fountain clock [13]. To bridge the large gap between
the optical- and radio-frequency (RF) domain we took advantage of the recently
developed femtosecond laser frequency comb technique incorporating a highly
nonlinear glass fiber, which allows for a further simplification of the experimental
setup as compared to the measurement performed in 1999. In this section we
give an introduction of the frequency comb technique and a description of the
experimental setup, which was used for 1S–2S frequency measurement in 2003.

The pulse train emitted by a sufficiently stable mode locked femtosecond (fs)
laser equals a comb of cw laser modes in the frequency domain. The frequency
of each mode of this comb can be written as fn = nfrep + fceo, where frep is
the pulse repetition rate of the fs laser, n is an integer number and fceo is the
so-called carrier envelope offset frequency [17].

The fs laser emits a train of pulses with a repetition rate frep = 1/T , where T
is the time between consecutive pulses. The envelope function of the pulses has
the periodicity of frep, but it does not necessarily mean that the electrical field
of the pulses has the same periodicity. The pulses have identical field transients
only when the laser cavity roundtrip phase delay of the fs laser pulse equals the
group delay (Fig. 4 top). In this case not only the envelope function but also
the electrical field has the periodicity of frep. This leads to a Fourier spectrum
fn = nfrep, where all the modes are exact multiples of frep. Generally, the group
delay does not equal the phase delay inside the cavity and the frequencies fn

cannot be integer multiples of frep (Fig. 4 bottom). Denoting the phase shift
between the envelope function and the carrier frequency of consecutive pulses as
∆ϕ one can show, that the frequencies can be written as

fn = nfrep + fceo with (1)

fceo =
∆ϕ

2π
frep , fceo < frep .

If frep and fceo are fixed, all the modes of the frequency comb are determined
in their frequency and can be used for measuring the frequency of cw laser light
via beat notes between the cw laser light and a nearby comb mode. The large gap
between the RF and the optical domain is bridged due to the fact that n is a large
integer number of the order of 106. To use the frequency comb for high precision
optical frequency measurements one has to link frep and fceo phase coherently to
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Fig. 4. Time- and frequency domain representation of a pulse train emitted by a mode-
locked laser. If the phase delay is different from the group delay inside the laser cavity,
this leads to the so-called carrier envelope offset frequency fceo, which shifts the fre-
quency comb as a whole.

a Cs primary frequency standard. The Cs clock provides us with an extremely
precise reference frequency to control frep and fceo. The pulse repetition rate
frep is easily measured with a photodiode and controlled via the length of the fs
laser cavity, which can be changed by means of a piezo-mounted cavity mirror.
In general, fceo can be controlled by adjusting the pump power of the fs laser
[18,19]. In the case of a linear laser cavity with a prism pair to compensate for
the group velocity dispersion, fceo can also be controlled by tilting the end mirror
of the dispersive arm of the laser cavity [17]. The challenging problem for some
time was to measure fceo. If the spectrum of the optical frequency comb covers
an entire octave, fceo is most conveniently determined by frequency doubling
the mode fn on the low frequency side of the comb spectrum and comparing the
result with the mode f2n on the high frequency side via a beat note measurement
[19,20]:

2fn − f2n = 2(nfrep + fceo) − (2nfrep + fceo) = fceo . (2)

If the spectrum does not cover an entire octave, one can alternatively compare
3.5f8n and 4f7n to get 1

2fceo [15,17] or 3f2n with 2f3n to obtain fceo [21–23]. The
broad spectra needed for this technique are either directly emitted by the fs laser
[24,25] or can be obtained by external broadening in a highly nonlinear medium
such as a photonic crystal fiber (PCF) [26,27]. A PCF as pictured in Fig. 5 can
be designed to have zero group velocity dispersion (GVD) at 800 nm, which
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Fig. 5. Core design of a photonic crystal fiber (PCF) and spectral broadening of a fs
laser. The PCF was seeded with 20 fs pulses and the average output power of the PCF
was 180 mW.

is the central wavelength of commonly used Ti:sapphire fs lasers. Due to the
vanishing GVD the pulse spreading within the PCF is lower than in usual single
mode fibers. The resulting high peak intensity leads to self phase modulation
and therefore efficient broadening of the initial frequency comb.

If frep and fceo are stabilized by phase coherently linking them to a RF
reference, the accuracy of the RF reference is in one step transferred to all cw
modes of the octave spanning optical frequency comb. Using state-of-the-art Cs
fountain clocks, which already reach accuracies of 10−15 [13], the frequency of an
unknown light field can in principle be measured with the same level of accuracy.
The fs frequency comb technique was tested to be accurate at the < 10−16

level by comparing two independent systems [19,28]. To determine an optical
frequency fopt of the unknown light field one needs to measure the frequency
fbeat of the beat note between the unknown light field and the neighboring mode
fn of the frequency comb. The unknown frequency fopt can then be written as

fopt = fn + fbeat = nfrep + fceo + fbeat . (3)

The mode number n may be determined by a coarse measurement of fopt with a
commercial wavemeter. Using the fs frequency comb technique optical frequency
measurements have been carried out on atoms and ions, demonstrating accura-
cies of up to 10−14 [14,29–31]. An experimental setup for detecting fceo, frep and
fbeat using an octave broad frequency comb is shown in Fig. 6.

Another application of fs frequency combs is the determination of optical
frequency ratios. As a frequency is dimensionless, no RF reference based on Cs
is needed and one can take advantage of the high stability and accuracy of optical
frequency standards, which should lead to an increased sensitivity to the drift
of fundamental constants [31].

Due to the invention of photonic crystal fibers the complexity of the frequency
measurement in 2003 has been considerably reduced as compared to the 1999
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Fig. 6. Experimental setup for detecting frep, fceo and fbeat. An optical delay line is
inserted into the “blue” arm of the nonlinear interferometer to match the optical path
lengths. PBS denotes a polarizing beam splitter.

experiment, where a fs laser was already in use. The experimental setup used
in 2003 to measure the frequency of the hydrogen spectroscopy dye laser was
equivalent to that shown in Fig. 6 and employed a fs Ti:sapphire ring laser
(GigaOptics, model GigaJet) with 800 MHz repetition rate. The spectrum of
the fs laser was externally broadened with the help of a PCF to more than one
octave including light from 946 nm to 473 nm. The detection of the repetition
rate frep was placed in front of the microstructured fiber to not be affected by
amplitude noise caused by imperfect fiber coupling. frep was phase locked to a
800 MHz signal which was directly derived from the transportable Cs fountain
clock FOM. For both the 1999 and 2003 measurements, the transportable Cs
fountain clock FOM has been installed at MPQ. Its instability is 1.8×10−13τ−1/2

and its accuracy has been evaluated to be 8×10−16 [32] at BNM-SYRTE. During
the experiments in Garching, only a verification at the level of 10−15 has been
performed. Consequently we attribute a conservative FOM accuracy of 2×10−15

for these measurements.
To check for possible cycle slipping, the phase locked frequencies fceo and

frep were additionally counted to verify consistency. The 486 nm dye laser and
the blue part of the frequency comb were spatially overlapped, optically filtered
around 486 nm, and directed onto an avalanche photodiode to measure the
beat frequency with the neighboring mode of the frequency comb. The detected
beat note was filtered, amplified and directed to three radio frequency coun-
ters (Hewlett Packard, models 53131A and 53132A) utilizing different detection
bandwidth and power level. All counters were referenced to the Cs clock. To
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Fig. 7. (Left) beat frequency of the 486 nm dye laser relative to the stabilized fs
frequency comb. The solid line is a parabolic fit to the data. (Right) normalized Allan
variance vs. averaging time computed from a time series of 1 second counter readings
with a considerable dead time. The straight line indicates the τ−1/2 dependence, which
is the signature of the Cs fountain clock. The raw data analysis (squares) shows that
the stability for averaging times longer than 20 s is limited by the drift of the ULE
reference cavity. Open circles represent data corrected for the parabolic cavity drift.

check for errors in the counting process only data points were accepted where
all three counter readings were consistent with each other. Additionally it was
verified that the dye laser was successfully locked to the ULE reference cavity
during the measurement time.

Figure 7 shows a typical beat note measurement (left) and the corresponding
normalized Allan variance (right) of the dye laser locked to the reference cavity
relative to the fs frequency comb which was locked to FOM. For longer averag-
ing times, the plot of the Allan variance is generated by juxtaposing 1-s counter
readouts. Whereas it is known that such a procedure can alter the functional
dependence of the Allan variance [33], white frequency noise, as produced by
the Cs fountain, is immune to this form of bias. The observed τ−1/2 dependence
coincides with the independently measured fountain clock instability for averag-
ing times shorter than ≈ 10 s. The short term stability of the laser system is
better than the stability of the fountain clock. However, the long term stability
is limited by the drift of the ULE reference cavity.

To compensate for the slow ULE cavity drift we fit a second-order polynomial
to the measured beat note before averaging which significantly reduces the Allan
variance for longer averaging times. To accurately determine the frequency of the
dye laser, we first average the frequency of the ULE cavity with a polynomial
such as the one shown on the left side of Fig. 6 with the consistent counter
readout. Then we use this polynomial and the recorded AOM readings for each
data point, that determine the cavity-laser detuning, to derive a highly stable
value for the laser frequency. For the given stability of the Cs fountain clock
and the cavity, the optimum record length is around 500 s. For longer averaging
times the Cs fountain is more stable than the drift-corrected ULE cavity.

We have measured the 1S–2S transition in atomic hydrogen during 10 days
in 1999 and during 12 days in 2003. Both data sets have been analyzed using
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Fig. 8. Experimental results and averages for the 1999 and 2003 measurements of
the (1S, F = 1, mF = ±1 → 2S, F ′ = 1, m′

F = ±1) transition frequency in atomic
hydrogen.

the same theoretical line shape model and are therefore comparable. In Fig. 8,
the results of the extrapolation to zero excitation light intensity and the respec-
tive statistical error bars for each day are presented. Since 1999, the statistical
uncertainty for each day of measurement was significantly reduced due to the
narrower laser linewidth and better signal-to-noise ratio, but the scatter of the
day averages did not reduce accordingly. We have tested several possible reasons
for this additional scatter including an intra-beam pressure shift, a background
gas pressure shift, Stark effects due to the RF gas discharge, and DC Stark shift
and have been able to exclude all these effects at least on a conservative level
of 10–20 Hz. A possible origin of the observed scatter can be due to a residual
first order Doppler effect arising from a violation of the axial symmetry of the
enhancement cavity mode and the hydrogen atomic beam. The scattering of the
excitation light on intra-cavity diaphragms can also cause slight changes of the
field distribution and the corresponding first order Doppler effect. However, it
should average to zero over multiple adjustments of the hydrogen spectrometer
because the shifts can have both signs. As the scatter is the same for both the
measurement sets, we believe them to be equivalent. The main statistical and
systematic uncertainties of these measurements are collected in Table 1. The
averaging of the 1999 and 2003 daily data points was performed without weight-
ing them.1 For both measurements the dominating resulting uncertainty arises
from the day-to-day scatter, while the pure statistical uncertainty for each day
is significantly smaller. In fact, weighting of the day data only slightly influences
the results (on the level of σ/2).

1 The result of 2 466 061 102 474 870 Hz was inadvertently described in [14] as “the
weighted mean value” but was calculated without consideration of the daily statis-
tical uncertainties.
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Table 1. Results of the (1S, F = 1, mF = ±1 → 2S, F ′ = 1, m′
F = ±1) transition

frequency measurement (νH,1999, νH,2003) and uncertainty budgets (σH,1999, σH,2003)
for the 1999 and 2003 measurements correspondingly.

Contribution νH,1999 σH,1999 νH,2003 σH,2003

[Hz] [Hz] [Hz] [Hz]
Extrapolated value − 2 466 061 102 474 kHz 870 36 851 25
Background gas pressure shift 10 10 0 2
Intra-beam pressure shift 0 10 0 10
Lineshape model 0 20 0 20
DC Stark shift 0 5 0 5
Blackbody radiation 0 1 0 1
Standing wave effects 0 10 0 1
Intensity zero uncertainty 0 1 0 0
Fountain clock uncertainty 0 5 0 5
Total − 2 466 061 102 474 kHz 880 45 851 34

Comparing both measurements we deduce a difference of νH,2003 − νH,1999
equal to (−29 ± 57) Hz within 44 months. This corresponds to a relative drift
of νH against the 133Cs ground state hyperfine splitting of ∂t(ln(νCs/νH)) =
(3.2 ± 6.3) × 10−15 per year.

4 Determination of Drift Rates

Despite the high sensitivities (less than 10−14 yr−1), the accuracy of transition
frequency drift measurements are rather low (uncertainty is typically over 100%),
so that only the first order expansion in terms of the constants involved in the
evaluation is sufficient. The frequency of any optical transition can be written
as

ν = constRy Frel(α), (4)

where Ry is the Rydberg frequency expressed in hertz and Frel(α) takes into ac-
count relativistic and many-body effects. The Rydberg energy cancels in atomic
frequency comparisons. Therefore the dependence of Ry on α (Ry ∼ α2) and
other fundamental constants contained in Ry is irrelevant2. The relativistic cor-
rection Frel depends on the transition in the system considered and embodies
additional dependence on α, while const is a numerical factor and is independent
of any fundamental constants.

The frequency

νHg = 1 064 721 609 899 143.7(10) Hz (5)
2 The expansion of ν in terms of small changes of α as given in [34] are said to be derived

assuming the constancy of the Rydberg frequency. However, no such restriction on
the unit of frequency is necessary here, as any chosen unit will cancel out in the final
result since only frequency ratios are used.
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of the 5d106s 2S1/2(F = 0) → 5d96s2 2D5/2(F ′ = 2,m′
F = 0) electric quadrupole

transition in 199Hg+ was precisely measured at NIST between the years 2000 and
2002 [12]. Numerical calculations including relativistic and many-body effects for
the dependence of Frel,Hg(α) for νHg on the fine structure constant α yield [34]

α
∂

∂α
lnFrel,Hg(α) ≈ −3.2 . (6)

In the light hydrogen atom, the relativistic correction for νH nearly vanishes
(Frel,H(α) ≈ const.):

α
∂

∂α
lnFrel,H(α) ≈ 0 (7)

or
νH ∼ Ry . (8)

The frequency of hyperfine transitions have a different functional dependence
on α. For the ground state hyperfine transition in 133Cs we have

νCs = const′ Ry α2 µCs

µB
Frel,Cs(α) (9)

with a relativistic correction Frel,Cs(α) of [34]

α
∂

∂α
lnFrel,Cs(α) ≈ +0.8 . (10)

Combining these equations, we find that the comparison of the clock tran-
sition in Hg against a primary frequency standard tests the following fractional
time variation [12]:

∂

∂t
ln
νCs

νHg
=
∂

∂t
ln

(
α2 µCs

µB
Frel,Cs(α)

Frel,Hg(α)

)
= 2

∂ lnα
∂t

+
∂

∂t
ln
µCs

µB
+ (0.8 + 3.2)

∂ lnα
∂t

= 6
∂

∂t
lnα+

∂

∂t
ln
µCs

µB
= (0.2 ± 7) × 10−15 yr−1. (11)

Likewise we derive for the fractional variation of νCs/νH from the hydrogen
1S–2S experiment [this work]:

∂

∂t
ln
νCs

νH
= 2.8

∂

∂t
lnα+

∂

∂t
ln
µCs

µB
= (3.2 ± 6.3) × 10−15 yr−1. (12)

With x = ∂t lnα and y = ∂t ln(µCs/µB) we can write the experimental results
as

6x+ y = (0.2 ± 7) × 10−15 yr−1 (Hg+), (13)
2.8x+ y = (3.2 ± 6.3) × 10−15 yr−1 (H). (14)

These equations are easily solved, yielding the mean expectation values 〈y〉
and 〈x〉 without any assumptions of possible correlations between the drifts. In
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Fig. 9. Drifts of the 2S1/2(F = 0) → 2D5/2(F ′ = 2, m′
F = 0) transition in 199Hg+

and of the 1S(F = 1, mF = ±1) → 2S(F ′ = 1, m′
F = ±1) transition in H against

the frequency of the ground-state hyperfine transition in 133Cs. Dashed lines represent
1 σ experimental restrictions from the mean measured values. The elliptical region
defined by R(∆x, ∆y) = 1 gives the standard deviation for x and y when projected on
corresponding axis by integration over the other.

Fig. 9, both equations and the graphical solution are shown. Obviously, testing
the stability of α by monitoring only one transition frequency during a time
period would require additional assumptions of the drift of other fundamental
constants.

The uncertainties can be calculated by making two assumptions: (i) the ex-
perimental data are Gaussian distributed and (ii) the mercury (13) and the
hydrogen (14) measurements are statistically independent. In this case normal
Gaussian error propagation allows the calculation of the variances 〈y2〉 − 〈y〉2
and 〈x2〉 − 〈x〉2 even when the drift rates x and y are correlated [4]. This is
because the covariance term 〈xy〉 does not appear when (13,14) are resolved for
x and y.

For a graphical representation it is possible to calculate the two-dimensional
probability density of x and y to be the true values:

P (x, y) =
1

2π√σH σHg
exp[−R(∆x,∆y)/2], (15)

where ∆x and ∆y are the distances along the corresponding axes from the cross-
ing point of the solid lines (Fig. 9) i.e. the solution of (13,14). The experimental
uncertainties are σH = 6.3 × 10−15 yr−1 and σHg = 7 × 10−15 yr−1 taken from
(13) and (14), and the exponent function is given by:

R(∆x,∆y) = (∆y + 6∆x)2/σ2
Hg + (∆y + 2.8∆x)2/σ2

H . (16)
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We deduce the uncertainties for x and y as projections of the ellipse defined by
R(∆x,∆y) = 1 on the corresponding axes (Fig. 9) by integration over the other
dimension. For only two independent measurements this method is equivalent to
performing simple Gaussian error propagation of uncertainties when resolving
(13,14). However, the projection method can be generalized to more than two
measurements, i.e. more than two equations for the two unknowns x and y (see
contribution by E. Peik in this volume). The integration in both directions can
be performed analytically to derive the uncertainties of x and y. Our evalua-
tion is model-independent in the sense that we neither assume x and y to be
uncorrelated nor that they are correlated in any way.

The relative drift of the fine structure constant α between July 2000 and the
end of 2003 is

x =
∂

∂t
lnα = (−0.9 ± 2.9) × 10−15 yr−1. (17)

For the limit on the relative drift of µCs/µB , we find

y =
∂

∂t
ln
µCs

µB
= (0.6 ± 1.3) × 10−14 yr−1. (18)

The given 1 σ uncertainties for x and y incorporate both the statistical and
systematic uncertainties of the hydrogen and the mercury measurements. Both
limits (17) and (18) are consistent with zero.

These results allow us to deduce a restriction for the relative drift of the
ratio of the nuclear magnetic moments in 87Rb and 133Cs. From 1998 to 2003,
the drift of the ratio of the ground state hyperfine frequencies in 87Rb and 133Cs
has been measured to be [13]

∂

∂t
ln
νRb

νCs
= (0.2 ± 7.0) × 10−16 yr−1. (19)

Substituting the corresponding dependencies Frel(α) for these transitions [13,34],
we can write

∂

∂t
ln
νRb

νCs
=
∂

∂t

(
ln
µRb

µCs
− 0.53 lnα

)
. (20)

Combining (17), (19), and (20) we deduce a restriction for the relative drift of
the nuclear magnetic moments in 87Rb and 133Cs:

∂

∂t
ln
µRb

µCs
= (−0.5 ± 1.7) × 10−15 yr−1. (21)

where the same procedure as in Fig. 9 was used with a diagram covering x and
z = ∂t ln(µRb/µCs).

The values of the nuclear moments are determined by the strong and the
electromagnetic interaction. If the latter is constant, the time changing nuclear
moments point toward a variation of the strong coupling constant. Unfortunately,
there is no simple scaling law such as (4) or (9) known for the nuclear moments.
However, they can be approximated with the Schmidt model [35]. For 87Rb and
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133Cs atoms the Schmidt nuclear magnetic moments µs depend only on the
proton gyromagnetic ratio gp. Using this model, one can get an approximate
relation

∂

∂ ln gp
ln
µs

Rb

µs
Cs

� 2, (22)

which, in combination with (21), yields a stringent upper bound for the drift of
the proton gyromagnetic factor gp:

∂

∂t
ln gp = (−0.2 ± 0.8) × 10−15 yr−1. (23)

5 Conclusion

In conclusion, we have determined limits for the drift of α, µCs/µB and µRb/µCs
from laboratory experiments without any assumptions of their conceivable corre-
lations. All these limits are consistent with zero drift. Table 2 represents some of

Table 2. Some of the precise recent measurements testing the relative changes of the
fine-structure constant α over a time interval (t2 − t1) where t2 is the present time
and t1 corresponds to the past. The drift can be calculated as ∂/∂t(ln α) � [α(t2) −
α(t1)] α−1 (t2 − t1)−1. Combining the results of absolute frequency measurements of
the optical transitions in Hg+ and H yields a restriction for the drift of α without
assumptions of conceivable correlations between the constants.

Method, reference t2 − t1 [α(t1) − α(t2)]/α Model assumptions

Geological 2 Gyr (−0.36 ± 1.44) × 10−8 fission conditions,
(Oklo reactor) [10] α̇S = α̇W = 0

Astrophysical 5–11 Gyr (−0.54 ± 0.12) × 10−5 astrophysical
(absorption spectra) [5] models

Astrophysical 9.7 Gyr (−0.06 ± 0.06) × 10−5 astrophysical
(absorption spectra) [8] models

Astrophysical 8 Gyr (0.1 ± 1.7) × 10−5 astrophysical
(absorption spectra) [9] models

Laboratory (Rb–Cs 4 yr (0.2 ± 5.2) × 10−15 α̇S = α̇W = 0
clocks comparison) [13]

Laboratory 3 yr (−0.1 ± 3.5) × 10−15 α̇S = α̇W = 0
(Hg+ transition frequency

measurement) [12]

Laboratory 3.6 yr (−4.1 ± 8.2) × 10−15 α̇S = α̇W = 0
(H transition frequency

measurement) [this work]

Combination of [12] 3.5 yr (3.2 ± 10.2) × 10−15 LLI, LPI,
and this work linear drifts
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the most accurate recent measurements of drifts of the fine structure constant α
in different epochs. From all these data only the investigations of quasar absorp-
tion spectra measured with the Keck/HIRES spectrograph show a significant
deviation between the values of α today and 10 Gyrs ago [5]. Considering the
Oklo data as well as results of modern astrophysical and laboratory measure-
ments one can suppose that the drift, if existent at all, is not linear and that
α has reached an asymptotic value or is in the extremum of an oscillation or is
simply too small to be detected yet. To make a definite conclusion additional
independent astrophysical data as well as a further increase of the accuracy of
laboratory methods are required.
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Abstract. An optical frequency standard (λ = 657 nm) based on cold and ultra-cold
neutral Ca atoms is operated at PTB and its frequency has been measured with respect
to the Cs hyperfine transition over eight years. Since measurements of this kind can
be used to detect possible variations of fundamental constants, we present the status
of the Ca optical frequency standard with emphasis to the systematic contributions to
the frequency that might mimick variations of the ratio of the Ca and Cs frequency.
We show that the uncertainty resulting from the residual velocity of the cold atoms
at 3 mK limits the fractional uncertainty to 2 × 10−14. Applying a novel method for
producing ultra-cold atoms (T ≈ 10 µK) a first frequency measurement has been
performed where the contributions from the residual velocity now become insignificant
at that level of uncertainty. A residual fractional uncertainty below 10−15 is expected
for the near future.

1 Introduction

Optical frequency standards find increasing applications to realize basic units
such as the length unit [1], to establish optical clocks [2–4] that eventually might
become superior to the currently best microwave clocks [5–7], to determine fun-
damental constants [8,9], or to test basic theories and possible variations of
fundamental constants [7,10]. Compared to the present atomic clocks operating
in the microwave region, the use of optical frequencies is advantageous since for a
given linewidth, a higher quality factor Q = ν/δν is obtained with the potential
to increase the stability and the accuracy.

Currently three different routes are followed to set up an optical clock of
ultimate performance. The first and second are based on a single ion confined
and cooled in a radio-frequency trap and on a large cloud of cold neutral atoms
prepared in a magneto-optical trap, respectively. With a single ion, the achievable
signal-to-noise ratio and hence the stability of the clock is limited. On the other

F. Riehle et al., An Optical Frequency Standard with Cold and Ultra-cold Calcium Atoms, Lect.
Notes Phys. 648, 229–244 (2004)
http://www.springerlink.com/ c© Springer-Verlag Berlin Heidelberg 2004
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hand, in neutral atom standards the large numberN of atoms allows one to reach
excellent short-term stabilities, since the limit for the stability is ultimately given
by the “quantum projection noise” [11] scaling with N−1/2. However, compared
to single ion standards, neutral atoms suffer from the fact that the preparation
of the cold atoms, e.g., in a magneto-optical trap and the probing of the clock
transition have to be performed sequentially. Consequently, the residual free
motion of the atoms and the acceleration in the gravitational field limit the
interaction time with the clock transition and introduce frequency shifts due
to a residual first-order Doppler effect and cold collisions. On the third route,
one tries to combine the advantages of the two former approaches where ultra-
cold atoms are stored in an optical lattice of light with a well-defined “magic
wavelength” which is chosen such that the huge associated light shifts for the
two states connected by the clock transition exactly cancel [12].

Here, we report on the status of the optical frequency standard based on a
ballistically expanding cloud of cold and ultra-cold calcium atoms. In the second
section we describe the techniques used in our optical frequency standard where
the Ca atoms are laser-cooled to about 3 mK and in a second stage to a few
microkelvin. In the third section we present the results of the investigations that
allowed us to set up the uncertainty budget. In the fourth section we discuss the
measurements of the frequency of the Ca transition with respect to the frequency
of the caesium microwave standard.

2 Methods and Experimental Realization

2.1 Properties of the Calcium Standard

The calcium optical frequency standard is based on the intercombination tran-
sition from the 1S0 ground state to the lowest 3P1 state (Fig. 1) of 40Ca at λ ≈
657 nm which exhibits a narrow natural linewidth of 370 Hz. The frequency of
the transition (mj = 0 → mj = 0) is to first order insensitive to electric and

Fig. 1. Energy level diagram of 40Ca with the laser transitions relevant for the optical
frequency standard
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magnetic fields. The quadratic dependencies are 1.6 × 10−6 Hz (V/m)−2 and
6.4 × 107 Hz T−2, respectively [13].

2.2 Production of Cold Ca Atoms (T ≈ 3 mK)

A standard magneto-optical trap (MOT) is loaded from an effusive beam (Fig. 2)
by using the strong 423 nm transition from the 1S0 ground state to the 1P1 level.
The 423 nm radiation is produced by the radiation of a Ti:sapphire laser fre-
quency doubled in a resonant cavity with a LBO crystal. The available output
power is about 500 mW with 1.6 W of infrared power. As there is no Zeeman
slower used, only a small fraction of the atoms from the velocity distribution
of the thermal beam can be captured by the trap. These are atoms from the
Boltzman velocity distribution (v̄ ≈ 700 m/s, Toven ≈ 900 K) which are slower
than the trap’s maximum capture velocity of about 30 m/s. To obtain an ac-
ceptable loading rate, first, the oven was placed as close as possible to the trap
center (d ≈ 15 cm). Second, each of the horizontal trapping beams had a an-
other laser beam superposed. The first beam was red detuned by 90 MHz and
the second one by 120 MHz from resonance as to slow down faster atoms below
the maximum capture velocity of the trap. We generated the laser beams with
two frequencies using the first diffraction orders of two switching AOMs with
different radio frequencies and overlaying the beams on a 50% beam splitter.
The number of stored atoms was increased by this method by about an order
of magnitude. To further increase the number of atoms a particular loss channel
has to be closed. These losses occur since atoms in the 1P1 decay with a proba-
bility of 10−5 to the 4s3d 1D2 state. From here they predominantly fall into the
metastable 4s4p3P states and get lost from the trap before they can decay into
the ground state. This bypass was closed by exciting the atoms on the 4s3d 1D2–
4s5p 1P1 transition, applying 2 mW of laser light at 672 nm (repump transition
in Fig. 1). From the 4s5p 1P1 state the atoms can decay into the ground state

Fig. 2. Experimental setup. Ca atoms are trapped in a magneto-optical trap (MOT).
The clock transition is interrogated by pulses cut from two cw clock-laser beams from
two slave diode lasers injection locked by a common master of extended cavity diode
laser (ECDL) configuration
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and again take part in the cooling process. With these improvements the time
constant of the loss of atoms from the trap was increased from 20 ms to more
than 300 ms and the number of trapped atoms was increased by another factor
of 5 leading to about 108 cold Ca atoms at a temperature of about 3 mK. After
this loading the cold atoms can be either interrogated directly in a frequency
standard or further cooled by a second-stage cooling technique.

2.3 Production of Ultra-cold Atoms

It has been shown that with cold atoms in the millikelvin range, given by the
Doppler limit, the influence of the residual first-order Doppler shift ultimately
limits the accuracy of a Ca frequency standard [16]. Even though a method has
been devised to measure the associated spurious phase shifts and to reduce their
influence [14,15], lower uncertainties can be obtained by a second-stage cooling
on the intercombination transition. Since, however, the scattering rate on this
transition is that low that the resulting force is of the order of the gravitational
force we have devised a quench-cooling scheme [17,18]. There, the scattering
rate on the intercombination transition can be increased by pumping the atoms
with the help of a “quenching” laser (453 nm) back into the ground state via
intermediate levels (see Fig. 1). An alternative quench transition was used in the
group at the National Institute of Standards and Technology in Boulder (USA)
[19,20]. With the quench cooling scheme we are able to achieve a temperature of
the atomic cloud as low as 6 µK with up to 30 % of the atoms being transferred
from the cloud at 3 mK to the ultracold cloud.

2.4 Interrogation of the Clock Transition

Cooling and trapping of the atoms and probing of the clock transition are per-
formed sequentially. After the atoms are loaded for about twenty milliseconds,
the trapping fields (laser beams and magnetic quadrupole field) are switched off
and a small homogeneous magnetic quantization field is turned on in just 200 µs
which separates the Zeeman components of the 3P1 state by 3.8 MHz each. The
atomic cloud expands according to the temperature of 3 mK at a root-mean-
square velocity of vrms ≈ 80 cm/s, while the clock transition is probed. In the
third step, the excitation to the 3P1 state is detected, e. g. by observing the
fluorescence of its spontaneous decay to the 1S0 ground state.

The excitation of the clock transition is performed by using a pulsed exci-
tation scheme that can be thought of as a time-domain Ramsey-Bordé atom
interferometer [21,22] (Fig. 3). In the interaction with the first laser pulse of
duration Tp an atomic wave packet that is initially in the ground state | g > is
coherently split into wave packets in the ground and excited state | e >. Due to
the photon recoil the trajectories of the excited state wave packet (dashed lines)
are deflected from the ground state ones (full lines). If the interaction represents
a π/2 pulse it can be regarded as a 50% beam splitter for the atomic wave packet.
After a time T another π/2 pulse splits the wave packets in the ground state
and excited state. A series of two laser pulses applied after a dead time T ′ from
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Fig. 3. Ramsey-Bordé atom interferometer with four pulses in the time domain

the opposite direction leads to a re-direction and mixing of partial waves where
the two closed trapezoids each represents an atom interferometer. The number
of atoms in the exit ports varies sinusoidally with the phase difference ∆Φ of the
partial waves aquired along the trajectories

∆Φ = 2T (ω − ω0 ± δrec +
ω0v

2

2c2
) + φ2 − φ1 + φ4 − φ3. (1)

In (1), ω−ω0 represents the detuning of the laser frequency from the atomic tran-
sition frequency, ω0v

2/(2c2) is the second-order Doppler shift, δrec = h̄k2/(2mCa)
results from the photon recoil where k is the wave vector of the laser field and
mCa the mass of a Ca atom and φi, with i = 1, 2, 3, 4, are the phases of the laser
in the respective interaction zones.

The required two counter-propagating pairs of coherent short laser pulses are
generated by cutting them from cw laser beams generated by two diode lasers
injection-locked by a common extended cavity diode laser system (Fig. 2). This
master laser is comprised of a laser in Littmann configuration that was locked by
the Pound-Drever-Hall method [23] to a reference resonator for better short-term
stability. The interrogation laser was tuned and later stabilized to the central
fringe of the Ramsey-Bordé pattern (Fig. 4)

by adjusting the frequency, delivered to an acousto-optical modulator in-
serted between laser and reference cavity. The obtained spectra differ markedly
depending on whether cold or ultra-cold atoms are used. With pulse widths of
about 1 µs, up to 25 % of the atoms of the cold ensemble with a halfwidth of
the inhomogeneously Doppler-broadened line of about 2 MHz can be excited
(Fig. 4). The signals shown in Fig. 4 b) represent the superposition of the two
interference signals caused by the two recoil components (the two atom inter-
ferometers of Fig. 3) which are separated by 23.1 kHz. The highest resolution
obtained in our standard with cold atoms was 230 Hz.

With ultra-cold atoms the Doppler line broadening becomes much narrower
(≈ 200 kHz) and the interferences now spread all across the homogeneously
broadened line (Fig. 5). Furthermore, the contrast of the interferences is much
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Fig. 4. Atom interferences vs. laser frequency excited in a cloud of Ca atoms re-
leased from a magneto-optical trap. (a) The atom interferences appear in the center of
the Doppler-broadened fluorescence signal. (b) In the measurement the period of the
fringes is chosen such that 21 fringes correspond to the recoil splitting
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Fig. 5. Atom interferences vs. laser frequency excited in an expanding cloud of ultra-
cold Ca atoms. (a) Experiment with atoms released from a magneto-optical trap. (b)
Calculated interferences according to Bordé et al. [24]

more pronounced in Fig. 5 as compared to Fig. 4. The reason for these differences
comes from the fact that with the cold atoms the Doppler broadening with the
available power in each excitation pulse is larger than the Fourier broadening
corresponding to the width of the laser pulses. Using the ultra-cold atoms the
situation has changed and the envelope of the line is now determined by the
interaction time broadening. The spectrum of Fig. 5 was recorded during 40
minutes without any normalization by counting the photons at 657 nm from the
decay of the excited 3P1 state. In this case, each excited atom contributes only a
single photon which is detected in our set-up with a probability of about 10−3.
The ultracold atoms, however, allow one to apply a detection scheme similar
to the shelved electron scheme which is capable to detect each excited atom [4]
with almost unity probability. The increased signal-to-noise ratio possible with
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the novel detection scheme now allows one to set up a frequency standard with
improved short-term stability basically limited by the quantum projection noise
[11]. It has been pointed out that the quantum limit for the Ca standard corre-
sponds to an Allan standard deviation σy(2, τ) < 10−16 for τ = 1 s [25]. Besides
improving the stability the low velocities of ultracold atoms in the optical Ca
frequency standard lead to a reduced influence of the Doppler effect on the shape
of the spectrum. As a result, the shape of the spectrum can be calculated more
precisely which allows one to locate the position of the true line center with
higher accuracy. In the case of the Cs atomic clock the ability to accurately
know the shape of the spectral line was prerequisite for the determination of the
unperturbed line center with a precision equivalent to 10−5 of the measured line
width. It is expected that these improvements will allow one to reach a relative
uncertainty of the optical Ca standard of 1×10−15, thereby competing with the
best optical standards based on single ions and with the best microwave clocks.

3 Uncertainty of the Optical Ca Frequency Standard

The accuracy of an optical frequency standard as the Ca standard, where the
frequency of a high-resolution laser spectrometer is stabilized to the central
maximum or minimum of the interference pattern, is ultimately limited to the
extent of how well all relevant offsets that shift this frequency from that of the
unperturbed transition can be determined and corrected for. The accuracy is
usually expressed [26] as an estimated standard uncertainty. In the following we
give an uncertainty budget containing the relevant contributions for a standard
with cold and ultra-cold atoms.

3.1 Residual First-order Doppler Shifts

It was shown [16] that a significant contribution to the uncertainty of the line
center can be attributed to residual errors in the phase fronts of the laser beams
probing the clock transition or from tilts with respect to the equipotential sur-
face of the gravitational potential. These effects appear since the moving atoms
are probed in different regions of the wave fronts for the different pulses of the
atom interferometer (Fig. 6). According to (1) in atom interferometers the in-
stantaneous laser phases φi in the interaction zones i are added to the phases of
the corresponding deflected matter waves. These phase shifts show up as a shift
of the measured transition frequency that to first order changes linearly with the
pulse separation time T . Even a careful pre-alignment of the laser beams with
optical interferometry is usually not sufficient to prevent these frequency shifts.

Up to an offset phase, constant in time, the spatial phase of the laser beam
at the position �r(tl) at the time tl can be approximated by

φl,j = −�kj · �r(tl) − |�kj |
2Rj

· �r2⊥(tl) (2)

if the wave front is described as a spherical wave with large radius Rj and
wave vektor �kj along the optical axis of the laser beam. The sign of the radius
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Fig. 6. The phases experienced by
atoms in a ballistically expanding
and falling cloud depend on the tilt
angle αj of the laser beam, its cur-
vature Rj at the position of the
atomic cloud and on the velocity of
the atoms

Fig. 7. Measured phase shift in an inter-
ferometer due to a misaligned laser beam
(α = 1.6 mrad, R ≈ 12 m) [4]. (a) with
cold atoms (T ≈ 2.8 mK) and (b) with
ultra-cold atoms (T ≈ 14 µK)

Rj is defined to be positive for each laser beam divergent in its direction of
propagation. Here �r⊥(tl) denotes the distance vector of the atom from the optical
axis of the laser beam. During the time the atomic wave packets in the free
expanding ensemble travel through the atom interferometer they move along a
trajectory �r(t) through the wave fronts of the respective laser beams. Hence,
in every interaction point (l = 1, 2, 3, 4) they are exposed to a different spatial
phase of the respective laser beam. Inserting the accelerated motion of the atoms

�r(tl) = �r0 + �v0 · tl +
1
2
�g · t2l (3)

into (2) the phase difference relevant for (1) can be calculated and corrected for
(Fig. 7). A method based on three pulse atom interferometers has been devised
that allows one to determine and correct these influences [14,15].

3.2 Other Phase Shifts

Besides the influence of the Doppler effect on the resulting phase shifts a direct
shift of the global phase of the laser beams has to be taken into account. As Oates
et al. [2] have investigated such a phase shift can also occur from a phase chirp
produced in the switching AOMs. In our experiment this influence contributes
to a relative uncertainty of about 1 × 10−14 for the cold atoms (see Table 1).

3.3 Frequency Shifts Due to External Fields

External fields interacting with the atoms in general shift the frequency of the
atoms during interrogation with respect to the unperturbed atoms. Besides con-
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Table 1. Uncertainty budget for the measurement of the Ca frequency standard with
cold atoms (col. 1), the currently achieved contributions with ultra-cold atoms (col. 2)
and the contributions achievable according to [4] (col. 3).

Effect uncertainty
T = 3 mK T = 12 µK T = 6 µK
(8. Oct. 2001) (8. Oct. 2003) (achievable)

Residual first - order Doppler effect 2.6 Hz 1.0 Hz 0.15 Hz
Second-order Doppler effect 0.005 Hz 0.02 mHz 0.01 mHz
Other phase contributions 4 Hz 1.6 Hz 200 mHz
Asymmetry of line shape 0.05 Hz 0.05 Hz 50 mHz
Magnetic field (64 Hz/mT2) 0.1 Hz 0.1 Hz 100 mHz
ac Stark effect 0.1 Hz 0.1 Hz 100 mHz
Quadratic Stark effect (E < 2 V/cm) 0.02 Hz 0.02 Hz 20 mHz
Black - body radiation

Oven 4.3 Hz 3.9 Hz
Chamber (300 K) 0.07 Hz 0.07 Hz 70 mHz

Collisions of cold atoms 1.8 Hz 0.06 Hz 60 mHz
Influence of laser drift 3.2 Hz 0.1 Hz 100 mHz
Sum in quadrature 7 Hz 4.4 Hz 400 mHz
Statistical uncertainty of frequency meas. 3 Hz 3 Hz 100 mHz
Cs clock (1 × 10−15) 0.5 Hz 0.5 Hz 500 mHz
Total uncertainty 8 Hz 5.4 Hz 700 mHz

total relative uncertainty δν/ν 2 × 10−14 1.2 × 10−14 1.6 × 10−15

stant or slowly fluctuating magnetic and electric (dc) fields also the rapidly os-
cillating electric fields of electromagnetic radiation give rise to frequency shifts
due to the ac-Stark effect induced by optical radiation or due to the so-called
black-body shift induced by thermal radiation.

Magnetic Fields. Beverini et al. [29] have shown that due to the missing hy-
perfine splitting of the ground state of 40Ca only the quadratic dependence of the
excited clock state, 4s4p 3P1, on external magnetic fields has to be taken into ac-
count. Neglecting higher order contributions accounts for a relative error of 10−6

with the low magnetic fields applied. The influence of the quadratic Zeeman-
effect was measured in a calcium atomic beam [29] to be (6.4±0.1)×107 HzT−2.
Oates et al. [30] measured the coefficient at an atomic beam and a cold ensem-
ble to be (6.1 ± 0.4) × 107 HzT−2. We use the weighted average of these results,
(6.4 ± 0.1) × 107 HzT−2, to correct the quadratic Zeeman shift ∆νqZ resulting
from the homogeneous magnetic field, typically B = (0.2±0.004) mT, which we
apply to define the quantization axis. The magnitude of the remaining magnetic
field after compensation with Helmholtz coils in three dimensions was measured
using the cross-over effect of the Zeeman lines in saturation spectroscopy. For
times T1 ≥ 200 µs after switching off the magnetic quadrupole field of the trap
the value was (0 ± 4) µT. The average magnetic bias field was determined with
a relative uncertainty of 0.6 % utilizing the two σ components of the 3P1 state.
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Electric dc Fields. External electric fields can shift the transition frequency
due to the Stark effect. The main contributions to an electric dc field E in our
set-up originate from static charges on the surface of the stainless steel vacuum
chamber or the Capton-coated magnetic field coils. We assume a maximum field
of 200 V/m at the position of the trap. The atomic states that are involved in
the clock transition are all of defined parity. Therefore, there are no odd order
contributions to the Stark effect. Zeiske [31] showed that with these electric fields
higher order contributions only lead to shifts in the microhertz range. Hence, only
the quadratic Stark effect needs to be taken into account and the frequency shift
of the clock transition is given by

ν(E �= 0) − ν(E = 0) = −1
2
∆αE2. (4)

The difference of the polarizabilities of the two clock states∆α ≡ α(3P1)−α(1S0)
was determined [31] to be ∆ασ = (3.37±0.04)×10−6 Hz/(V/m)2 for an electric
field perpendicular to the quantization axis of the atoms and ∆απ = (2.47 ±
0.04) × 10−6 Hz/(V/m)2 for a field parallel to the quantization axis. As the
direction of a static electric field is expected to be fairly constant but is unknown,
a rectangular distribution for the shift due to an electric field �E between 0 and
200 V/m is assumed resulting in a frequency shift between 0 and a minimum of
−70 mHz. Hence, we would have to apply a correction of 35 mHz, which up to
now has been neglected.

ac Stark Effect. There are numerous dipole transitions in the 40Ca originat-
ing from the ground or the excited state of the clock transition (J) to higher
states (J ′) that give rise to an ac Stark shift of the clock transition via their
contributions αJJ′ to the polarizabilities of the two clock states [31]. Since the
most important transition wavelengths range from 200 nm to 2 µm, direct light
or stray light from the lasers used in the experiment can cause ac Stark shifts.
For non-resonant laser light of frequency νac the contributions ∆ν(JJ ′) of the
single lines to the shifts are given by

∆ν(JJ ′) = −αJJ′

2
I

ε0c

1
1 − ν2

ac/ν
2
JJ′

(5)

where ε0 is the permittivity of free space and I is the irradiance at the position
of the atoms. An evaluation of the maximum effect of the laser light reaching
the trapped ensemble can be performed using the polarizabilities given in [31].
First, one has to take into account scattered light reflected from different surfaces
which was measured to be less than a total irradiance of 8 mW/m2 [13] at the
location of the MOT. Second, light scattered in the AOM crystals, even when
the AOMs are switched off, is coupled directly into the trap. The calculated total
shift due to the interaction of all laser frequencies with the 24 most important
transitions was less than 2 mHz. This includes the light with 800 µW/m2 from
the spectroscopy laser, offset by 70 MHz from the clock resonance and scattered
into the fibers. A larger shift may be due to the light of the cooling laser scattered
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in the AOMs and reflected into the trap that is red shifted by -220 MHz. An
irradiance of up to 80 mW/m2 has been measured that could result in frequency
shifts of up to 40 Hz. As the spatial intensity distribution of the scattered light
was irregular an exact calculation of the shift was impossible. Therefore, in
general we chop the light mechanically during the interrogation. Provided that
the relevant experimental precautions are met, the remaining ac Stark effect of
the laser light of a few millihertz can be neglected.

Influence of Blackbody Radiation. The influence of the radiation due to
the ambient temperature of the water cooled copper coils with a temperature
between 288 K and 298 K and the calcium oven at 883 K can be calculated
using a quasi-static approach [31] and assuming that the spectral distribution
follows Planck’s law of a black-body radiator. At room temperature the peak
spectral irradiance of the black-body radiation is near 1.7×1013 Hz while at the
frequencies of the lowest lying dipole transitions contributing to the ac Stark
effect of the clock transitions, i. e. two strong lines close to 1.54 × 1014 Hz and
one weak line at 2 × 1014 Hz, the spectral irradiance is already a factor of 107

below the peak. This leads to a correction of 5% [32] if we assume that the mean
square of the electric field 〈E2〉 of the radiation has the same effect as a static
electric field. With

〈E2〉 =
8π5k4

B

15c30ε0h3ϑ
4 = 8.545 × 10−5 V2

m2K4ϑ
4 (6)

the frequency shift as function of the temperature ϑ is

∆νbbr(ϑ) = −1
2
∆α〈E2〉 = (−1.37 ± 0.03) × 10−10 Hz

K4ϑ
4 (7)

with the average difference of the polarizabilities ∆α = 1/3(∆απ + 2∆ασ). The
black-body shift for a temperature ϑ = (293 ± 5) K is calculated to be (−1.02 ±
0.07) Hz.

In our current set-up the oven was only 15 cm away from the trapped en-
semble and it could in principle lead to a large uncertainty due to the ac Stark
shift, as a uniform temperature of ϑ = 883 K would result in a shift of −80
Hz according to (7). Rather than modelling the influence in our set-up, we var-
ied the oven temperature from 883 K to 783 K and measured the frequency
difference as (+6.3 ± 11.3) Hz which is statistically not significant. The mea-
surements of Zeiske [31] for the dc polarizability of the clock transition clearly
showed that the shift should be negative. For our measurement we assume a
Gaussian uncertainty distribution where the true value of the shift can only be
below 0 Hz. Therefore, to estimate the true shift and uncertainty, we took the
negative frequency shift tail and determined the first and second moment of the
distribution. In combination with a more recent measurement this resulted in a
shift of (−2.1 ± 3.9) Hz due to the black body radiation of the calcium oven.
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Fig. 8. Measurement of the density-dependent frequency shift (a) using cold atoms
(T ≈ 3 mK), (b) using ultra-cold atoms (T ≈ 20 µK). The lines represent a linear
regression to the data

3.4 Influence of Cold and Ultra-cold Atomic Collisions

Interactions between the atoms in the laser cooled ensemble, i. e. cold collisions,
lead to a frequency shift of the clock transition. The magnitude of the shift
depends on the states of the two colliding atoms and their distance and results
in a mean frequency shift that depends on the temperature and the density of
the atomic ensemble. For the low densities of about < 1016 m−3 in our trap
we assume the frequency shift to be a linear function of the collision rate and,
hence, of the density ρ. In order to determine the density dependence of the
frequency shift we have measured the frequency differences as a function of
average density differences [15]. The density was varied by switching the repump
laser at 672 nm (Fig. 1) which changed the number of trapped atoms while all
other parameters like the magnetic field, loading time, frequency of the trapping
light and laser beam profile were kept constant. We have checked that the radius
and temperature of the trapped cloud did not change significantly when the
average density ∆ρ was varied by a factor of five. The measurement of the
collisional shift ∆ν/ν depending on the density ρ (Fig. 8 a) gave ∆ν/ν = (3 ±
4.4) × 10−30 m3 × ρ [15]. The corresponding frequency shift for a resolution of
1.2 kHz (T = 215 µs) would be (1.2 ± 1.8) Hz. Within the uncertainty of this
measurement no significant shift has been observed. The same was true when
ultra-cold atoms were used (Fig. 8 b) where we obtained an even lower limit
of ∆ν/ν = (−0.4 ± 1.2) × 10−31 m3 × ρ. The low density dependence allows
one to use considerably higher densities and atom numbers compared to that in
ultracold cesium ensembles used in Cs atomic clocks with temperatures of about
10 µK. For Cs the collisional shift is at least four orders of magnitude higher [33].

3.5 Uncertainty Budget

These contributions for the ultra-cold atoms, together with the results of previ-
ous work for cold atoms [4] and the achievable uncertainty are given in Table 1.
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One of the largest contributions results from the black-body shift (4.3 Hz) which
is a particular property of our setup with the oven close to the atomic ensemble.
Other contributions to the uncertainty of the Ca standard in Table 1 include
influences due to asymmetries in the line shape of the atom interferences, the
relativistic Doppler-effect, as well as contributions of the stabilization electronics
and the statistical uncertainty of the frequency comparison to the Cs fountain
clock of PTB.

4 Frequency Measurements

In order to establish an optical frequency standard its frequency has to be de-
termined with respect to the primary standard of time and frequency, i.e. the Cs
atomic clock. For a long time, this used to be a complicated task as the the op-
tical and microwave frequency differ by almost five orders of magnitude. Earlier
concepts of optical frequency measurements relied on harmonic frequency chains
employing a large number of oscillators [34,35]. The measurements of the Ca fre-
quency with the harmonic chain (see 1995 to 1997 in Fig. 9) where the optical
frequency could be phase-coherently determined gave a fractional uncertainty of
2.5 × 10−13.

First measurements of the Ca standard with a femtosecond laser comb agreed
within the combined uncertainties (2000) [27]. In the mean time further mea-
surements have been performed. The uncertainties of these measurements were
determined mainly by the uncertainties resulting from the corrections due to
magnetic quadrupole fields of the MOT and ac Stark shifts (June 2001). Subse-
quent frequency measurements with reduced uncertainties employing cold atoms
were performed [13] where the spurious phase shifts resulting from misalign-
ment and curvature of wave fronts have been reduced as described before, the
quadrupole MOT field was switched off and the ac Stark shifts due to residual
cooling laser light was eliminated by using mechanical choppers. Recently a first
frequency measurement using ultra-cold atoms has been performed where the

Fig. 9. Measured frequency values of the Ca optical frequency standard. Abszissa not
to scale. The open circle represents the value obtained at NIST [4]
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uncertainty budget of column 2 of Table 1 applies [36]. In this measurement a
chirp in the optical pulses has been measured that lead to a resolution-dependent
frequency shift of a few hertz which was corrected. Frequency ratios of νCa/νCs

derived from the measurements presented in Fig. 9 in principle could be used
to monitor possible variations of fundamental constants with time. As almost
no sensitivity of the Ca intercombination transition is expected from theoretical
reasons [37] any possible observed variation would have to be attributed to the
Cs transition. From the data presented here, no significant effect can be deduced
in the order of ∆(νCa/νCs)/∆t ≈ 10−14/ year. A more accurate evaluation is not
possible as in the previous frequency measurements a chirp in the laser pulses
might be present also, whose magnitude is not known and hence can not be
corrected for. With the current uncertainty, however, the limit for a possible
variation of the frequency ratio and hence the fine structure constant can be
reduced by about two orders of magnitude taking measurements separated by a
few years.

5 Prospects of the Ca Optical Frequency Standard

To further reduce the uncertainty of the Ca optical frequency standard, first of
all the black-body shift has to be addressed. We currently set up an apparatus
where the atoms are decelerated in a Zeeman slower before being deflected by a
tilted two-dimensional molassis. In this case the oven temperature will no longer
contribute and one ends up with the much lower uncertainty of 0.07 Hz given
in the third column of Table 1. The influence of cold collisions is particularly
low and it might even be reduced by using lower densities. The influence of the
residual first-order Doppler effect seems to limit the fractional uncertainty to
slightly below 10−15. It remains to be explored if the use of atoms in an optical
lattice operated at the magic wavelength where the first-order Doppler effect can
be eliminated [12] will lead to lower uncertainties.

As has been pointed out before, the use of ultra-cold Ca atoms allows one
to apply a detection scheme [4] similar to the shelved-electron scheme [28] to
detect each excited atom with a probability close to unity. The increased signal-
to-noise ratio possible with the novel detection scheme now allows us to set up
a frequency standard with improved short-term stability and the prospects to
reach the quantum projection-noise limit [11]. It has been pointed out [25] that
the quantum limit for the Ca standard corresponds to an Allan standard devia-
tion σy(2, τ) < 10−16 for τ = 1 s. To approach this limit, a frequency instability
of the spectroscopy laser of better than 3 × 10−16 for the duration of the atom
interferometry 2T ≈ 1.3 ms is necessary. While laser instabilities better than
1 Hz in 1 s have already been demonstrated [38,39], to reach this value is still
a challenging task. Higher stability indirectly contributes to higher accuracy. It
allows one to detect systematic frequency shifts and fluctuations within short
measuring times thereby identifying hitherto undetected error sources. It is ex-
pected that these improvements will allow us to reach a relative uncertainty of
the optical Ca standard below 1×10−15 thereby competing with the best optical
standards based on single ions and with the best microwave clocks.
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Trapped Ion Optical Frequency Standards
for Laboratory Tests of Alpha-Variability
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Abstract. Optical transition frequencies of trapped laser-cooled ions have been mea-
sured so far with an uncertainty of 10−14 with reference to primary cesium clocks.
Systematic frequency shifts in these systems should be controllable to significantly
higher accuracy. We have performed comparisons between frequency standards based
on two independently stored 171Yb+ ions. The present experimental results indicate a
relative instability (Allan standard deviation) of the optical frequency difference be-
tween the two systems of 1.0·10−15 at an averaging time of 1000 s and a mean frequency
difference of 0.2 Hz for the reference frequency of 688 THz. Monitoring the absolute
transition frequency over a period of a few years at this level of accuracy will lead to
a stringent limit on the present value of the temporal derivative of the fine-structure
constant. First results have been obtained with a frequency standard based on 199Hg+

at NIST and, more recently, also with Yb+. The combination of results obtained with
different transitions can be used to separate the electronic and nuclear contributions
to a drift of a transition frequency. We propose optical spectroscopy of a nuclear tran-
sition in 229Th3+ as a means for a precision monitoring of possible temporal variations
in the strength of the nuclear forces.

1 Introduction

Among all physical quantities, time intervals and frequencies are the ones that
can be measured to the highest precision, thanks to the progress in the devel-
opment of atomic clocks and frequency standards. Cesium fountain clocks with
laser cooled atoms realize the SI second to an uncertainty of 1 · 10−15 only [1,2].
Apart from counting, frequency metrology can also provide the most precise
technique to determine a dimensionless quantity, if it is available in the form
of a frequency ratio: a predetermined ratio of two optical frequencies was re-
cently measured with an error of only 7 · 10−19 [3]. For these reasons, frequency
standards and clocks are very well suited for highly sensitive tests of the founda-
tions of physics like searches for violations of Local Lorentz Invariance or for a
temporal variability of fundamental constants. Presently, a number of research
groups is investigating a variety of atomic systems as candidates for future atomic
clocks, focusing especially on forbidden electronic transitions in the optical fre-
quency range. Precise frequency comparisons between different atoms over a time
scale of a few years can be used for sensitive tests for a nonvanishing temporal
derivative of the fine-structure constant α at the present epoch, complementing
the geophysical and astrophysical searches, which are sensitive at geological or

C. Tamm, T. Schneider, E. Peik, Trapped Ion Optical Frequency Standards for Laboratory Tests of
Alpha-Variability, Lect. Notes Phys. 648, 247–261 (2004)
http://www.springerlink.com/ c© Springer-Verlag Berlin Heidelberg 2004
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cosmological time scales [4]. The list of “recommended radiations for the prac-
tical realization of the definition of the metre” from 2001 includes seven optical
transition frequencies with uncertainties in the range 10−13 and below in the
positive ions of indium, mercury, ytterbium, and strontium, in hydrogen and
calcium atoms, and in the OsO4 molecule [5]. Several more measurements have
been performed since then. The lowest relative uncertainty of 1 ·10−14 in optical
frequency measurements has been reached for the transitions 2S1/2 → 2D5/2 in
199Hg+ (1 064 721 609 899 143 ± 10 Hz) at NIST [6] and for 2S1/2 → 2D3/2 in
171Yb+ (688 358 979 309 312 ± 6 Hz) at PTB [7], measured with single ions in
Paul traps.

2 The Single Ion as a Reference in an Optical Clock

If an atom is held in a trap, several problems that are often encountered in high
resolution spectroscopy can be eliminated. One has however to be careful not to
perturb the internal level structure with the trap fields, so that the resonance
frequency of the free atom can be determined. Ions are very convenient in this
respect because they carry electric charge as a “handle”, and radiofrequency
ion traps (Paul traps [8], cf. Fig. 1) can provide confinement of an ion around
the field-free saddle point of an electric quadrupole potential. Using a trap, the
interaction time is not limited by the movement of the atom through the finite
interaction region, and narrow resonances can be obtained at the limits set by
the radiative lifetime of the excited state or by the (technical) linewidth of the
interrogating oscillator. Combined with laser cooling, the ion can be brought to
the vibrational ground state of the trap potential [9], where the localisation and
residual kinetic energy are only determined by quantum limits. Especially for
an optical frequency standard the tight confinement in an ion trap is beneficial,

~~ quadrupole
electrodes

electron
sourceoven

RF voltage

Fig. 1. Schematic of a Paul trap: atoms are evaporated from the oven, ionized by
electron impact in the trap and stored in an alternating quadrupole field generated
by rotationally symmetric ring and endcap electrodes. For single-ion experiments, the
diameter of the ring is of the order of 1 mm.
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because it is possible to reach the so-called Lamb–Dicke regime where the os-
cillation amplitude of the particle is much smaller than the wavelength of the
radiation that is used to probe it. In this case, the frequency shifts due to the
linear Doppler effect and due to a possible curvature of the phase front of the
radiation can be eliminated. The remaining quadratic Doppler shift is usually
smaller than a fraction of 10−18 of the transition frequency for a laser-cooled ion.
If trapped in ultrahigh vacuum the ion will only rarely undergo a collision and
it interacts with its environment mainly via relatively well controllable electric
fields. These advantages were first pointed out by Dehmelt in the 1970s when
he published the proposal of the mono-ion oscillator [10] and predicted that it
should be possible to reach an accuracy of 10−18 with an optical clock based
on a dipole-forbidden, narrow-linewidth transition in a single, laser-cooled and
trapped ion.

To measure the transition probability on the forbidden optical transition,
Dehmelt proposed the electron shelving scheme that allows an observation of
quantum jumps. The scheme is most conveniently applied if the ion possesses
a V -level system, where both a dipole-allowed transition and the forbidden ref-
erence transition of the optical clock can be driven with two different laser fre-
quencies from the ground state. The dipole transition is used for laser cooling
and the resulting resonance fluorescence can be used for the optical detection
of the ion. If the second laser excites the ion to the metastable upper level of
the reference transition, the fluorescence disappears and the ion will only light
up again after its decay from the metastable state. Every single excitation of
the reference transition suppresses the subsequent scattering of a large number
of photons on the cooling transition and can thus be detected with practically
unity efficiency. To use this kind of double resonance spectroscopy in an optical
clock, the two laser radiations have to be applied alternately in time, because
the simultaneous presence of cooling laser radiation would lead to a strong light
shift of the frequency of the reference transition.

A number of suitable reference transitions with natural linewidths of the or-
der of 1 Hz or below are available in different ions, so that a fractional resolution
∆ν/ν0 = 10−15 is possible. In this case, even with a single ion, a frequency
standard can be realized with a relative instability of 10−15 in an averaging time
of one second, about one order of magnitude better than the best microwave
oscillators. Within a few seconds of measurement time, such a clock would al-
low a frequency measurement at the level of accuracy that the present cesium
fountains can only reach after several hours of averaging. Since the instability
will decrease inversely proportional to the square root of the averaging time, it
will still require a rather lengthy averaging of about 106 s, or roughly ten days
to reach a final accuracy of 10−18.

Presently, a number of groups is pursuing research along the lines of the
mono-ion oscillator proposal with different ions (see [11] for a recent review).
High-resolution spectroscopy and precise frequency measurements using femto-
second laser frequency comb generators [12] (see also the contributions by Fischer
et al. [13] and by Ye et al. [14] in this book) have been performed recently on
the alkali-like Sr+ [15,16], Hg+ [17,18], Yb+ [7,19–21], and the alkaline-earth-
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like In+ [22,23]. Different types of forbidden transitions are investigated in these
ions: For the alkali-like ions, higher-order multipole processes lead to the ex-
citation of low-lying metastable 2D or 2F levels from the 2S ground state. In
In+ a transition 1S0 → 3P0 exists that connects two levels with total electronic
angular momentum J = 0 and is made only weakly allowed via the mixing of
the electronic and the nuclear spin [23]. The various transitions show different
sensitivities to possible systematic frequency shifts and also the technical dif-
ficulties associated with trapping and laser cooling of the various elements are
diverse.

3 Spectroscopy of the 435.5 nm Clock Transition
of 171Yb+

In the following, some recent results from the work on 171Yb+ at PTB will be
presented. This ion is an attractive candidate for optical frequency standards
because reference transitions with vanishing low-field linear Zeeman frequency
shift are available in a level system with relatively simple hyperfine and magnetic
sublevel structure (cf. Fig. 2). In the PTB experiment the electric quadrupole
transition (2S1/2, F = 0) → (2D3/2, F = 2) at 436 nm wavelength serves as the
reference transition, with a natural linewidth of 3.1 Hz. The group at NPL [16]
is investigating the (2S1/2, F = 0) → (2F7/2, F = 3) electric octupole transition
at 467 nm. The 2F7/2 state has a natural lifetime of the order of 10 years, so
that the linewidth of this transition can be extremely narrow.

For laser cooling, the low-frequency wing of the quasi-cyclic (F = 1) → (F =
0) component of the 2S1/2 → 2P1/2 resonance transition is excited, and a static
magnetic field of approximately 0.3 mT is applied in order to prevent optical
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Fig. 2. Level scheme of the 171Yb+ ion. The S − P electric dipole (E1) transition is
used for laser cooling. The S − D quadrupole (E2) transition or the extremely narrow
S − F octupole (E3) transition can be used as reference transitions of the frequency
standard. The other lines indicate “repumping transitions” that are driven to ensure
cyclic excitation of the ion during the laser cooling phase.
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pumping to a nonabsorbing superposition of the magnetic sublevels of the F = 1
ground state. The natural linewidth of the resonance transition is 21 MHz, which
implies a one-dimensional kinetic temperature of 0.6 mK at the Doppler cooling
limit. A weak sideband of the cooling radiation provides hyperfine repumping
from the F = 0 ground state to the 2P1/2(F = 1) level. At the end of each
cooling phase, the hyperfine repumping is switched off in order to prepare the
ion in the F = 0 ground state. The rapid spontaneous decay from the 2P1/2
state to the (F = 2) sublevel of the metastable 2D3/2 state that occurs during
laser cooling is compensated for by coupling this level to the [3/2]1/2(F = 1)
state, from where the ion readily returns to the ground state. The (F = 2)
sublevel of the 2D3/2 state is not rapidly populated or depleted by the laser
cooling excitation. Individual quantum jumps to this state due to excitation of
the reference transition can therefore be detected using the electron shelving
scheme.

Figure 3 shows four excitation spectra of the S − D electric quadrupole
transition on largely different frequency scales from the megahertz to the hertz
range to illustrate some particularities of this type of spectroscopy. In Fig. 3a,
the carrier at detuning zero is visible together with two sidebands at ±0.7 MHz
detuning. These sidebands are due to the 0.7 MHz radial oscillation of the ion
in the trap. Their relative weakness in comparison to the carrier shows that the
Lamb–Dicke regime is reached. Prior to the excitation of the reference transition,
the magnetic field is reduced to the microtesla range in order to decrease the
quadratic Zeeman frequency shift. In Fig. 3b the resolved Zeeman structure
of the carrier is shown in a magnetic field of 1.1 µT. At this field strength,
the quadratic Zeeman shift of the central (mF = 0) → (mF = 0) component
is only 50 mHz. The spectrum of this component in Fig. 3c shows that it is
possible to excite the ion with close to unity efficiency using π-pulses of 10 ms
duration, leading to a 900 Hz wide Fourier-limited resonance. A high-resolution
spectrum obtained with 90 ms long laser pulses is shown in Fig. 3d. Here one
obtains an approximately Fourier-limited linewidth in the range of 10 Hz, or a
resolution ∆ν/ν of 1.4 · 10−14. Since the duration of the probe pulse is longer
than the lifetime of the excited state (51 ms), the observed maximum excitation
probability is limited by spontaneous decay. In order to operate the system
as a frequency standard, both wings of the central resonance of the absorption
spectrum are probed alternately, and the probe light frequency is stabilized to the
line center according to the difference of the measured excitation probabilities.

4 Absolute Transition Frequency
and Frequency Comparison Between Two Ions

Using a femtosecond-laser frequency comb generator [12] the frequency of the
436 nm 2S1/2(F = 0) → 2D3/2(F = 2,mF = 0) transition of 171Yb+ was mea-
sured relative to a cesium fountain microwave frequency standard on three days
in December 2000 and January 2001 [7]. A Fourier-limited resonance linewidth of
30 Hz was used, otherwise the optical-excitation conditions were similar to those
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Fig. 3. Excitation spectra of the S − D quadrupole transition of a single laser-cooled
171Yb+ ion, obtained with the electron shelving method. Note the different frequency
scales: (a) central carrier resonance and first order motional sidebands; (b) Zeeman
pattern of the carrier in a weak magnetic field with the central ∆mF = 0 component
and the adjacent ∆mF = ±1, ± 2 lines; (c) π-pulse excitation of the ∆mF = 0
component with 900 Hz resolution; (d) high-resolution scan of the carrier with an
approximately Fourier-limited linewidth of 10 Hz. Each data point is the result of 20
cycles of alternating interrogation of the reference and cooling transitions for each laser
detuning.

of Fig. 3(d). The measured absolute frequency was 688 358 979 309 312 ± 6 Hz.
The total 1σ measurement uncertainty of ±6 Hz consists of approximately equal
statistical and systematic contributions. The dominant source of the systematic
measurement uncertainty is the so-called quadrupole shift: the shift of the atomic
transition frequency due to the interaction of the electric quadrupole moment
of the D state with the gradient of the static electric field at trap center. Such
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Fig. 4. Experimental setup for the comparison of two 171Yb+ frequency standards.
AOM: acusto-optic modulators, providing independent frequency shifts between the
probe laser and the two ion traps.

a field gradient may be produced by patch charges on the trap electrodes. A
maximum quadrupole shift of the order of 1 Hz is expected for the D3/2 state
under the conditions of the experiment. Another non-negligible systematic un-
certainty contribution arises from servo errors due to drifts of the probe laser
frequency. The uncertainty contributions of other frequency shifting effects are
presently negligible: The magnetic field applied during the excitation of the ref-
erence transition leads to a quadratic Zeeeman shift of only 50 mHz. Since the
trapped ion is cooled to the Doppler limit, the second-order Doppler and Stark
effect shifts caused by the trap field are expected to be in the millihertz range.

To enable a quantitative study of these sub-Hertz systematic frequency shifts,
we compare the line center frequencies of two 171Yb+ ions stored in separate
traps. The scheme of the frequency comparison experiment is shown in Fig. 4.
Both traps use the same cooling laser setup and synchronous timing schemes for
cooling, state preparation, and state detection. The beam from the probe laser is
split and two separate frequency shift and servo systems are employed to stabilise
the probe frequencies to the reference transition line centers of the two ions. The
atomic resonance signals were resolved with nearly Fourier-limited linewidths
of approximately 30 Hz in both traps. Using two independent digital servo sys-
tems, the error signals resulting from the probing of the atomic resonance signals
are averaged over typically 20 measurement cycles before the detunings between
the probe laser frequency and the probe light beams incident on the traps are
corrected. The servo time constants are in the range of 30 s. In order to min-
imise servo errors due to the drift of the probe laser frequency, a second-order
integrating servo algorithm is used. The differences of the detunings imparted
on the probe beams are averaged over time intervals of 1 s and recorded. As a
measure of the instability, the Allan deviation of this data set is shown in Fig. 5.
For averaging times that are longer than the time constants of the servo sys-
tems, the so-called quantum projection noise [24] will limit the instability. We
have performed a numerical calculation which simulates the effect of quantum
projection noise for the realized experimental conditions and include the result
as the dashed line in Fig. 5. The observed Allan deviation exceeds the quantum
projection noise limit by approximately a factor of two. A possible reason for this
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Fig. 5. Allan standard deviation of the frequency differences observed between the two
traps, normalized to the optical frequency of 688 THz. The dashed line shows the result
of a Monte Carlo simulation of the servo action for the case that the fluctuations of
the atomic resonance signals are determined by quantum projection noise.

excess instability are temporal fluctuations of the probe laser emission spectrum
which can lead to fluctuating servo errors. The frequency shifts caused by this
effect are not necessarily equal for both servo systems because the probe pulse
areas by which the two ions were excited were not exactly matched and showed
some temporal fluctuations.

The mean frequency difference between the two ions averaged over 8000 s
is 0.2 Hz, corresponding to a relative frequency offset of 3 · 10−16. Since this is
smaller than the Allan deviation for long averaging times (σy(τ) ≈ 1 · 10−15 for
τ ≥ 800 s), the observed offset is not statistically significant. This measurement
constitutes, to our knowledge, the most precise experimental test of the identi-
calness of a specific property of two individual atoms. Thus, this measurement
might be considered as a quantitative test of one of the foundations of quantum
physics without ensemble averaging. There is of course other evidence for the
identity of particles from the successful application of quantum statistics, like for
example in systems of degenerate fermions or Bose-Einstein condensates. Strin-
gent experimental tests have been performed with elementary fermions, where
violations of the Pauli principle have been searched for (see [25] and references
therein).

5 Search for Temporal Variation
of the Fine-Structure Constant

The high precision of the single-ion optical frequency standards makes them
suitable systems for laboratory searches for drifts of the fundamental constants.
Following the analysis of Dzuba, Flambaum et al., relativistic effects in many-
electron atoms lead to different sensitivities of the transition frequencies to
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Table 1. Sensitivity factor a = α ∂ ln f/∂α for the α-dependence of the transition
frequencies of single-ion frequency standards (relative change of frequency f per relative
change of α) from calculations by Dzuba et al. for Sr+, Hg+ [26], In+, Tl+, Ba+ [27],
and Yb+ [28]. The last column gives the absolute frequency change ∆f−15 in Hertz for
a change of ∆α/α = 10−15.

ion transition f [THz] a ∆f−15 [Hz]
Sr+ 5s S1/2 → 4d D3/2 437 0.389 0.17

Sr+ 5s S1/2 → 4d D5/2 445 0.428 0.19

Ba+ 6s S1/2 → 5d D3/2 145 2.41 0.35

Ba+ 6s S1/2 → 5d D5/2 170 2.11 0.36

Hg+ 5d106s S1/2 → 5d96s2 D3/2 1517 -1.74 -2.64

Hg+ 5d106s S1/2 → 5d96s2 D5/2 1065 -3.19 -3.40

Yb+ 4f146s S1/2 → 4f145d D3/2 688 0.881 0.61

Yb+ 4f146s S1/2 → 4f145d D5/2 730 0.855 0.62

Yb+ 4f146s S1/2 → 4f136s2 F7/2 642 -5.30 -3.40

In+ 5s2 1S0 → 5s5p 3P0 1268 0.209 0.27

In+ 5s2 1S0 → 5s5p 3P2 1375 0.341 0.47

Tl+ 6s2 1S0 → 6s6p 3P0 1484 0.799 1.19

Tl+ 6s2 1S0 → 6s6p 3P2 1852 1.03 1.91

a change of the fine-structure constant α, with the general trend to find the
stronger dependence in the heavier atoms. Table 1 summarizes the relevant re-
sults from [26–28] for the transitions that are under study in single-ion frequency
standards. While for most atomic transitions the sign of the frequency change is
positive for increasing α, the D states of Hg+ and the F state of Yb+ present
special cases with a negative shift. These states do not arise from the excitation
of an s electron to a state of higher angular momentum, but from the excita-
tion of an electron from the filled d and f states respectively to an s level of
the next higher shell. The availability of both, positively and negatively shifting
transition frequencies could be used to distinguish the signature of a varying
fine-structure constant from possible systematic shifts. The Yb+ ion seems es-
pecially promising for this kind of test because in the same system, the S −D
and S−F transition frequencies can be compared, which would shift in opposite
directions with quite high sensitivity factors a. From the data in Table 1, it can
be seen that with the help of at least two different single-ion frequency standards
with an accuracy of 1 Hz, a relative change of α of 10−15 could be detected with
high certainty.

So far no direct frequency comparisons between different single-ion transi-
tions have been reported. The most precise absolute frequency measurements
have been performed with reference to local primary cesium clocks, so that a
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possible drift of the SI second as realized by these clocks has also to be taken
into account. Since the strong interaction contributes to the cesium hyperfine fre-
quency via the nuclear magnetic moment, a relative drift of the latter may even
be larger than those of the electronic transition frequency if both time deriva-
tives would be evaluated independently. Under the assumption that the drift of
the cesium frequency is linear in time over the duration of the optical frequency
comparisons, the drift rate ∂ lnα/∂t can be obtained from at least two measured
drift rates of transition frequencies ∂ ln f/∂t if these have been measured against
cesium clocks, and if the sensitivity factors a for the two transitions are suffi-
ciently different. As noted in [29] and in the introduction by Karshenboim and
Peik in this book [30], the plot of ∂ ln f/∂t as a function of a should then yield
a straight line where the slope is exclusively determined by ∂ lnα/∂t and any
drifts of the duration of the SI second relative to a common scaling factor like
the Rydberg constant would show up in the intercept (cf. Fig. 1 of Chap. 1).
Fortunately, the two transitions for which the highest precision frequency mea-
surements are available (Hg+ S1/2 → D5/2 at 1065 THz and Yb+ S1/2 → D3/2
at 688 THz) differ in a by 4.1, so that a sensitive determination of the slope is
possible.

The mercury ion is investigated as the reference of an optical frequency stan-
dard at NIST in Boulder. Laser cooling is performed on the 2S1/2 → 2P1/2
transition at 194 nm wavelength and the transition 2S1/2 → 2D5/2 at 282 nm
(1065 THz) with a natural linewidth of 1.9 Hz serves as the reference. In con-
trast to the case of Yb+ (cf. Fig. 2), the branching from the P to the D
states is negligible, so that no additional repumping lasers are needed. As in
the case of Yb+, an isotope with nuclear spin 1/2 is used (199Hg) so that a
(F = 0,mF = 0) → (F = 2,mF = 0) component of the reference transition
with vanishing linear Zeeman shift is available. In order to reduce the back-
ground pressure of neutral mercury, the ion trap is operated at the temperature
of liquid helium. The reference transition has been observed with a resolution
of 6 Hz [17] and a first frequency measurement with an uncertainty of 9 · 10−15

was published in 2001 [6]. Since S −D quadrupole transitions are used in both
cases, the sensitivities of the Hg+ frequency standard to systematic shifts [31]
are in general comparable to those of Yb+. Again, the quadrupole shift due to
electric field gradients is the systematic effect that is presently most difficult to
evalutate, and a 10 Hz estimate for this contribution dominates the uncertainty.
Monitoring the frequency with respect to the cesium clock over a period of two
years has resulted in a constraint for the fractional variation of fHg/fCs at the
level of ±7 · 10−15 1/yr [18].

The Yb+ frequency has been remeasured in November 2003 [33], i.e. 34
months after the first measurement [7]. In comparison, the new frequency value is
insignificantly lower by an amount of 2 Hz, where the 1σ uncertainty of the new
measurement is ±6 Hz, with similar contributions as in [7]. Consequently, we can
deduce a limit on the fractional variation of fYb/fCs of (−1.2±4.4) ·10−15 1/yr.
The time spans covered by the frequency measurements are MJD 51760 – 52580
for Hg+ and MJD 51889 – 52947 for Yb+ (MJD: modified Julian date), so that
there is a significant temporal overlap. Any drifts between the two cesium clocks
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Fig. 6. Relative frequency drift rate versus sensitivity factor a for the reference transi-
tions in the Hg+ and Yb+ ions. A significant deviation of the slope of the straight line
from zero would indicate a non-zero time derivative of α.

that were used as local references can be excluded at the level of 10−15 1/yr.
The time scales of NIST and PTB are compared continuously and the results
are documented via the contributions that both laboratories make to the realiza-
tion of international atomic time TAI [32]. In particular, the cesium fountains of
both laboratories have been found to be in agreement to within their evaluated
uncertainty of 1.0 · 10−15 [2].

Combining the 1σ limits on the drift rates of the frequencies of Hg+ and Yb+

(cf. Fig. 6) and dividing by the difference between the sensitivity factors for the
two transitions we obtain

∂ lnα
∂t

= (−0.2 ± 2.0) · 10−15 yr−1 (1)

for the present value of the temporal derivative of the fine-structure constant
at the confidence level of 1σ. This is so far the most stringent limit on α̇ ob-
tained from atomic clock comparisons. This result is based on a largely model-
independent analysis [30], not using assumptions on correlations between drift
rates of different quantities and not postulating the drift rate of any quantity to
be zero.

The intercept of the straight line of optical frequency drift rate with the line
a = 0 (cf. Fig. 6) can be used to determine the drift rate of the common scaling
factor against the cesium hyperfine frequency, i.e. of the Rydberg constant in the
SI unit Hertz. The 1σ limit that we can deduce for this quantity is (−1.0± 3.7) ·
10−15 1/yr. This quantity is related to the magnetic moment of the Cs nucleus,
but, as discussed earlier in this book [30], there is no straightforward relation to
fundamental constants.

6 Nuclear Optical Frequency Standard with Th-229

In the context of a laboratory search for temporal variations of the fundamental
coupling constants, it would be favorable to have available different types of fre-
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quency standards whose operating frequency would be determined in different
ways by the four fundamental interactions. A pendulum clock for example may
be regarded as a frequency standard that probes the local gravitational force at
a rather limited accuracy. The observation of the periods of millisecond pulsars
offers a much more promising probe of gravitational physics. Present atomic
frequency standards can be categorized in two classes: Those that make use of
atomic fine or gross structure transitions (like the single-ion optical frequency
standards discussed so far) are predominantely determined by the electromag-
netic interaction. The frequencies of those that use hyperfine transitions (e.g.
the cesium clock) or molecular vibrations are mainly determined by the elec-
tromagnetic interaction but also have important contributions from the strong
interaction via nuclear moments and masses. We have recently proposed a sys-
tem that may be an interesting complement in this discussion [34]: A frequency
standard based on a radiative transition in a nucleus would constitute a high-
precision oscillator whose frequency is predominantly determined by the strong
interaction. The possibility of optical nuclear spectroscopy is offered in the Th-
229 nucleus that possesses an isomeric state at the unusually low excitation
energy of about 3.5 eV above the ground state [35]. The associated transition
wavelength is in the range of 350 nm so that the methods of high resolution
laser spectroscopy are applicable and an absolute measurement of the nuclear
transition frequency is feasible.

Besides the more fundamental interest in monitoring the strength of the
strong interaction, nuclear spectroscopy may offer considerable benefits for time
and frequency metrology. Apart from motional and collisional frequency shifts
that can be extremely well controlled in experiments with single trapped ions,
the interaction with ambient electric or magnetic fields usually is the dominant
source of systematic uncertainty in frequency standards. The nucleus is much
less susceptible to this kind of perturbations than the atomic electron shell: its
magnetic dipole moment is typically three orders of magnitude smaller than the
magnetic moment of the electron shell, and for the electric quadrupole moment
the typical electronic and nuclear scales differ by 8 orders of magnitude. It will
often be required and sometimes even advantageous to look at the nucleus in the
coupling to the atomic, molecular or crystalline electronic environment. Much
of the required formalism is available from the study of hyperfine interactions
in spectroscopy of isolated atoms, Mößbauer spectroscopy or nuclear magnetic
resonance (NMR). From the viewpoint of atomic physics, the main differences
are that the nuclear spin and the associated nuclear moments are not constant
in nuclear spectroscopy, and that changes in the interaction between the nuclear
charge distribution and the electronic charge density at the nucleus have to be
regarded.

In order to illustrate the role of hyperfine interactions in nuclear spectroscopy
of an isolated atom, let us consider the Zeeman and Stark shifts of the nuclear
transition frequency. In an LS coupling scheme the eigenstates of the coupled
electronic and nuclear system are characterised by sets of quantum numbers
|α, I;β, L, S, J ;F,mF 〉, where I denotes the nuclear spin, L, S, J the orbital,
spin and total electronic angular momenta, and F and mF the total atomic
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angular momentum and its orientation. α and β label the involved nuclear and
electronic configurations. In the nuclear transition, the nuclear and total angular
momentum quantum numbers (α, I, F,mF ) can change, while the purely elec-
tronic quantum numbers (β, L, S, J) remain constant. As far as external fields
are concerned, the nuclear transition frequency is essentially independent of all
mechanisms that produce level shifts depending only on the electronic quantum
numbers (β, L, S, J), because these do not change and consequently the upper
and the lower state of the transition are affected in the same way. This applies
to the scalar part of the quadratic Stark effect, which typically is the dominant
mechanism for the shift of electronic transition frequencies due to static electric
fields, electromagnetic radiation, and collisions. The observed nuclear transition
frequency is however shifted by the so-called hyperfine Stark shift, which depends
on F and mF and is calculated in a higher order of perturbation theory [36]. In
the optical frequency range, a relative magnitude of typically 10−19 is expected
for the hyperfine Stark shift caused by the ≈ 10 V/cm room temperature black-
body radiation field. In order to avoid the influence of the linear Zeeman effect,
an electronic state can be chosen such that F is an integer. In this case a Zeeman
component mF = 0 → 0 is available, that shows only a small quadratic Zeeman
effect around zero magnetic field. Further field dependent shifts may arise from
the tensor part of the quadratic Stark effect and from the quadrupole interaction
between the atomic quadrupole moment and electric field gradients. Both these
shifts can be expressed as a product of J-dependent and F -dependent terms and
vanish if either J < 1 or F < 1 [31,36].

From these general considerations it can be seen that for every radiative
nuclear transition, an electronic state can be selected which makes the hyperfine
coupled nuclear transition frequency immune against the linear Zeeman effect
and the quadratic Stark effect as well as the quadrupole shift. For electronic
transitions, this combination of advantageous features cannot be obtained. (Even
in the case of a hyperfine-induced transition between two levels with J = 0
like 1S0 → 3P0, the electronic polarizabilities will in general be different in
the two states, so that the quadratic Stark effect and collisional shifts can not
be eliminated.) Since the selected electronic state has to be stable, the choice
could be made for the nucleus under question among the ground states of its
various positive ions of different charge. In the case of a half integer nuclear spin
(like in Th-229), the optimal electronic states are 2S1/2 or 2P1/2, and for an
integer nuclear spin the states 1S0 or 3P0 fulfil all criteria. The proposed scheme
is readily applicable to low-energy nuclear transitions as available in Th-229
or U-235, while for typical Mößbauer transitions in the 10-100 keV range the
competition with internal conversion has to be taken into account, which would
alter the charge state of the ion.

In [34] we have shown that the 3.5 eV nuclear transition in Th-229 could be
detected in a double resonance method if a single trapped and laser-cooled Th3+

ion is used. This system could form the reference in an optical clock of very high
accuracy. Even if a calculation of the transition frequency in this very special
nucleus with two nearly degenerate ground states may not be possible from first
principles, it will be highly interesting to look for any possible drifts between the
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reference frequency of this nuclear clock and electronic transition frequencies in
171Yb+, 199Hg+ or other accurate atomic clocks.
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Abstract. A single indium ion stored in a radio frequency trap and laser-cooled to a
temperature below 1 mK can serve as an optical frequency standard of exceptionally
high accuracy and stability. Probing the 5s2 1S0 - 5s5p 3P0 transition of 115In+ at λ =
237 nm with a natural linewidth of 0.8 Hz by a sub-Hertz linewidth laser can lead to
an accuracy of 10−18 after several days of averaging. So far, a fractional resolution of
1.3×10−13 has been obtained, limited by the frequency fluctuations of the laser exciting
the 1S0 - 3P0 resonance. The absolute frequency of the 1S0 - 3P0 transition was deter-
mined to 1 267 402 452 899.92(0.23) kHz (∆ν/ν = 1.8×10−13), where the measurement
uncertainty is dominated by the frequency uncertainty of the He–Ne laser serving as a
reference. Further improvements in this measurement together with a comparison with
other narrow atomic resonances would allow investigations of variations of fundamental
constants in time.

1 Introduction

A single laser cooled ion stored in a radio frequency trap is considered to be one
of the most favorable systems for realizing an optical atomic clock [1,2]. With a
frequency-stable laser locked to a narrow absorption line of the trapped ion, a
stability of σy(1 s) = 10−15 and an accuracy of a few times 10−18 seem possible.
So far, high-resolution spectroscopy of narrow optical lines in trapped ions has
yielded linewidths below 50 Hz in Hg+ [3] and Yb+ [4] and sub-kHz resolution
in Ba+ [5], Sr+ [6] and Ca+ [7] and In+ [8]. By directly locking the probing laser
onto a narrow transition in Hg+ and Yb+, a stability of σy(1 s) ≤ 7 × 10−15 [9]
and an accuracy of ≤ 1 × 10−14 were recently obtained in a comparison with a
Cesium atomic fountain clock [10,11].

With the exception of In+, all ions now being investigated for an optical
frequency standard are characterized by an alkali-like level scheme where narrow
transitions between the ground state with total electron angular momentum
J = 1/2 and upper states with J > 1/2 are used. The quadrupole moment of
the excited states, however, makes these transition susceptible to frequency shifts
induced by external electric field gradients, which can be of the order of 1 Hz
[12,13]. In comparison, In+ shows an earth-alkali-like electron spectrum. Here,
for the clock transition a hyperfine-induced electric dipole transition between the
5s2 1S0 and the 5s5p 3P0 level at λ = 237 nm is used, with a natural linewidth

P. Eckle et al., An Optical Frequency Standard Based on the Indium Ion, Lect. Notes Phys. 648,
263–272 (2004)
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Fig. 1. Level scheme of In+, showing the three lowest energy levels

of 0.8 Hz (see Fig. 1). For an optical frequency standard this configuration offers
several advantages: since the electronic angular momenta in both states vanish,
the frequency shifts of this transition due to external magnetic and electric fields
are small; the second-order Stark (and also Doppler) shift is at the mHz level
at the temperatures to which the ion is cooled in the trap. In particular, since
the ion in both levels has no quadrupole moment, the transition is free of the
quadrupole shift. The most significant perturbation is expected to result from a
small deviation of the g-factor of the 3P0 state from the g-factor of the 1S0 ground
state due to hyperfine-induced mixing between the 5s5p levels 3P1, 1P1 and 3P0;
this leads to a linear (nuclear) anomalous Zeeman shift which was determined
to be 224 Hz/G for the mF = ± 1/2 → mF = ± 1/2 Zeeman components of
115In+ [8]. By controlling external magnetic fields at the level of a few µG, an
accuracy of 10−18 is obtainable.

Detection and laser cooling of In+ are performed using the 5s2 1S0 - 5s5p 3P1
intercombination line at 231 nm. The dye laser formerly used for this purpose
was recently replaced by a diode-based laser system [14]. The characteristics of
this laser will be discussed in more detail below. The 5s2 1S0 - 5s5p 3P0 clock
transition is excited by a frequency-quadrupled diode-pumped Nd:YAG laser at
946 nm. This kind of laser has a high intrinsic frequency stability and a long
service-free operating time. Excitation of the 3P0 state is detected by probing
the ground state population via the fluorescence on the fast 1S0 - 3P1 transition
(electron shelving technique) [1]. In high-resolution spectroscopy experiments a
resolution of 1.3×10−13 has been achieved, where the spectral width was limited
by the frequency excursions of the Nd:YAG laser [8]. The frequency stability of
the clock laser was strongly improved recently. With a new laser setup based on
a quasi-monolithic Nd:YAG ring laser, a laser linewidth < 4 Hz (FWHM) for
integration times ≤ 26 s has been obtained [15]. The high frequency-stability of
the laser was achieved by locking the laser onto an external reference cavity of
high finesse and placing the laser and the reference cavity on an active vibration
isolation platform. So far, this laser has not been employed in further high-
resolution experiments of the In+ 1S0 - 3P0 clock transition.
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2 Cooling of the Indium Ion

The ion is trapped in a radio frequency trap that is a modification of the original
Paul trap and basically consists of only a ring electrode (Paul-Straubel trap
[16]). This type of trap is relatively simple to fabricate in miniature size (1 mm
diameter of the ring), making it easy to confine the ion to a region in space
that is smaller than the optical wavelength (Lamb-Dicke regime). It is also a
geometrically open structure that allows good optical access to the trapped ion.
The trap is driven by an RF field at ∼ 10 MHz of ∼ 1000 V amplitude, leading
to oscillation frequencies in the time-averaged pseudopotential of about 1.4 MHz
in the axial and 0.9 MHz in the radial direction. The ion is detected and laser
cooled on the 1S0 – 3P1 intercombination line. With a natural linewidth of 360
kHz [17], this transition is narrow enough to allow resolution of the secular
frequencies of the ion in the trap, thus enabling laser sideband cooling of the
particle [18]; however, it is also sufficiently broad to record a single ion via its
resonance fluorescence and to cool the particle without precooling it on a second,
faster transition, even when starting from very high mean vibronic quantum
numbers. In the absence of hyperfine splitting of the ground state and with
only a weak decay channel from the 3P1 towards the lower-lying metastable 3P0
state (decay rate ∼ 35 mHz [17]), a single laser source suffices for laser cooling.
With sideband cooling on the 1S0 – 3P1 line we demonstrated reduction of the
mean vibrational quantum number of a single In+ ion from an initial 〈n 〉 ≈ 108

to about 〈n 〉 = 0.7, corresponding to a temperature of ≈ 60 µK [19]. In the
experiments reported here, the laser intensity was higher than in [19] and the
detuning to the resonance was decreased to obtain a stronger fluorescence signal.
This leads to a slightly increased temperature of about 150 µK, as measured
from the strength of the vibrational sidebands in the spectrum of the 1S0 – 3P0
transition.

Since the sidebands of the residual micromotion at 10 MHz induced by stray
electric fields can be seen directly in the spectrum, these fields can be compen-
sated with high accuracy using additional DC electrodes mounted close to the
trap. In this manner the micromotion of the ion can be reduced to very small
values (see Fig. 2). For example, from the spectrum of Fig. 2b, a localization of
better than λ/20 can be deduced, demonstrating that the Lamb-Dicke regime is
well attained by this procedure.

3 New Cooling Laser System

In our former setup the ion was detected and cooled on the 1S0 – 3P1 transition
by means of a frequency-doubled stilbene-3 ring dye laser at 461 nm, pumped
by an Ar+ laser. This system needs continuous maintenance for laser alignment,
change of dye and even replacement of pump laser tubes; therefore, long-term
operation as required for an ultra-stable optical clock is not possible with this
laser. Furthermore, for tests of fundamental physics such as the search for a time
variation of the fine-structure constant by comparing different optical clocks [20–
22], a transportable standard would be advantageous. The aim was therefore to
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Fig. 2. Spectrum of the In+ 1S0 – 3P1 cooling transition at 231 nm, after compensation
of stray electric fields. The micromotion sidebands are strongly reduced

design a new compact, reliable and transportable laser system allowing perma-
nent operation.

The new cooling laser system [14] consists of an extended-cavity diode laser
(ECDL) with 30 mW of output power at 922 nm in Littrow configuration [23,24],
where the laser frequency is controlled by the feedback of the first diffraction
order of a grating. Due to the high-quality antireflection (AR) coating of the
front facet of the diode, the tuning range of the ECDL is rather large, from
880 nm to 960 nm. About 20 per cent of its light is used for frequency stabilizing
the laser onto a reference cavity. The main part of the ECDL light is seeded
into a tapered amplifier (TA), resulting in a power of ∼ 0.5 W at the same
frequency. The infrared light is then frequency-doubled a first time in an external
enhancement cavity by means of a periodically poled KTP crystal, yielding more
than 200 mW at 461 nm. A second external frequency-doubling stage using a
BBO crystal generates 1 mW of UV light at 231 nm. Figure 3 shows the setup
of the system.

For active frequency stabilization, the laser frequency is locked onto the
resonance of a monolithic Fabry-Perot interferometer with a finesse of 11000
(linewidth: 100 kHz) using the Pound-Drever-Hall locking technique. For that
purpose the beam is first led in double pass through an acousto-optical modula-
tor to allow for frequency fine tuning and thereafter coupled via a single-mode
fibre into the reference resonator. The sidebands, required for the lock, are gen-
erated by modulating the ECDL current at 10 MHz. The error signal is applied
to the laser current, with a bandwidth of about 500 kHz.

We investigated the frequency fluctuations of the cooling laser in both the
free-running and the actively stabilized regimes. The Fourier transform of the
frequency noise spectrum allows one to estimate the laser linewidth. For the free-
running laser this leads to a value below 500 kHz at 922 nm. In the case of active
frequency stabilization, a frequency stability of the laser relative to the reference
resonator (quality of lock) of better than 100 Hz is obtained [14]. Contributions
of different parasitic effects, such as residual amplitude modulation, spurious
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Fig. 3. Illustration of the experimental setup of the new cooling laser system. LD:
laser diode, PZT: piezo-actuator, ISO: optical isolator, PD: photodiode, AOM: acousto-
optical modulator; for details see text

interferences etc., are estimated to be small at the present level of accuracy;
the frequency stability relative to the reference resonator is at present mainly
limited by the bandwidth of our servo system.

With the achieved quality of lock, the absolute frequency stability of the
cooling laser is mainly determined by the length stability of the reference res-
onator. The latter depends on the isolation of the reference cavity from environ-
mental perturbations. Our investigations of different cavity supports led us to
estimate the absolute laser frequency stability to be smaller than 10 kHz. Decou-
pling the reference resonator more efficiently from external vibrations, e.g. by
active vibration isolation supports, would further reduce the laser linewidth [15].
With improved frequency stabilization schemes at the dekahertz level and be-
low, diode lasers become an attractive laser source also for ultra-high-resolution
spectroscopy [4].

Important for the use of an ECDL in series with a TA in high-resolution
spectroscopy is the frequency fidelity of the amplifier. For analyzing this prop-
erty, the output of the TA was heterodyned with the ECDL frequency. For this
purpose the frequency of the TA output was shifted with an acousto-optical mod-
ulator and the beat note between the TA input and output beams was observed.
The result is shown in Fig. 4. The beat note has a width of 100 mHz, limited
by the resolution of the spectrum analyzer. This shows that the TA introduces
negligible spectral broadening.
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Fig. 4. Beat signal between input and output beams of the TA, showing a linewidth
of 100 mHz, limited by the resolution of the measuring system (spectrum analyzer)
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Fig. 5. High-resolution excitation spectrum of the In+ 1S0 – 3P0 clock transition. The
linewidth (FWHM) of the fitted Lorentzian corresponds to 170 Hz

4 High-Resolution Spectroscopy

Spectroscopy of the 1S0 – 3P0 clock transition is performed in optical-optical
double resonance [1]. Excitation of the metastable 3P0 state leads to a dark
period in the single-ion fluorescence signal on the cooling transition until the
level is depopulated via spontaneous decay. In this way absorption of one clock
transition photon prevents subsequent scattering of some 105 or 106 fluorescence
photons of the cooling transition. This allows detection of a transition to the
metastable state with practically 100 per cent efficiency.

The clock laser system used for the experimental outcome of Fig. 5 consists
of a diode-pumped Nd:YAG master laser at 946 nm [25]. The laser is frequency-
stabilized to a thermally and acoustically isolated reference cavity of finesse
≈ 60000. A second diode-pumped Nd:YAG slave laser is used for power amplifi-
cation and efficient intra-cavity second harmonic generation employing a KNbO3
crystal. For transfer of the frequency stability, the light from the master laser
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is coupled into the slave laser via injection locking. The blue light of the slave
laser is subsequently frequency-doubled by means of a BBO crystal, placed in
an external enhancement cavity, to generate the radiation at 237 nm needed to
excite the 1S0 – 3P0 transition.

In order to obtain high-resolution spectra of the clock transition any light-
shift and broadening of this transition by the cooling laser has to be avoided.
The clock laser and the cooling laser beams are therefore applied alternately in
time by blocking the beam by means of mechanical shutters. A high-resolution
spectrum of the clock transition is shown in Fig. 5. In the experiment the clock
laser power was reduced to ≈ 30 nW to avoid saturation broadening. By scanning
the laser frequency in steps of 8 Hz, with typically four excitation pulses at
each frequency, a spectral linewidth of 170 Hz (FWHM) (fractional resolution
∆ν/ν = 1.3×10−13) is derived from a fit with a Lorentzian curve [8]. A spectral
window of width 200 Hz contains 50 per cent of all excitations. According to the
experimental control of the ion temperature, electromagnetic fields and vacuum
conditions, no significant Doppler, Zeeman, Stark or collisional broadening of
the ion is expected beyond a level of 1 Hz. The linewidth obtained is essentially
determined by the frequency fluctuations of the clock laser; measurement of the
frequency stability of the laser using a second independent reference cavity leads
to a consistent result.

5 Absolute Frequency Measurements

Realization of an optical frequency standard requires precise frequency determi-
nation of the clock transition, at best by comparing it with a primary frequency
standard: a cesium atomic clock.

So far, the absolute frequency of the 115In+ 1S0 - 3P0 clock transition has been
measured twice [26,27]. In a first measurement, by means of a phase-coherent
frequency chain, the frequency of the 1S0 - 3P0 resonance was compared with a
methane-stabilized He-Ne laser at 3.39 µm [28] and a Nd:YAG laser at 1064 nm
whose second harmonic was locked to a hyperfine component of molecular iodine
[29]. The transportable He-Ne laser was calibrated against the German atomic
cesium time standard at Physikalisch-Technische Bundesanstalt (PTB) with the
help of a harmonic frequency chain [30], where the frequency was determined
with an uncertainty of ± 23 Hz [31]; the absolute frequency of the a10 hyperfine
component of the R(56)32-0 transition in molecular iodine had been measured in
[32] with an uncertainty of ± 40 kHz. A frequency gap in the chain of 1.43 THz
at 850 nm was bridged with the help of an optical frequency comb generator [33].
In this way, the frequency of the 115In+ clock transition was determined to be
1 267 402 452 914 ± 41 kHz, corresponding to an accuracy of 3.3 parts in 1011 [26]
(essentially determined by the uncertainty of the iodine reference). This result
represented an improvement in accuracy of more than three orders of magnitude
compared with previous measurements of the line.

In a second measurement, the frequency of the indium clock transition was
compared with the frequency of the methane-stabilized He-Ne laser at 3.39 µm
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Fig. 6. Top: excitation probability of the 3P0 state as a function of the absolute fre-
quency in a typical measurement session. Bottom: line center of the 11 measurement
sessions; the error bars correspond to the uncertainty of the HeNe standard

alone [27]. Here, the He-Ne laser had been calibrated against an atomic cesium
fountain clock. A gap of 37 THz in the frequency chain at the fourth harmonic
of the He-Ne standard was bridged with the frequency comb of a mode-locked
femtosecond laser [34]. In this measurement the frequency of the In+ clock tran-
sition was determined to 1 267 402 452 899.92 ± 0.23 kHz, where the accuracy
of 1.8 parts in 1013 was mainly limited by the uncertainty of the He-Ne laser
[27]. Figure 6 shows the results of the 11 measurement sessions as well as the
excitation probability of the In+ clock transition as a function of the absolute
frequency in one particular session. Systematic frequency shifts of the clock tran-
sition are negligible at this level of accuracy. The magnetic field dependence is
– 636 ± 27 Hz/G for the |F = 9/2;mF = 9/2〉 → | F ′ = 9/2;m′

F = 7/2〉 com-
ponents excited in the experiment [8], where the magnetic field was adjusted to
zero with a precision of a few 10 mG. Other systematic frequency shifts such
as the quadratic Stark or second-order Doppler shift are orders of magnitude
smaller than the Zeeman shift at the temperatures to which the ion is cooled in
the trap (T ∼ 150 µK).



An Indium Optical Frequency Standard 271

Improving the frequency determination of the In+ 1S0 - 3P0 clock transition
and comparing the line with other narrow optical resonances of comparable
accuracy using the frequency comb of a mode-locked femtosecond laser would
enable the search for possible slow variations of fundamental constants in time
as recently discussed in [20–22] (see also the various related contributions in this
book). For example, for a relative variation ∆α/α of the fine-structure constant
α of 10−15 a frequency shift of 0.26 Hz is predicted for the 1S0 – 3P0 resonance
[35]. With the expected accuracy and stability of the In+ frequency standard
much smaller variations of the fine structure could be investigated. To detect
the shift, the 1S0 – 3P0 transition could be compared for example with the
hydrogen 1S – 2S transition at 122 nm, which has a negligible susceptibility to
frequency shifts with ∆α and in this way could be used as an anchor frequency.
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Abstract. Recent progress in precision control of pulse repetition rate and carrier-
envelope phase of ultrafast lasers has established a strong connection between optical
frequency metrology and ultrafast science. A wide range of applications has ensued,
including measurement of absolute optical frequencies, precision laser spectroscopy,
optical atomic clocks, and optical frequency synthesis in the frequency-domain, along
with pulse timing stabilization, coherent synthesis of optical pulses, and phase-sensitive
extreme nonlinear optics in the time-domain. In this contribution we discuss the impact
of the femtosecond optical frequency comb to molecular spectroscopy. Measurements
performed in the frequency-domain provide a global picture of molecular structure at
high precision while providing radio frequency clock signals derived from molecular
optical standards. Time-domain analysis and experiments give us new possibilities for
nonlinear optical spectroscopy and sensitive detections with real-time information.

1 Introduction to Femtosecond Optical Frequency Comb

Precise phase control of femtosecond lasers has become increasingly important
as novel applications utilizing the femtosecond laser-based optical comb are de-
veloped that require greater levels of precision and higher degrees of control [1].
Improved stability is beneficial for both frequency-domain applications, where
the relative phase or “chirp” between comb components is unimportant (e.g.
optical frequency metrology), and, perhaps more importantly, time-domain ap-
plications where the pulse shape and/or duration is vital, such as in nonlinear
optical interactions [2]. For both types of applications, minimizing jitter in the
pulse train and noise in the carrier-envelope phase is often critical to achieve
the desired level of precision. Phase-stabilized mode-locked femtosecond lasers
have played a key role in recent advances in optical frequency measurement [3,4],
carrier-envelope phase stabilization [2,5,6], all-optical atomic clocks [7,8], optical
frequency synthesizers [9], coherent pulse synthesis [10], and ultra-broad, phase
coherent spectral generation [11].

Mode-locked lasers generate short optical pulses by establishing a fixed phase
relationship among all of the lasing longitudinal modes. To understand the con-
nection between the time-domain and frequency-domain descriptions of a mode-
locked laser and the pulse train that it emits, a key concept is the carrier-envelope
phase. This is based on the decomposition of the pulses into an envelope func-
tion, Ê(t) , that is superimposed on a continuous carrier wave with frequency
ωc, so that the electric field of the pulse is written E(t) = Ê(t)eiωct. The carrier-
envelope phase, φCE , is the phase shift between the peak of the envelope and

J. Ye et al., Applications of Femtosecond Laser Comb to Nonlinear Molecular Spectroscopy, Lect.
Notes Phys. 648, 275–295 (2004)
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the closest peak of the carrier wave. In any dispersive material, the difference
between group and phase velocities will cause φCE to evolve. This group-phase
velocity mismatch inside a laser cavity produces a pulse-to-pulse phase shift
accumulated over one round-trip as ∆φCE .

When φCE is constant, the spectrum of a femtosecond optical comb corre-
sponds to identical pulses emitted by the mode-locked laser. For a single pulse,
the spectrum is the Fourier transform of its envelope function and is centered at
the optical frequency of its carrier. Generally, for any pulse shape, the frequency
width of the spectrum will be inversely proportional to the temporal width of
the envelope. For a train of identical pulses, separated by a fixed interval, the
spectrum can easily be obtained by a Fourier series expansion, yielding a comb of
regularly spaced frequencies, where the comb spacing is inversely proportional to
time interval between successive pulses, i.e., the repetition rate (frep) of the laser.
Of course, the Fourier relationship between time and frequency resolution guar-
antees that any spectrometer with sufficient spectral resolution to distinguish
the individual comb line cannot have enough temporal resolution to separate
successive pulses. Therefore the successive pulses interfere with each other in-
side the spectrometer and the comb spectrum occurs because there are certain
discrete frequencies at which the interference is constructive. Using the result
from Fourier analysis that a shift in time corresponds to a linear phase change
with frequency, we can readily see that the constructive interference occurs at
n× frep, where n is an integer.

When the φCE is evolving with time, such that from pulse to pulse (with
a time separation of T = 1/frep) there is a phase shift of ∆φCE , then in the
spectral domain a rigid shift will occur for the frequencies at which the pulses
add constructively. This shift can be easily determined as (1/2π)∆φCE/T . Thus
the optical frequencies, νn, of the comb lines can be written as

νn = nfrep + f0 , (1)

where n is a large integer of order 106 that indexes the comb line, and f0 is the
comb offset due to pulse-to-pulse phase shift,

f0 =
1
2π
frep∆φCE . (2)

The relationship between time and frequency domain pictures is summarized in
Fig. 1. The pulse-to-pulse change in the phase for the train of pulses emitted
by a mode-locked laser can be expressed in terms of the average phase (vp) and
group (vg) velocities inside the cavity. Specifically,

∆φCE =
(

1
vg

− 1
vp

)
lcωc mod (2π) , (3)

where lc is the round-trip length of the laser cavity and ωc is the “carrier”
frequency.

Armed with the understanding of the frequency spectrum of a mode-locked
laser, we can now turn to the question of measuring the absolute frequencies of
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Fig. 1. Summary of the time-frequency correspondence for a pulse train with evolving
carrier-envelope phase.

comb lines. For a frequency measurement to be absolute, it must be referenced
to the hyperfine transition of 133Cs that defines the second. From (1) we see that
determining the absolute optical frequencies of the femtosecond comb requires
two radio frequency (RF) measurements, that of frep and f0. Measurement of frep
is straightforward; we simply detect the pulse train’s repetition rate (from 10’s of
MHz to several GHz) with a fast photodiode. On the other hand, measurement
of f0 is more involved as the pulse-to-pulse carrier envelope phase shift requires
interferometric measurement, whether it is carried out in the time-domain [12]
or in the frequency-domain [13]. When the optical spectrum spans an octave in
frequency, i.e., the highest frequencies are a factor of 2 larger than the lowest
frequencies, then measurement of f0 is greatly simplified. If we use a second
harmonic crystal to frequency double a comb line, with index n, from the low
frequency portion of the spectrum, it will have approximately the same frequency
as the comb line on the high frequency side of the spectrum with index 2n.
Measuring the heterodyne beat between these yields a difference frequency

2νn − ν2n = 2(nfrep + f0) − (2nfrep + f0) = f0 , (4)

which is just the offset frequency. Thus an octave spanning spectrum enables
a simple measurement of f0 [5]. Note that an octave spanning spectrum is not
required, it is just the simplest. We designate this scheme, as shown in Fig. 2(a),
as “self-referencing” as it uses only the output of the mode-locked laser. Self-
referencing is not the only means of determining the absolute optical frequencies
given an octave spanning spectrum. For example, the absolute optical frequency
of a CW laser can be determined if its frequency lies close to comb line n in
the low frequency portion of the femtosecond comb spectrum. Then the second
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Fig. 2. Two equivalent schemes for measurement of f0 using an octave-spanning optical
frequency comb. In the self-referencing approach shown in (a), frequency doubling and
comparison are accomplished with the comb itself. In the second approach shown in
(b), the fundamental and the second harmonic of a CW optical frequency standard are
used for determining f0. These two basic schemes are employed for absolute optical
frequency measurement and implementation of optical atomic clocks.

harmonic of the CW laser will lie close to the comb line 2n. Measurement of
the heterodyne beat between the CW laser frequency, νcw, and the frequency of
comb line n gives

fbeat1 = νcw − (nfrep + f0)

and between the second harmonic of the CW laser and comb line 2n gives

fbeat2 = 2νcw − (2nfrep + f0) .

Taking the difference,

fbeat2 − 2fbeat1 = 2νcw − (2nfrep + f0) − (2νcw − 2(nfrep + f0)) = f0 . (5)

This detection scheme is shown in Fig. 2(b) [8].
An octave-bandwidth optical comb is not straightforward to produce. A

Fourier-transform limited pulse with a full width at half maximum (FWHM)
bandwidth of an octave centered at 800 nm, would only be a single optical cycle
in duration. Such short pulses have not been achieved. Fortunately, neither a
transform-limited pulse nor a FWHM of an octave is actually needed. The pulse
width is unimportant as the measurement and control techniques are purely fre-
quency domain approaches. Experimentally, it has been found that even if the
power at the octave spanning points is 40 dB below the peak, it is still possible
to observe strong f-to-2f heterodyne beats. Still, the necessary comb bandwidth
is larger than that from a typical sub-10-fs mode-locked Ti:sapphire laser. One
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approach to produce this sufficient spectral bandwidth is based on self-phase
modulation directly inside the Ti:Sapphire crystal itself [14] or inside an addi-
tional glass plate located inside the laser cavity with secondary coincident time
and space foci [15]. These techniques require carefully designed mirrors and laser
cavities. Additional spectral bandwidth can also be obtained by minor changes
in the cavity configuration of a high repetition rate laser, although it has not
yet yielded sufficient intensity at the octave points for the observation of f-to-
2f beats [16]. Another widely adopted approach is to generate the extra comb
bandwidth using microstructure fibers that have zero group velocity dispersion
(GVD) within the emission spectrum of a Ti:sapphire laser [17]. The large index
contrast for waveguiding inside microstructure fibers has two consequences, first
the ability to generate a zero in the GVD at visible or near-infrared wavelengths
and, secondly, the possibility of using a much smaller core size. This has allowed
broadband continuum generation with only nanojoule pulse energies.

For the purpose of using the femtosecond optical comb for absolute optical
frequency measurements, it is straightforward to establish the frequency values
of all of the comb components. The comb’s frequency spacing (frep) can be phase
locked with high precision via detections of higher harmonics of frep relative to
an RF standard. The value of f0 is determined and controlled using schemes
shown in Fig. 2. Control of f0 requires a servo transducer acting differentially
on the intracavity group and phase delays. One common method for adjusting
f0 is to swivel the end mirror in the arm of the laser cavity that contains the
prism sequence [18]. An alternative method of controlling f0 is via modulation
of the pump power, with likely contributions from the nonlinear phase, spectral
shifts, and the intensity dependence in the group velocity [19]. It is worth noting
that a scheme implemented by H. Telle et al [20] allows the frequency comb to
be free running (without any active stabilization) while making highly precise
measurement and/or connections for an optical frequency interval lying within
the comb bandwidth.

The dramatic simplification of a complex optical frequency chain to that of a
single mode-locked laser has greatly facilitated optical frequency measurement.
Another important aspect of this new technology is its high degree of reliability
and precision and lack of systematic errors. For example, recent tests have shown
that the repetition rate of a mode locked laser equals the mode spacing of the
corresponding comb to within the measurement uncertainty of 10−16. The uni-
formity of the comb mode spacing has also been verified to a level below 10−17,
even after spectral broadening in fiber [3]. Comparison between two separate fs
comb systems, both linked to a common reference source (microwave or optical),
allows one to examine the intrinsic accuracy of a fs comb based frequency mea-
surement system, currently at a level of a few parts in 1016 with no measurable
systematic effects [21]. Direct comparisons of absolute optical frequency measure-
ments between the femtosecond comb technique and the traditional harmonic
frequency chain approach have also produced assuring mutual confirmations at
the level of 10−12 to 10−14 [4,22].

As the measurement precision for optical frequencies is advanced to an ever-
higher level, the stability limitation imposed by the available RF standards used
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for fs comb stabilization becomes an important issue [22,23]. Instead of operating
a fs comb using RF references, it appears to be advantageous to operate the comb
by stabilizing it to an optical frequency standard. The fs comb will then in turn
produce optically derived stable clock signals in the RF domain, leading to a
so-called “optical atomic clock” [7,8,24]. Recent experimental demonstrations
support the concept that, in the future, the most stable and accurate frequency
standards will be based on optical transitions [25,26]. Stepping down the stability
level by one or two orders of magnitude, portable optical frequency standards
that offer compact, simple, and less expensive system configurations have also
shown competitive performance with (in-)stability near 1 × 10−14 at 1 to 10 s
averaging time [27].

To realize an optical atomic clock, an optical comb needs to be stabilized to a
pre-selected optical frequency source at a precision level that exceeds the optical
standard itself. f0 can be extracted in a straightforward manner using either
schemes shown in Fig. 2. Then f0 can be stabilized with respect to either frep or
an auxiliary stable RF source. It is worth noting that stabilization of f0 at a few
mHz is more than adequate, as it yields fractional frequency noise of < 10−17 for
an optical carrier. A heterodyne beat between one of the comb components and
the optical standard (νstandard) yields information about fluctuations in frep. We
note for the particular case shown in Fig. 2(b),

fbeat2 − fbeat1 = 2νstandard − (2nfrep + f0) − (νstandard − (nfrep + f0))
= νstandard − nfrep ,

producing a direct link between the optical frequency νstandard and the radio
frequency frep. After appropriate processing, this error signal is used to stabilize
the phase of frep coherently to νstandard, thereby producing a clock signal output
in the RF domain derived from νstandard.

Besides the capability of deriving RF signals from an optical frequency stan-
dard, a fs comb can, of course, also be used to transfer the stability of optical
standards across vast frequency gaps to other optical spectral regions. Easy
access to the resolution and stability offered by optical standards will greatly
facilitate the application of frequency metrology to precise spectroscopic inves-
tigations. An ideal situation is depicted in Fig. 3 where a high precision optical
frequency synthesizer is realized with the help of a stable fs comb linked to an op-
tical frequency standard. For spectroscopy applications, we indeed often desire a
single-frequency and reasonably powered optical carrier wave that can be tuned
to any desired optical spectral feature of interest. Realization of such an optical
frequency synthesizer (analogous to its RF counterpart) will add a tremendously
useful tool for modern spectroscopy experiments. One could foresee an array of
diode lasers, each covering a successive tuning range of ∼ 10 to 20 nanome-
ters that would collectively cover most of the visible spectrum. Each diode laser
frequency would be controlled by the stabilized optical comb, and therefore be
directly related to the absolute time/frequency standard in a phase coherent
fashion, while the setting of the optical frequency would be accomplished via
computer control.
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Fig. 3. Random search of and stabilization to the targeted comb position by a single
frequency CW laser, whose frequency is continuously guided by the fs comb which is
in turn stabilized by an optical frequency standard.

In our preliminary implementation of such an optical frequency synthesizer
[9], the fs comb system is referenced by an I2-based optical frequency standard
at 532 nm. A CW diode laser, as well as a CW Ti:sapphire laser, is used to tune
through targeted spectral regions (for example, Rb D1 and D2 lines at 795 and
780 nm for the diode laser and I2 hyperfine transitions in the region of 490 - 520
nm) with desired frequency step sizes, while maintaining absolute reference to the
stabilized optical comb. A self-adaptive search algorithm first tunes the CW laser
to a specified wavelength region with the aid of a wavelength measurement device
(100 MHz resolution). A heterodyne beat signal between the laser’s frequency
and that of a corresponding comb line is then detected and processed. For fine-
tuning, an RF source provides a tunable frequency offset for the optical beat.
Once the laser frequency tuning exceeds one comb-spacing, we reset the RF
offset frequency back to the original value to start the process over again. The
laser frequency can thus be tuned smoothly in an “inch-worm” manner along the
comb structure. We have demonstrated two fundamental aspects of an optical
frequency synthesizer; namely continuous, precise tuning of the optical frequency
as well as arbitrary frequency setting on demand. The entire search process takes
about a minute.

2 Molecular Spectroscopy Aided by Femtosecond Optical
Frequency Comb

Before we delve ourselves into examples of molecular spectroscopy aided by the
technology of the precision frequency comb, we would like to discuss briefly
the implications of the frequency-domain control of the femtosecond laser to
the time-domain experiments. Prior to the development of femtosecond comb
technology, mode-locked lasers were used almost exclusively for time-domain ex-
periments. Although the femtosecond comb technology has primarily impacted
the frequency-domain applications described earlier, it is having an impact on
time-domain experiments and promises to bring about just as dramatic advances
in the time-domain as it has in optical frequency metrology and optical clocks.
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Indeed, it is fascinating to blur the boundary between traditional CW preci-
sion spectroscopy and ultrafast phenomena. The time-domain applications put
stringent requirements on the carrier-envelope phase coherence. Stabilization
of the “absolute” carrier-envelope phase at a level of tens of milli-radians has
been demonstrated and this phase coherence is maintained over an experimen-
tal period exceeding many minutes [28], paving the groundwork for synthesizing
electric fields with known amplitude and phase at optical frequencies. Working
with two independent femtosecond lasers operating at different wavelength re-
gions, we have synchronized the relative timing between the two pulse trains at
the femtosecond level [29], and also phase locked the two carrier frequencies, thus
establishing phase coherence between the two lasers. By coherently stitching op-
tical bandwidths together, a “synthesized” pulse has been generated [10]. With
the same pair of Ti:sapphire mode-locked lasers, we have demonstrated widely
tunable femtosecond pulse generation in the mid- and far- IR using difference-
frequency-generation [30]. The flexibility of this new experimental approach is
evidenced by the capability of rapid and programmable switching and modula-
tion of the wavelength and amplitude of the generated IR pulse. A fully developed
capability of producing phase-coherent visible and IR pulses over broad spectral
bandwidth, coupled with arbitrary control in amplitude and pulse shape, rep-
resents the ultimate instrumentation for coherent control of molecular systems.
A pulse train with good carrier-envelope phase coherence is also very promising
for experiments that are sensitive to φCE , i.e., the “absolute” pulse phase, not
just its pulse-to-pulse change [2]. This can be manifested in “extreme” nonlinear
optics experiments, or coherent control.

The capability to precisely control pulse timing (signified by the level of con-
trol in frep) and the pulse-carrier phase allows one to manipulate pulses using
novel techniques and achieve unprecedented levels of flexibility and precision, as
will be demonstrated in the work on time resolved spectroscopy of molecules.
For example, the simultaneous control of timing jitter and carrier-envelope phase
can be used to phase coherently superpose a collection of successive pulses from
a mode-locked laser. By stabilizing the two degrees of freedom of a pulse train
to an optical cavity acting as a coherent delay, constructive interference of se-
quential pulses will be built up until a cavity dump is enabled to switch out the
“amplified” pulse [31]. Such a passive pulse “amplifier”, along with the synchro-
nization technique we developed for pulse synthesis, has made a strong impact
on the field of nonlinear-optics based spectroscopy and imaging of bio-molecular
systems, showing significant improvements in experimental sensitivity and spa-
tial resolution [32,33]. With the enhanced detection sensitivity comes the ca-
pability of tracking real time biological dynamics. An ultrafast laser locked to
a high stability cavity is also expected to demonstrate extremely low pulse jit-
ter and carrier-envelope phase noise, which will be particularly attractive for
time-domain experiments. In addition, we are exploring the use of pulse-cavity
interactions to obtain a high sensitivity in intracavity spectroscopy (linear and
non-linear) with a wide spectral coverage, as well as to enhance nonlinear in-
teraction strengths for high efficiency nonlinear optical experiments. A more
extensive discussion along these lines will be presented in Sects. 4 and 5.
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With these new sets of tools in hand, it is appropriate to revisit the topics of
precision molecular spectroscopy. It is also interesting to explore spectroscopy in
a more broad sense. For example, one can now carry out precision spectroscopy
using ultrafast lasers. On the other hand, coherent control of molecular motion
can be performed in the spirit of precision measurement. The capability of abso-
lute optical frequency measurements in the visible and IR spectral regions adds
a new meaning to the term of precision molecular spectroscopy. Understanding
of molecular structure and dynamics often involves detailed spectral analysis
over a broad wavelength range. Such a task can now be accomplished with a
desired level of accuracy uniformly across all relevant spectral windows, allow-
ing precise investigations of minute changes in the molecular structure over a
large dynamic range. For example, absolute frequency measurement of vibration
overtone transitions and other related resonances (such as hyperfine splitting)
will reveal precise information about the molecular potential energy surface and
relevant perturbation effects. We have pursued such a study in iodine molecules,
performing high-resolution and high-precision measurement of hyperfine inter-
actions of the first excited electronic state (B) of I2 over an extensive range of
vibrational and rotational quantum numbers towards the dissociation limit. Ex-
perimental data demonstrate systematic variations in the hyperfine parameters
that confirm calculations based on ab initio molecular potential energy curves
and electronic wave functions derived from a separated-atomic basis set. We have
accurately determined the state-dependent quantitative changes of hyperfine in-
teractions caused by perturbations from other electronic states and identified
the respective perturbing states. Our work in I2 near the dissociation limit is
also motivated by the desire to improve cell-based portable optical frequency
standards [34]. Indeed, I2-stabilized lasers have already demonstrated high sta-
bility (< 5×10−14 at 1 s averaging time) and have served well for optical atomic
clocks [8].

3 I2 Hyperfine Interactions, Optical Frequency Standards
and Clocks

The hyperfine structure of I2 rovibrational levels includes four contributions: nu-
clear electric quadrupole (eqQ), spin-rotation (C), tensorial spin-spin (d), and
scalar spin-spin (δ) interactions. Agreement between experiment and theory us-
ing the four-term effective hyperfine Hamiltonian is at the kilohertz level for a few
selected transitions. For the first excited electronic state B with the 2P3/2+2P1/2
dissociation limit, our goal is to perform a systematic high-precision investiga-
tion of hyperfine interactions over an extensive range of rovibrational quantum
numbers coupled with a large range of internuclear separations. Such a study
has allowed us to understand the rovibrational dependence of the hyperfine in-
teractions (as well as the dependence on internuclear distance) based on ab initio
molecular potential energy curves and the associated electronic wave functions.
Careful analysis of various perturbation effects leads to precise determination of
molecular structure over a large dynamic range.
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Fig. 4. The ground state and the first excited state of I2 with their associated dissoci-
ation limit. The lower panel shows a narrowing trend of the transition linewidth when
the excited state approaches the dissociation limit.

Prior studies have concentrated on a few isolated rovibrational levels for the
high vibrational levels v′ = 40 to 82 in the B state [35–37]. For vibrational levels
below v′ = 43, only functional forms on the state-dependent variations of the hy-
perfine interactions have been investigated from empirical data [38]. Combining
absolute optical frequency metrology with high-resolution and broad wavelength-
coverage laser spectroscopy, we have measured ∼80 rovibrational transitions with
the upper vibrational levels (from v′ = 42 up to v′ = 70) stretching from a
closely bonded molecular basis to a separated-atomic basis appropriate for the
2P3/2 +2 P1/2 dissociation limit, providing kHz-level line accuracies for most hy-
perfine components. The study is performed in the wavelength region of 530 to
498 nm. Measurements performed on a large set of rovibrational quantum num-
bers provide systematic information on state-dependent variations in the hyper-
fine interactions caused by perturbation from other nearby states. Figure 4 shows
a simple schematic of the ground and the first excited electronic states of I2 and
their relevant dissociation limits. The lower panel in Fig. 4 shows a clear trend of
linewidth narrowing with decreasing transition wavelength. However, this ten-
dency is complicated by variations in linewidths among different rotational or
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Fig. 5. Rovibrational dependence of the B state hyperfine parameters (a) eqQB , (b)
CB , (c) dB , and (d) δB . Note (b), (c), and (d) are semilog plots and the vertical scale
of (c) has been inverted. Each solid line is a fit for J-dependence for each vibrational
level (v′ indicated in the figure). Experimental data in squares and open circles show
abnormal variations of eqQB , dB , and δB around v′ = 57 and 59.

hyperfine components when the transitions approach the pre-dissociation region.
The initial linewidth narrowing at shorter wavelength may indicate among other
interesting effects that the Franck-Condon factor in the transition probability is
reduced when the excited state reaches a higher vibration level. As the excited
state approaches the dissociation threshold, the limit on life time imposed by
predissociation and other effects will need to be taken into consideration.

Figure 5 illustrates systematic rovibrational dependences for all four hyper-
fine parameters. Each solid line is a fit of experimental data for rotational depen-
dence belonging to a single vibrational level (v′). In general, all hyperfine param-
eters have monotonic dependence on both rotational and vibrational quantum
numbers except for the levels in the vicinity of v′ = 57 to 59. However, the v-
dependence of eqQB reverses its trend after v′ = 60. For the sake of figure clarity,
the eqQB data for v′ > 60 are not shown. Another important observation is that
for levels of v′ = 57−59 all hyperfine parameters except for CB bear abnormal J-
dependences due to perturbations from a 1g state through accidental rotational
resonances.

Combining data from this work and the literature [38], investigations of the
hyperfine spectra now cover the majority of the vibrational levels (3 ≤ v′ ≤ 82)
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in the B state. Therefore, it is now possible and useful to explore the global
trend of these hyperfine parameters in the B state. Suppressing the rotational
dependence, hyperfine parameters as functions of pure vibrational energy E(v′)
are found to increase rapidly when molecules approach the dissociation limit,
which is a result of the increasingly strong perturbations from other high-lying
electronic states sharing the same dissociation limit with the B state. While
CB ’s variation is smooth over the whole range, eqQB , dB , and δB all have local
irregularities at three positions: v′ = 5 where the B”:1u state crosses nearby,
around v′ = 57 to 59 (see discussions above), and from v′ = 76 to 78, due to the
same 1g state [35,37].

To examine these hyperfine parameters in terms of internuclear separation
R, the vibrational average of the hyperfine parameters is removed by inverting
the expression O(v′, J ′) = 〈v′

J′ |O(R)|v′
J′〉, where O(v′, J ′) denotes one of the

four hyperfine parameters. Figure 6 plots eqQB , CB , dB , and δB against R-
centroid evaluated from 〈v′

J′ |R|v′
J′〉 (|v′

J′〉 properly normalized), along with the
corresponding residual errors of the interpolation. In Fig. 6(a), (b), (c), and
(d), solid lines are calculated from 〈v′

J′ |O(R)|v′
J′〉 and symbols are experimental

data. Consistent with CB ’s smooth variation, the interpolation function CB(R)
has small residual errors (within ±0.03, relative) for the entire range from v′ = 3
to 70. On the contrary, the large residual errors in the interpolation of eqQB ,
dB , and δB for v′ ≥ 56 reflect their abnormal variations observed around v′ = 57
and 59, restricting a reliable interpolation only to levels of v′ < 56. In the region
of R < 5 Å, valuable information can be readily extracted from eqQB to assist
the investigation of I2’s electronic structure. Unlike the other three hyperfine
parameters whose major parts originate from perturbations at nearly all possible
values of R, a significant part of eqQB is due to the interaction between the
nuclear quadrupole momentQ and the local electric field gradient q(R) generated
by the surrounding charge distribution of a largely B state character. Thus,
for R < 5 Å, where perturbations from other electronic states are negligible,
the vibration-removed interpolation function eqQB(R), coupled with a priori
information on q(R), can be used to determine I2 nuclear quadrupole moment
or serve as a benchmark for molecular ab initio calculations of the electronic
structure at various values of R.

Precision measurements on B −X hyperfine spectra provide an alternative
and yet effective way to investigate the potential energy curves (PECs) sharing
the same dissociation limit with the B state as well as the associated electronic
wave functions. To demonstrate this, we perform calculations of eqQB , CB , dB ,
and δB based on the available PECs and electronic wave functions derived from
a separated-atomic basis set. For both vibrational and rotational dependences,
the ab initio calculation results agree very well with the experimental data for
v′ ≥ 42 (R-centroid ≥ 3.9 Å). In short, we have extended the range of separated-
atomic basis calculations from levels near the dissociation limit to low vibrational
levels (v′ = 5) and have found very good agreement with the experimental data
on both vibrational and rotational dependences.

Besides these interesting studies in hyperfine structure, the narrow-linewidth
I2 transitions in this wavelength range also provide excellent cell-based optical
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frequency references for laser stabilization. Frequency-doubled Nd:YAG/127I2
at 532 nm has been proved to be one of the best portable optical frequency
standards with compact size, reliability, and high stability (< 5 × 10−14 at 1 s).
To reach a higher frequency stability, it is useful to explore I2 transitions at
wavelengths below 532 nm, where the natural linewidths decrease at a faster rate
than that for the line strengths. We have measured the systematic variation of
the I2 transition linewidths within the range of 532 - 498 nm, with the linewidth
decreasing by nearly 6 times when the wavelength is changed from 532 nm to near
the dissociation limit [34]. The high S/N results indicate that I2 transitions in the
wavelength range of 532 - 501 nm hold great promise for future development of
optical frequency standards, especially with the advent of all solid state Yb:YAG
lasers. One exciting candidate is the 514.67 nm standard [39], with a projected
stability < 1 × 10−14 at 1 s.
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4 Extend Phase-Coherent fs Combs
to the Mid-IR Spectral Region

Being able to combine the characteristics of two or more pulsed lasers working at
different wavelengths certainly grants a more flexible approach to coherent con-
trol. The capability of synchronizing the repetition rates and phase-locking the
carrier frequencies of two mode-locked lasers opens many applications. It may be
particularly important in the generation of tunable femtosecond sources in other
previously unreachable spectral regions. Figure 7 shows the cross-correlation
measurement of the two stabilized mode-locked Ti:sapphire lasers using both
sum (SFG) and difference frequency generation (DFG). The DFG signal pro-
duced by a GaSe crystal can be tuned from 6 micron and onto any longer wave-
length regions with a high repetition rate (the same as the original laser’s) and
a reasonable average power (tens of microwatts). Arbitrary amplitude waveform
generation and rapid wavelength switching in these nonlinear signals are simple
to implement. The ultimate goal of this work is to make an optical waveform
synthesizer that can create an arbitrary optical pulse on demand and use the
novel source to study and control molecular motion. For frequency metrology
and precision molecular spectroscopy in the IR region, we note that the differ-
ence frequency generation approach produces an absolute-frequency calibrated
IR comb when the two Ti:sapphire lasers are synchronized and share a common
offset frequency f0.

Another important spectral region is 1.5 µm, where compact, reliable, and ef-
ficient mode-locked lasers exist and there are rich families of molecular overtone
transitions. Frequency reference grids in this spectral window could also find ap-
plications in dense wavelength division multiplexed (DWDM) systems, photonic
samplers in high-speed A/D conversion, and distribution of optical frequency
standards over optical fiber networks. The synchronization and phase-locking
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Fig. 7. Simultaneous sum and difference frequency generations from two stabilized
femtosecond lasers. Also shown are the amplitude fluctuations at the half power point
due to the relative timing jitter between the two parent lasers.
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approach for Ti:sapphire lasers can be extended to cover mode-locked lasers at
1.5 µm. We have indeed achieved results of tight synchronization between the
repetition rates and coherent phase locking of the optical carriers of the 1.5 µm
mode-locked laser sources and a Ti:sapphire-based fs frequency comb, which is
used as the clockwork for an optical atomic clock based on a molecular iodine
transition.

A phase-coherent link between mode-locked lasers requires two distinct con-
ditions to be met, as shown in Fig. 8(a). The comb spacing of the 1.5 µm source
(frep,1550) must be stabilized to the optical clock’s fs comb spacing (frep,775).
Second, the combs’ offset frequencies (f0,775 and f0,1550) must be phase locked
together. This latter step requires spectral overlap between the two combs.
The wide bandwidth optical frequency comb generated by the mode-locked fs
Ti:sapphire laser is phase locked to a highly stable, iodine-based optical fre-
quency standard. The optical comb of the 1.5 µm source is frequency doubled
and compared against the Ti:sapphire comb at a mutually accessible spectral
region to generate a heterodyne beat between the two combs.

Under simultaneous control of synchronization and phase locking, Figure 8(b)
shows frequency-counting records of the heterodyne beat signal between the laser
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Fig. 8. (a) Schematic diagram of simultaneous synchronization and phase locking be-
tween a 1.5 µm mode-locked laser diode and a 775-nm mode-locked Ti:sapphire laser.
The shaded area shows the implementation of an optical clock based on a Ti:sapphire
fs comb phase-stabilized to an iodine standard. The laser diode’s repetition frequency
is 8 times that of the Ti:sapphire (not as shown in the figure). (b) The heterodyne beat
recorded by a frequency counter at 1 s gate time, under no phase locking (short trace,
with respect to the right vertical axis) and phase locking (long trace, with respect to
the left vertical axis). (c) The Allan deviation associated with the phase-locked signal.
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diode and Ti:sapphire combs. At 1 s gate time, the rms fluctuation (σrms) of the
heterodyne beat (2 × f0,1550 − f0,775) is reduced to 3.2 mHz, in sharp contrast
to the 1.5 MHz rms fluctuation when f0,1550 is not stabilized. By monitoring
the beat error signal produced by the digital phase detector we insure that no
cycles have slipped for the phase locked loop over this measurement period.
Allan deviation of the stabilized beat frequency record is shown in Fig. 8(c),
determined with respect to the 1.5 µm optical carrier frequency [40].

5 Femtosecond Lasers and External Optical Cavities

The combination of ultra-short pulses and optical cavities will open doors for a
variety of exciting experiments. This requires the understanding of the intricate
pulse-cavity interactions and the subsequent development of techniques to effi-
ciently couple the ultra-short pulses into a high finesse optical cavity and coher-
ently store them in the cavity. An immediate impact is on precision stabilization
of ultrafast lasers [41]. Similar to the state-of-art stabilization of CW lasers, a
cavity-stabilized ultrafast laser is expected to demonstrate superior short-term
stability of both the pulse repetition frequency and the carrier-envelope phase.
The improved stability is beneficial in particular for time-domain applications
where the signal processing bandwidth is necessarily large. Another attractive
application lies in broadband and ultrasensitive spectroscopy. The use of high
finesse cavities has played a decisive role for enhancing sensitivity and precision
in atomic and molecular spectroscopy. We expect a dramatic advancement in
the efficiency of intracavity spectroscopy by exploiting the application of ultra-
short pulses. In other words, a high detection sensitivity is achievable uniformly
across the broad spectrum of the pulse. Applying cavity-stabilization techniques
to femtosecond lasers, the comb structure of the probe laser can be precisely
matched to the resonance modes of an empty cavity, allowing an efficient energy
coupling for spectroscopic probe. Molecular samples introduced inside the high
finesse cavity will have a strong impact on the dispersive properties of the cavity.
In fact it is this dispersion-related cavity-pulling effect that will aid our sensitive
detection process when we analyze the light transmitted through the cavity. Pre-
liminary data on spectrally resolved, time-domain ring down measurement for
intracavity loss over the entire femtosecond laser bandwidth are already quite
promising.

To develop sources for ultrafast nonlinear spectroscopy, a properly designed,
dispersion-compensated cavity housing a nonlinear crystal will provide efficient
nonlinear optical frequency conversion of ultrashort optical pulses at spectral
regions where no active gain medium exists. Furthermore, by simultaneously
locking two independent mode-locked lasers to the same optical cavity, efficient
sum and/or difference frequency generation can be produced over a large range of
wavelengths. Under a similar motivation, a passive cavity can be used to explore
coherent superposition of ultra short pulses, with cavity stabilization providing
the means to phase coherently superpose a collection of successive pulses from
a mode-locked laser. The coherently enhanced pulse stored in the cavity can be



Femtosecond Laser Comb 291

0 1,000 2,000 3,000 10,000
0

200

400

600

800

1000
 

Initial pulse FWHM = 50 fs
Cavity Finesse   F~ 3,140 

In
tr

ac
av

it
y 

P
ul

se
 E

ne
rg

y 
A

m
pl

if
ic

at
io

n

N (Round Trip Number)

55 fs
x8

85 fs
x400

73 fs
x220

N=100

N=1000

N=10,000

w/o dispersion

w/ dispersion

 

Fig. 9. Coherent evolution of a 50 fs pulse inside the cavity. Dashed line indicates the
ideal case of a dispersion free cavity perfectly matched with the incident pulse train,
while the solid line shows the effect of cavity dispersion in limiting the amount of energy
coupled into the cavity.

switched out using a cavity-dumping element (such as a Bragg cell), resulting in
a single phase-coherent amplified pulse. The use of a passive cavity also offers the
unique ability to effectively amplify pulses at spectral regions where no suitable
gain medium exists, such as for the infrared pulses from difference-frequency
mixing or the UV light from harmonic generation. Unlike actively dumped laser
systems, the pulse energy is not limited by the saturation of a gain medium or
a saturable absorber needed for mode-locking. Instead, the linear response of
the passive cavity allows the pulse energy to build up inside the cavity until
limited by cavity loss and/or dispersive pulse spreading. Therefore storage and
amplification of ultra-short pulses in the femtosecond regime requires precise
control of the reflected spectral phase of the resonator mirrors as well as the
optical loss of the resonator. While the reflected group delay of the mirrors
only change the effective length of the resonator, the group delay dispersion
(GDD) and higher-order derivatives of the group delay with respect to frequency
affect the pulse shape. The net cavity GDD over the bandwidth of the pulse
needs to be minimized in order to maintain the shape of the resonant pulse
and allow for the coherent addition of energy from subsequent pulses. Figure 9
illustrates the evolution of a 50 fs pulse inside a cavity with a finesse of 3,140
under the conditions of zero cavity dispersion (dashed curve) and finite dispersion
(solid curve). Three representative pulses at different stages of amplification are
also shown to illustrate the pulse buildup process. Although the 50 fs pulse is
stretched by the dispersive cavity, it is not severely distorted due to its coupling
with the incident pulse train. If the incident pulses become too short, the cavity
finesse too high, or the laser repetition frequency deviates significantly from the
cavity free-spectral-range (FSR) frequency, the intra-cavity pulse may quickly
pull apart into several pulses, and the meaning of a single pulse width would be
lost.
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We have applied the coherent pulse-stacking technique to both picosecond
and femtosecond pulses. Initial studies have already demonstrated amplification
of picosecond pulses of greater than 30 times at repetition rates of 253 kHz,
yielding pulse energies greater than 150 nJ [33]. With significant room left for
optimization of the cavity finesse (current value of ∼ 350, limited by the cavity
input-coupling mirror), we expect that amplifications greater than a hundred
times are feasible, bringing pulse energies into the µJ range. While the use of pi-
cosecond pulses allows us to separate out complications arising from intra-cavity
dispersion, for sub-100 femtosecond pulses, dispersive phase shifts in the cavity
mirrors become an important topic. Preliminary results in enhancing low indi-
vidual pulse energies for ∼ 50 fs pulses illustrate the importance of GDD control.
The external enhancement cavity incorporated specially designed negative GDD
low-loss mirrors to simultaneously compensate for the Bragg cell’s 3 mm of fused
silica and provide a high finesse. The input-coupling mirror transmission was ∼
0.8%, with a measured cavity finesse of 440. An intracavity energy buildup of
163 is expected, leading to single pulse amplifications of approximately 65 for the
current setup given the 40% dumping efficiency of our Bragg cell. The negative
GDD mirrors were designed to only partially compensate for the total cavity
dispersion. The remaining cavity GDD was estimated at +20 to +30 fs2. The
excess dispersion results in pulse broadening and a non-uniform filtering of the
transmitted pulse spectrum. Controlling the intracavity pressure allows fine tun-
ing of the net cavity GDD to zero. Experimental results are in good agreement
with independent numerical calculations. An intracavity buildup factor of 120
has already been achieved with pulses under 50 fs duration.

An important application of these advanced pulse control technologies is in
the field of nonlinear-optics based spectroscopy and nanoscale imaging. For ex-
ample, using two tightly synchronized picosecond lasers, we are able to achieve
significant improvements in experimental sensitivity and spatial resolutions for
coherent anti-Stokes Raman scattering(CARS) microscopy [32]. Vibrational imag-
ing based on CARS spectroscopy is a powerful method for acquisition of chem-
ically selective maps of biological samples [42]. In CARS microscopy, pulsed
pump and Stokes beams are focused tightly to a single focal spot in the sample
to achieve a high spatial resolution. The third order nonlinear interaction pro-
duces a signal photon that is blue-shifted (anti-Stokes signal) with respect to the
incident beams. Strong CARS signals are obtained whenever the frequency dif-
ference between the pump and Stokes coincides with a Raman-active vibrational
mode, which gives rise to the molecule-specific vibrational contrast in the image.
Recent studies and technological improvements have demonstrated the exciting
capability of CARS microscopy to attain high-resolution vibrational images of
unstained living cells.

Practical applications of the CARS microscopy technique require pulsed light
sources: optimized peak powers help boost the nonlinear signal. Pulses with tem-
poral widths of 1–2 picoseconds (ps) should be used to match to the vibration
bandwidths in order to optimize the CARS signal, with minimized non-resonant
background and compromising spectral resolution. An important technical chal-
lenge is to achieve tight synchronization between two mode-locked lasers that



Femtosecond Laser Comb 293

Bragg 
Cell

ωp

ωs

Ti:Sapphire 1

500 mW @ 76 MHz

~ 5 
nJ

50 mW @ 500 kHz

~ 100 
nJ

Ti:Sapphire 2

500 mW @ 76 MHz

Synchronization

“Gainless” passive 
cavity amplifier

Pulse picker 10 µm

Fig. 10. Schematic setup for coherent anti-Stokes Raman scattering (CARS) mi-
croscopy on living cells using two separate picosecond mode-locked lasers. The two
lasers are tightly synchronized to minimize detection noise while the pump laser is
enhanced in its peak power by a passive optical cavity. High S/N image of distribution
of lipids in a live unstained fibroblast cell is achieved via resonant detection of C-H
vibration frequency.

produce the frequency difference which matches the vibrational resonance. An-
other important consideration is that while the repetition rate of the pulse train
needs to be low enough to avoid thermal damage to the cell due to a high av-
erage power, the peak power of the pulses needs to be reasonably high to aid
the nonlinear signal strength. A schematic setup combining CARS spectroscopy
and pulse manipulation is shown in Fig. 10. The technologies of pulse synchro-
nization and coherent pulse stacking therefore become ideal tools for carrying
out this task of spectroscopy plus microscopy.
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Abstract. The vibrational and rotational transition frequencies in molecules are func-
tions of the electron-to-nucleon mass ratio. They can therefore be used for experiments
searching for a time-dependence of the electron-to-proton and nucleon-to-nucleon mass
ratios. We propose to to perform such tests with very high precision using ultracold
molecular ions trapped in a radio-frequency trap and sympathetically cooled by atomic
ions. The current status of an experiment using Be+-ions as a coolant medium to cool
light diatomic molecular ions is described. An interesting perspective is to perform
high-precision spectroscopy on single ultracold molecules. We sketch an approach to-
wards this goal.

1 Introduction

A large experimental effort is currently under way to test the foundation of
metric theories of gravity, the Einstein Equivalence Principle (EP) [1]. This
effort is motivated in part by the difficulties in unifying the theory of gravity
with quantum theory. The EP includes the principle of Local Position Invariance,
which states that the fundamental constants of nature, such as the fine structure
constant α, the mass ratios of the elementary particles, etc. are independent of
time and position.

Tests of the time-independence of the fundamental constants can be per-
formed by laboratory experiments or astronomical observations [2]. In labora-
tory tests, the frequencies of dissimilar types of oscillators are compared as a
function of time, while in astronomical tests, the frequencies of the electromag-
netic waves emitted in the far past by oscillators located in distant sources are
compared with the current frequency values of the same type of oscillators as
obtained in the laboratory. Table 1 gives an overview of some microscopic and
macroscopic systems that define transition or oscillation frequencies.

Analysis of astronomical observations claims a variation of α on the order
of 5 ppm over billions of years [7]. This claim provides increased stimulus for
laboratory experiments. These have entered a new era, where use is made of
the development of atomic clocks based on ultracold atoms and atomic ions,
and new methods of precise comparison of optical and microwave frequencies.
An improvement by more than an order of magnitude in the most stringent
laboratory limits has already been achieved.
� Present address: ZARM, Universität Bremen, Germany.
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Table 1. Dependence of the transition energy or cavity photon energy (in units of the
Rydberg energy ER) of various oscillators on fundamental constants. For the function
F , see [3]. The function G(α) is a relativistic correction factor for principal transitions;
it reduces to unity in the non-relativistic limit (small-Z atoms) [4]. The dependencies for
molecular vibrational and rotational transitions are given for diatomic molecules, where
µ is the reduced mass. For vibrational transitions between low-lying levels H(me/µ) �√

me/µ. The resonance frequency of a cavity is proportional to the size and thus to the
interatomic spacing, resulting in hν ∝ ER/α. Here, propagation of the electromagnetic
wave in vacuum is assumed. For the case of monolithic cavities, see [5]. The last entry
refers to the weak interaction-induced splitting between molecular levels of mirror
molecules (enantiomers) [6] and to the parity non-conservation light shift in atoms.
GF is the Fermi constant, θW is the Weinberg angle.

Type dependence

Hyperfine splitting g α2F (αZ)me/mp

Fine-structure splitting α2

Electronic transitions G(α)

Rotational transitions me/µ

Vibrational transitions H(me/µ)

Cavity frequencies α−1

Parity violation splitting GF , sin2 θW

The best laboratory limits produced thus far constrain certain combinations
of fundamental constants. For example, the recent high-precision tests concerned
a comparison of hyperfine transition frequencies of ultracold atoms that yielded
a test of the time-independence of gCs/gRb α

0.44 at the level of 7 · 10−16/yr [8].
A comparison of an optical transition in Hg+ and the hyperfine frequency of Cs
gave a limit of 7 · 10−15/yr for the combination gCsα

6me/mp [9]. Vibrational
transition frequencies in room-temperature molecular gases have also been in-
vestigated: a comparison of a vibration frequency of methane (CH4) and the
hyperfine frequency of Cs has led to an upper limit on the order 10−12/yr for
the time dependence of the ratio [11]. A similar test using the molecule OsO4
led to a limit 2 · 10−13/yr [10]. Taking these two results together, the ratio of
the two vibrational frequencies is found to be constant at the level of 10−12/yr.
This may be interpreted as a limit for the time-dependence of the ratio of the
characteristic nuclear masses corresponding to the vibrational modes studied.

From astronomical observations limits for individual fundamental constants
have been derived. For example, concerning α the relativistic and spin-orbit
energies of various atomic ions in quasars have been compared to laboratory
values [4,7]. Concerning me/mp, the ratio of energy differences of ro-vibrational
levels in a given electronic state of molecules in distant interstellar clouds can
be compared to present-day laboratory values. Based on observation of neutral
H2 absorption lines, constancy within 40 ppm was found [12,13].
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2 Molecular Tests of Constancy of Electron-to-Nucleon
Mass Ratios

Laboratory tests sensitive to the electron-to-nucleon mass ratio, and insensitive
to other fundamental constants to lowest order, can be performed by one of the
following methods [14]:

(i) Comparison of a vibrational or rotational molecular frequency and a non-
relativistic electronic transition in an atom;

(ii) Comparison of a (ro-)vibrational frequency and a rotational frequency, in
the same molecule or in different molecules;

(iii) Comparison of vibrational frequencies of different transitions in the same
molecule or in different molecules;

(iv) Comparison of vibrational frequencies of different molecules.

The approach (iii) is based on the fact that the interatomic molecular poten-
tial is not harmonic and therefore the energy spacing between adjacent vibra-
tional levels is not constant. The decrease in spacing for a diatomic molecule is
itself a function of me/µ, where µ is the reduced mass of the oscillating nuclei,
and of the particular molecule.

If the comparisons are performed using hydrogen molecules (H2, H+
2 , H+

3 ),
the ratio me/mp is accessed directly. If an arbitrary molecule is used, the ratio
me/µ is accessed. A limit for the time-independence of me/mp can only be given
under the assumption that the ratios of nuclear masses are time-independent,
i.e. µ/mp = const. However, if rotational or vibrational transitions of different
molecules are compared (approach (iv)) then the ratio of nuclear masses can be
probed [15]. An example is the comparison of H+

2 and D+
2 or H+

2 and HD+. Such
tests would probe the time-independence of the strong interaction [16].

Referring to Fig. 1, we can describe the approaches (ii) and (iii) by

d ln
(

νa−νb

νa

)
dt

= (1 − s)d ln(me/mp)
dt

, (1)

d ln
(

ν1
ν2

)
dt

= (s1 − s2)d ln(me/mp)
dt

. (2)

Here the coefficients sk are defined by the derivative of the relevant transition
frequencies νk with respect to the electron-to-proton mass ratio,

me/mp

νk

dνk

d(me/mp)
≡ sk. (3)

The coefficients sk can be calculated using quantum chemical algorithms. For
example, Hilico et al. have performed such calculations for the vibrational levels
of the H+

2 and D+
2 molecules [17].

To reach an interesting level of sensitivity and open up a direction for fu-
ture progress, it is certainly necessary to use ultracold molecules. Since the ap-
proaches (i-iv) can be applied to essentially any molecule, molecular ions can
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Fig. 1. Principle of the test of the time-independence of me/mp. The relative difference
of two ro-vibrational transition frequencies νa, νb sharing a common level (method (ii))
or the ratio of two vibrational transition frequencies ν1, ν2 (method (iii)) is measured
over the course of time.

be considered. These are favorable, since they can be (translationally) cooled
using sympathetic cooling by laser cooled atomic ions [18]. When crystallized,
the molecular ions are in the Lamb-Dicke regime, and the ro-vibrational transi-
tions will exhibit resolved sidebands. The linewidths are expected to be equal to
their natural linewidth, on the order of tens of Hz for dipole-allowed vibrational
transitions in the ground electronic state, and below 1 Hz for pure rotational
transitions in the lowest vibrational state. The quality factors of the transitions
are therefore in the range of 1011 or larger.

On the experimental side, laser sources for performing fundamental or over-
tone vibrational or stimulated Raman spectroscopy with such resolution can
be implemented. For example, continuous-wave optical parametric oscillators
(OPO) currently can provide radiation at wavelengths up to 4 µm with free-
running linewidths below 100 kHz. Diode lasers of similar linewidth are available
in the telecom wavelength range. Alternatively, difference frequency generation
can be used if low power levels are sufficient. The linewidth of the sources can
be reduced by frequency-stabilization to cavities. Such laser sources can be used
to excite fundamental or overtone vibrational transitions.

The detection of excitation to vibrational or rotational states within the elec-
tronic ground state in cold molecular ion ensembles is not straightforward, since
the number of molecules will be limited and fluorescence detection is impracti-
cal (fluorescence decay rates are small and fluorescence wavelengths lie in the
mid-infrared). Destructive detection of excitation is one approach and will be de-
scribed in the next section. A proposal for nondestructive detection of molecular
excitation is presented in the last section.

Rotational transition frequencies can be determined from a frequency differ-
ence νa − νb between two ro-vibrational excitations, as shown in Fig. 1, or from
the frequency difference of two waves used for a stimulated Raman transition
within the same vibrational state, or by direct microwave spectroscopy.
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Since the frequencies of the various transitions to be compared will typically
be very different (except if method (iv) is used with molecules appropriately
selected to have accidental degeneracies), frequency comb techniques will have
to be used.

In order to reach interesting sensitivities for time-independence, the evalu-
ation of systematic shifts will be of central importance. The experience gained
from work on cold atomic ion frequency standards will certainly be of signifi-
cance.

3 Sympathetic Cooling of Molecular Ions
and Spectroscopy

In our laboratory, two experiments dedicated to translational cooling of molec-
ular ions are under way. The first experiment uses 9Be+ as a coolant ion, the
second uses 137Ba+. The choice of Beryllium was made in order to be able to
efficiently trap light molecular ions, in particular molecular hydrogen ions. The
much heavier Barium ions can be used to trap heavier molecular ions, even
proteins, provided they are sufficiently highly charged [19]. The issue here is
the requirement of stable trapping, which constrains the allowed charge-to-mass
ratio of the molecular ions compared to that of the coolant ions.

One of our goals in studying molecular hydrogen ions is to measure the proton
and deuteron masses spectroscopically. Besides containing the most fundamental
nuclei, the diatomic molecular hydrogen ions H+

2 , D+
2 , HD+, and HT+, being

relatively simple three-body quantum systems, are also the only ones for which
ab-initio theory has the potential of reaching sufficient accuracy in the near fu-
ture. The Schrödinger equation for such systems can be solved with essentially
arbitrary accuracy (10−14) as a function of the masses of the three particles. The
required relativistic and QED corrections have so far been worked out to a rela-
tive accuracy on the order of 10−7, but with potential for future improvements.
Precision measurements on these ions could eventually lead to highly accurate
values for me/mp and the nuclear mass ratios mp/md as well as mp/mT . Among
the above ions, the heteronuclear ion HD+ is of particular interest from an exper-
imental point of view since dipole-allowed vibrational transitions can be excited.
We stress that even at the current stage of theoretical accuracy tests of the time
independence of essentially any nuclear-to-electron mass ratio, as opposed to a
measurement thereof, can be performed using corresponding molecular ions.

In the Be+-experiment, we use a four-rod linear radio-frequency trap with end
caps. The central electrode length is 16 mm, rod diameter is 9.9 mm, rod-to-trap-
axis distance is 4.3 mm. The 313 nm cooling radiation is generated using doubly-
resonant sum frequency generation (SFG) of a resonantly doubled Nd:YAG laser,
and a Ti:Sapphire laser at 760 nm [20]. The Nd:YAG laser is frequency-stabilized
to a hyperfine transition in molecular iodine; since the cavity used for SFG is
locked to the Nd:YAG laser and the Ti:Sapphire laser is locked to the cavity, the
sum frequency wave is then also frequency stabilized. An AOM placed before
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Fig. 2. Stable Beryllium Coulomb crystal. Cooling laser frequency was locked approx.
35 MHz red-detuned from resonance.

Fig. 3. Secular oscillation mass spectrum showing presence of beryllium hydride and
deuteride ions produced by chemical reactions. Shown is fluorescence rate of the Be+

ions as a function of frequency of the ac voltage applied to a 2 cm wide plate electrode
at a distance 9.5 mm from the trap axis. Ac amplitude was 0.5 V.

the iodine stabilization setup allows to shift the stable UV frequency within a
range of 340 MHz. UV output powers up to 80 mW were obtained.

Be+-Coulomb crystals of various sizes and shapes were obtained by varying
the trap and loading parameters. Figure 2 is an example of a small crystal.

We have produced molecular ions in situ by leaking HD gas into the UHV
chamber for 1–2 min with pressure of 4·10−10 mbar. Chemical reactions between
HD and the crystallized Be+-ions resulted in BeH+ and BeD+. Their presence is
proven by excitation of the secular oscillation in radial direction. The excitation
heats the Be+ ion ensemble by Coulomb interaction and results in a decrease
in Be+ fluorescence. Figure 3 shows the mass spectrum of the ions contained
in the trap. The secular frequencies lie within 1 % of the expected values. The
crystal remains stable during excitation, but experiences a small Be+ ion loss.
Beryllium hydride and deuteride are heavier than the coolant ion. It is therefore
expected that they are located outside the Be+-crystal. Indeed, no significant
dark regions are visible within the Be+-crystal. We expect that the molecular
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Fig. 4. Detection of molecular excitation by 1+1 REMPI. A vibrational transition can
be detected since molecules in an excited vibrational state can be selectively disso-
ciated with UV radiation of appropriate wavelength. The method is also applicable
to selectively detect population in any particular rotational state of the lowest vibra-
tional state if first a vibrational excitation laser is used to transfer population from the
rotational state to an appropriate vibrational level

ions were sympathetically cooled and crystallized; to prove this statement, we
would need to perform molecular spectroscopy or add another fluorescent atomic
ion ensemble of greater mass so that the molecular ions would become ”visible”
as a dark shell between the added atomic ions and the Be+-crystal [18].

As mentioned above, the detection of population in a long-lived ro-vibrational
or rotational state poses a problem. A destructive detection method is possible
by means of 1+1 resonance multi-photon ionization (REMPI). We plan to im-
plement this for spectroscopy of HD+, see Fig. 4.

Since for sympathetically cooled molecular ions in equilibrium with the laser-
cooled atomic ions the internal temperature will at most be 300 K (the tempera-
ture of the vacuum chamber), in diatomic molecular ions only the lowest vibra-
tional level will be populated initially. A vibrational excitation to be detected
will transfer a fraction of these ions into another vibrational level. If a pure ro-
tational transition (e.g. by stimulated Raman transition) is to be detected, it
can be followed by a one-photon laser vibrational excitation to an excited vibra-
tional level. The task then is to dissociate molecules preferentially from such an
excited vibrational level. At least for HD+ this is indeed possible, as shown in
Fig. 5. A large ratio between the dissociation probabilities from a state v′ �= 0
and from v = 0 can be achieved for any v′ by appropriate choice of dissociation
wavelength. A good choice of target vibrational level and dissociation wavelength
are v′ = 4 (corresponding to a 0 → 4 transition wavelength around 1.4µm) and
266 nm (obtainable by frequency-quadrupling a Nd:YAG laser). The required
photodissociation energy densities can be obtained from pulsed or cw lasers. For
the v′ = 5 target level one might be able to use the 313 nm cooling radiation
as dissociation light, if it is sufficiently intense. A suitable ion optics and ion
counter to extract and detect the dissociation products is required.



304 U. Fröhlich et al.

Fig. 5. Theoretical photodissociation probability of HD+ ions in various vibrational
states vs. excitation wavelength for an energy density of 50 mW/mm2 and 1 s duration.
[21,22].

4 Quantum Jump Spectroscopy

Obviously, a destructive detection method is not favourable, because of the need
to reload the trap and possibly the need to reestablish a sufficiently similar config-
uration of the molecular/atomic ion ensemble. Various types of non-destructive
detection of molecular excitation can be envisaged. Here we consider one method
that is of interest if one seeks to perform spectroscopy on a single molecule. This
might be the ultimate goal in precision molecular spectroscopy, since the spatial
state of the molecule is then well-defined, and the determination of systematic
effects is simpler. The method we propose is related to the concepts of imple-
menting quantum gates [23] and of performing high resolution spectroscopy of
atomic ions that do not have laser cooling transitions [24]. Basically, an appro-
priate atomic ion is used as a monitor of the internal state of the test ion (here
a molecule).

Figure 6 sketches a simplified view of the procedure. A single molecular ion
and a single coolant atomic ion are prepared in the trap. The atomic ion level
scheme must have an accessible long-lived state. This can be an electronic state
connected to the ground state by a dipole-forbidden transition, or a hyperfine
state in the ground electronic state [24]. Here we consider the first case for sim-
plicity, but the latter case would be relevant if the coolant ion is Be+. The two-ion
crystal is cooled by resolved sideband cooling to the motional ground state of
e.g. the axial crystal mode [25]. In our model scheme this requires the P-state
linewidth to be smaller than the phonon frequency. However, in practice resolved
sideband cooling would be performed on a dipole-forbidden atomic transition,
so that this condition can be satisfied. Note that there is no need to focus the
sideband cooling radiation selectively onto the atomic ion.

The atomic ion is then transferred to the metastable state (here a D state).
Now the internal vibration of the molecule is excited, with the laser tuned to the
blue motional sideband. The ion crystal motional oscillation is thereby simulta-
neously excited. The figure shows a fundamental vibrational excitation (v, J =
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Fig. 6. Schematic of a method for detecting quantum jumps in molecules with high
signal-to-noise ratio. The sublevels shown in the level diagrams of molecule (left) and
atom (right) are the vibrational states of the crystal oscillation along the trap axis.

1) → (v + 1, J = 0) of the molecule and the excitation of one crystal phonon.
The analogue can be done with a pure rotational excitation (v, J) → (v, J ± 2)
by using stimulated Raman scattering.

The next step consists in detecting whether a crystal phonon is present or
not. To this end, the atomic ion is transferred to one of the levels of the cooling
transition, using red-detuned light. This ensures that if no phonon is present,
the atomic ion remains in the metastable state.

As a result, the atomic ion has been brought into a level from which the
cycling can be driven, resulting in a high fluorescence rate. Thus, if the internal
excitation of the molecule has taken place, this results in fluorescence from the
atomic ion; the molecular quantum jump has thereby been detected. The fluores-
cence continues even when the molecule decays back into the ground state. Note
that a ro-vibrational molecular transition (v = 0, J = 1) → (v = 1, J = 0) is a
cycling transition, albeit one with a small decay rate, due to the small transition
frequency.

For a spectroscopic measurement, the outlined procedure would be repeated
for different values of the molecular excitation frequency.
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This method, albeit technically difficult, would allow to perform spectroscopy
on narrow molecular transitions with similar sensitivity as in the electron shelv-
ing method of single atomic ion spectroscopy.

5 Conclusion

In this paper we have pointed out that ultracold molecular ions have the poten-
tial for being used for measurements of very high spectroscopic precision, similar
to what has already been demonstrated with atomic ions. Vibrational and rota-
tional transitions limited only by the narrow natural linewidth are in principle
accessible. Some approaches on how to perform the spectroscopy of molecular
transitions in practice have been mentioned.

This opens up fascinating possibilities for the metrology of the electron-
to-proton and proton-to-deuteron mass ratios (both absolute determination as
well as time-independence tests). Measurements of parity violation, tests of the
symmetrization postulate, and of the electron dipole moment in molecules are
further perspectives on the use of molecular ions for fundamental physics studies.
Of course, on the physical chemistry side, precision molecular structure studies
will represent a huge new domain of activity, which is likely to challenge quantum
chemical theory significantly.
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Abstract. This paper addresses the motivation, technology and recent results in the
tests of the general theory of relativity in the solar system. We specifically discuss Lu-
nar Laser Ranging (LLR), the only technique available to test the Strong Equivalence
Principle (SEP) and presently the most accurate method to test for the constancy of
the gravitational constant G. After almost 35 years since beginning of the experiment,
LLR is poised to take a dramatic step forward by proceeding from cm to mm range ac-
curacies enabled by the new Apache Point Observatory Lunar Laser-ranging Operation
(APOLLO) currently under development in New Mexico. This facility will enable tests
of the Weak and Strong Equivalence Principles with a sensitivity approaching 10−14,
translating to a test of the SEP violation parameter, η, to a precision of ∼ 3 × 10−5.
In addition, the v2/c2 general relativistic effects would be tested to better than 0.1%,
and measurements of the relative change in the gravitational constant, Ġ/G, would be
∼ 0.1% the inverse age of the universe.

This paper also discusses a new fundamental physics experiment that will test
relativistic gravity with an accuracy better than the effects of the second order in the
gravitational field strength, ∝ G2. The Laser Astrometric Test Of Relativity (LATOR)
will not only improve the value of the parameterized post-Newtonian (PPN) γ to
unprecedented levels of accuracy of 1 part in 108, it will also be able to measure effects
of the next post-Newtonian order (c−4) of light deflection resulting from gravity’s
intrinsic non-linearity, as well as measure a variety of other relativistic effects. LATOR
will lead to very robust advances in the tests of fundamental physics: this mission
could discover a violation or extension of general relativity, or reveal the presence of
an additional long range interaction in the physical law. There are no analogs to the
LATOR experiment; it is unique and is a natural culmination of solar system gravity
experiments.

1 Introduction

Einstein’s general theory of relativity (GR) began with its empirical success in
1915 by explaining the anomalous perihelion precession of Mercury’s orbit, us-
ing no adjustable theoretical parameters. Shortly thereafter, Eddington’s 1919
observations of star lines-of-sight during a solar eclipse confirmed the doubling
of the deflection angles predicted by GR as compared to Newtonian and Equiv-
alence Principle arguments. Following these beginnings, the general theory of
relativity has been verified at ever-higher accuracy. Thus, microwave ranging to
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the Viking Lander on Mars yielded an accuracy of ∼0.1% in the tests of GR [1,2].
The astrometric observations of quasars on the solar background performed with
Very-Long Baseline Interferometry (VLBI) improved the accuracy of the tests of
gravity to ∼ 0.03% [3]. Lunar Laser Ranging (LLR), the continuing legacy of the
Apollo program, has provided ∼ 0.01% verification of the general relativity via
precision measurements of the lunar orbit [4–8]. Finally, the recent experiments
with the Cassini spacecraft have improved the accuracy of the tests to ∼ 0.003%
[9–11]. As a result, by now not only is the ‘non-relativistic’, Newtonian regime
well understood, but the first ‘post-Newtonian’ approximation is well-studied,
making general relativity the standard theory of gravity where astrometry and
spacecraft navigation are concerned.

The continued inability to merge gravity with quantum mechanics, and recent
observations in cosmology indicate that the pure tensor gravity of general relativ-
ity needs modification or augmentation. Recent work in scalar-tensor extensions
of gravity that are consistent with present cosmological models [12–15] motivate
new searches for very small deviations of relativistic gravity in the solar system
at levels of 10−5 to 10−7 of the post-Newtonian effects or essentially to achieve
accuracy that enables measurement of the effects of the 2nd order in the grav-
itational field strength (∝ G2). This will require a several order-of-magnitude
improvement in experimental precision from present tests. At the same time, it
is well understood that the ability to measure the second order light deflection
term would enable one to demonstrate even higher accuracy in measuring the
first order effect, which is of the utmost importance for the gravitational theory
and is the challenge for the 21st century fundamental physics.

Because of its importance to the tests of gravitational theory, especially to
the tests of the Equivalence Principle and search for possible variation of the
gravitational constant, we will concentrate on the improvements to these tests
expected from LLR in the very near future. We will also discuss the recently
proposed LATOR (Laser Astrometric Test Of Relativity) mission [16] that of-
fers a very attractive opportunity to improve fundamental tests of gravitational
theory by at least 3 orders-of-magnitude.

LLR is the only technique currently available that allows one to test for
a possible Strong Equivalence Principle (SEP) violation as well as providing
the best limit on the possible variation of the gravitational constant, G. In the
next few months LLR is poised to take a dramatic step forward, enabled both
by detector technology and access to a large-aperture astronomical telescope.
The Apache Point Observatory Lunar Laser-ranging Operation (APOLLO) is a
unique instrument developed specifically to improve accuracies of LLR ranges to
retroreflectors on the Moon. The project will exploit a large (3.5 m), high-quality
modern astronomical telescope at an excellent site to push LLR into a new regime
of multiple return photons per pulse, enabling a determination of the shape of
the lunar orbit to a precision of one millimeter [17,18]. As a result, APOLLO will
permit improved solutions for parameters describing the Equivalence Principle,
relativity theories, and other aspects of gravitation and solar system dynamics. In
particular, the Equivalence Principle test would have a sensitivity approaching
10−14, corresponding to a sensitivity for the SEP violation parameter η of ∼
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3 × 10−5; v2/c2 general relativistic effects would be tested to better than 0.1%;
and measurements of the relative change in the gravitational constant, Ġ/G,
would be ∼ 0.1% the inverse age of the universe.

The LATOR test will be performed in the solar gravity field using optical
interferometry between two micro-spacecraft [16]. Precise measurements of the
angular position of the spacecraft will be made using a fiber coupled multi-
chanelled optical interferometer on the International Space Station (ISS) with a
100 m baseline. The primary objective of the LATOR Mission will be to measure
the gravitational deflection of light by the solar gravity to an accuracy of 0.1
picoradians, which corresponds to ∼10 picometers on a 100 m interferometric
baseline. In conjunction with laser ranging between the spacecraft and the ISS,
LATOR will allow measurements of the gravitational deflection by a factor of
3,000 better than is currently known. In particular, this mission will not only
measure the key parameterized post-Newtonian (PPN) γ to unprecedented levels
of accuracy of one part in 108, it will also measure for the first time the next
post-Newtonian order (c−4) of light deflection resulting from gravity’s intrinsic
non-linearity as well as measure a number of other relativistic effects.

LATOR will lead to very robust advances in the tests of fundamental physics:
this mission could discover a violation or extension of general relativity, or reveal
the presence of an additional long range interaction in the physical law. By test-
ing gravity to several orders-of-magnitude higher precision, finding a violation
of general relativity or discovering a new long range interaction could be one of
this era’s primary steps forward in fundamental physics. There are no analogs to
the LATOR experiment; it is unique and a natural culmination of solar system
gravity experiments.

This paper summarizes the science motivation for the precision tests of grav-
ity and focuses on the current and near future techniques and methods that
are used to conduct gravity experiments in the solar system. It specifically out-
lines the methods used in the LLR tests of Ġ, SEP and other PPN parameters
and discusses the order-of-magnitude improvement in these tests that the next-
generation of LLR technique enables. The paper also provides an overview for
the LATOR experiment including a preliminary mission design.

2 Scientific Motivation

2.1 PPN Parameters and Their Current Limits

Generalizing on a phenomenological parameterization of the gravitational metric
tensor field, which Eddington originally developed for a special case, a method
called the parameterized post-Newtonian metric has been developed (see [6,19–
21]). This method represents the gravity tensor’s potentials for slowly moving
bodies and weak interbody gravity, and is valid for a broad class of metric theo-
ries including general relativity as a unique case. The several parameters in the
PPN metric expansion vary from theory to theory, and they are individually
associated with various symmetries and invariance properties of the underlying
theory. Gravity experiments can be analyzed in terms of the PPN metric, and an
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ensemble of experiments will determine the unique value for these parameters,
and hence the metric field itself.

The PPN expansion serves as a useful framework to test relativistic grav-
itation in the context of the LATOR mission. In the special case, when only
two PPN parameters (γ, β) are considered, these parameters have clear physical
meaning. Parameter γ represents the measure of the curvature of the space-time
created by a unit rest mass; parameter β is a measure of the non-linearity of
the law of superposition of the gravitational fields in the theory of gravity. GR,
which corresponds to γ = β = 1, is thus embedded in a two-dimensional space of
theories. The Brans-Dicke theory is the best known of the alternative theories of
gravity. It contains, besides the metric tensor, a scalar field and an arbitrary cou-
pling constant ω, which yields the two PPN parameter values γ = (1+ω)/(2+ω),
and β = 1. More general scalar tensor theories yield values of β different from
one [12].

PPN formalism proves to be a versatile method to plan gravitational exper-
iments in the solar system and to analyze the data which is obtained [3,6,20–
24]. Different experiments test different combinations of these parameters (for
more details, see [21]). The secular trend of Mercury’s perihelion, when de-
scribed in the PPN formalism, depends on another linear combination of the
PPN parameters γ and β and the quadrupole coefficient J2� of the solar gravity
field: λ� = (2 + 2γ − β)/3 + 0.296 × J2� × 104. The combination of parameters
λ� = 0.9996 ± 0.0006, was obtained with the Mercury ranging data [25]. The
PPN formalism has also provided a useful framework for testing the violation of
the SEP for gravitationally bound bodies. In that formalism, the ratio of pas-
sive gravitational mass MG to inertial mass MI of the same body is given by
MG/MI = 1 + ηU/(M0c

2), where M0 is the rest mass of this body and U is the
gravitational self-energy. The SEP violation is quantified by the parameter η,
which is expressed in terms of the basic set of PPN parameters by the relation
η = 4β − γ − 3. Analysis of planetary ranging data recently yielded an indepen-
dent determination of parameter γ [7,8]: |γ − 1| = 0.0015 ± 0.0021; it also gave
β with accuracy at the level of |β − 1| = −0.0010 ± 0.0012. With LLR finding
that Earth and Moon fall toward the Sun at rates equal to 1.5 parts in 1013,
even in a conservative scenario where a composition dependence of acceleration
rates masks a gravitational self energy dependence, η is constrained to be less
than 0.0008 [8]; without such accidental cancelation the η constraint improves
to 0.0003. The most precise value for the PPN parameter γ is at present given
by Bertotti et al [11] as: γ − 1 = (2.1 ± 2.3) × 10−5, which was obtained from a
solar conjunction experiment with the Cassini spacecraft.

We shall now discuss motivations for the precision gravity tests that recently
became available from both theory and experiment.

2.2 Motivations for Precision Gravity Experiments

Almost ninety years after general relativity was born, Einstein’s theory has sur-
vived every test. Such a longevity, along with the absence of any adjustable
parameters, does not mean that this theory is absolutely correct, but it serves
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to motivate more accurate tests to determine the level of accuracy at which it is
violated. A significant number of these tests were conducted over the period of
the last 35 years. As an upshot of these efforts, most alternative theories have
been put aside; only those theories of gravity flexible enough have survived, the
accommodation being provided by free parameters and coupling constants of the
theory.

Recently considerable interest has been shown in the physical processes oc-
curring in the strong gravitational field regime. It should be noted that general
relativity and some other alternative gravitational theories are in good agreement
with the experimental data collected from the relativistic celestial mechanical
extremes provided by the relativistic motions in the binary millisecond pulsars.
However, many modern theoretical models, which include general relativity as
a standard gravity theory, are faced with the problem of the unavoidable ap-
pearance of space-time singularities. It is generally suspected that the classical
description, provided by general relativity, breaks down in a domain where the
curvature is large, and, hence, a proper understanding of such regions requires
new physics.

The continued inability to merge gravity with quantum mechanics indicate
that the pure tensor gravity of general relativity needs modification or augmen-
tation. The tensor-scalar theories of gravity, where the usual general relativity
tensor field coexists with one or several long-range scalar fields, are believed to
be the most promising extension of the theoretical foundation of modern gravita-
tional theory. The superstring, many-dimensional Kaluza-Klein, and inflationary
cosmology theories have revived interest in the so-called ‘dilaton fields’, i.e. neu-
tral scalar fields whose background values determine the strength of the coupling
constants in the effective four-dimensional theory. The importance of such theo-
ries is that they provide a possible route to the quantization of gravity. Although
the scalar fields naturally appear in the theory, their inclusion predicts different
relativistic corrections to Newtonian motions in gravitating systems. These de-
viations from GR lead to a violation of the Equivalence Principle (either weak or
strong or both), modification of large-scale gravitational phenomena, and gen-
erally lead to space and time variation of physical ‘constants’. As a result, this
progress provides new strong motivation for high precision relativistic gravity
tests.

The recent theoretical findings suggest that the present agreement between
Einstein’s theory and experiment might be naturally compatible with the exis-
tence of a scalar contribution to gravity. In particular, Damour and Nordtvedt
[12] (see also [13,14] for non-metric versions of this mechanism) have recently
found that a scalar-tensor theory of gravity may contain a ‘built-in’ cosmological
attractor mechanism towards GR. A possible scenario for cosmological evolution
of the scalar field was given in [12,15]. Their speculation assumes that the pa-
rameter 1

2 (1 − γ) was of order 1 in the early universe, at the time of inflation,
and has evolved to be close to, but not exactly equal to, zero at the present time
(Fig. 1 illustrates this mechanism in more detail). The expected deviation from
zero may be of the order of the inverse of the redshift of the time of inflation,
or somewhere between 1 part per 105 and 1 part per 107 depending on the total
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Fig. 1. Typical cosmological dynamics of a background scalar field is shown if that
field’s coupling function to matter, V (φ), has an attracting point φ0. The strength of
the scalar interaction’s coupling to matter is proportional to the derivative (slope) of
the coupling function, so it weakens as the attracting point is approached, and both the
Eddington parameters γ and β (and all higher structure parameters as well) approach
their pure tensor gravity values in this limit. However, a small residual scalar gravity
should remain today because this dynamical process is not complete, and that is what
experiment seeks to find.

mass density of the universe: 1 − γ ∼ 7.3 × 10−7(H0/Ω
3
0)1/2, where Ω0 is the

ratio of the current density to the closure density and H0 is the Hubble con-
stant in units of 100 km/sec/Mpc. This recent work in scalar-tensor extensions
of gravity which are consistent with, indeed often part of, present cosmological
models motivates new searches for very small deviations of relativistic gravity
in the solar system, at levels of 10−5 to 10−7 of the post-Newtonian effects.

The theoretical arguments above have been unexpectedly joined by a number
of experimental results that motivate more precise gravitational experiments. In
particular, there is now multiple evidence indicating that 70% of the critical
density of the universe is in the form of a ‘negative-pressure’ dark energy com-
ponent; there is no understanding as to its origin and nature. The fact that
the expansion of the universe is currently undergoing a period of acceleration
now seems inescapable: it is directly measured from the light-curves of several
hundred type Ia supernovae [28,29,33], the masses of large-scale structures [27],
and independently inferred from observations of CMB (Cosmic Microwave Back-
ground) by the WMAP (Wilkinson Microwave Anisotropy Probe) satellite [34]
and other CMB experiments [26,35,36]. Cosmic speed-up can be accommodated
within general relativity by invoking a mysterious cosmic fluid with large nega-
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tive pressure, dubbed dark energy. The simplest possibility for dark energy is a
cosmological constant; unfortunately, the smallest estimates for its value are 55
orders-of-magnitude too large (for reviews see [36] and references therein).

Most of the theoretical studies operate in the shadow of the cosmological
constant problem, the most embarrassing hierarchy problem in physics. This
fact has motivated a host of other possibilities, most of which assume Λ = 0,
with the dynamical dark energy being associated with a new scalar field. The
implication of these observations for cosmological models is that a classically
evolving scalar field currently dominates the energy density of the universe. Such
models have been shown to share the advantages of Λ: compatibility with the
spatial flatness predicted inflation; a universe older than the standard Einstein-
de Sitter model; and, combined with cold dark matter, predictions for large-
scale structure formation in good agreement with data from galaxy surveys.
Combined with the fact that scalar field models imprint distinctive signature
on CMB anisotropy, they remain currently viable and should be testable in the
near future. On the other hand, none of these suggestions is very compelling and
most have serious drawbacks. Given the challenge of this problem, a number of
authors considered the possibility that cosmic acceleration is not due to some
kind of stuff, but rather arises from new gravitational physics (see discussion in
[37]). In particular, extensions to general relativity in a low curvature regime
were shown to predict an experimentally consistent universe evolution without
the need for dark energy. These dynamical models are expected to produce
measurable contribution to the parameter γ in experiments conducted in the
solar system also at the level of 1−γ ∼ 10−7 −10−9, thus further motivating the
relativistic gravity research. Therefore, the PPN parameter γ may be the only
key parameter that holds the answer to most of the questions discussed.

This completely unexpected discovery demonstrates the importance of test-
ing the important ideas about the nature of gravity. We are presently in the
‘discovery’ phase of this new physics, and while there are many theoretical con-
jectures as to the origin of a non-zero Λ, it is essential that we exploit every
available opportunity to elucidate the physics that is at the root of the observed
phenomena. There is also experimental evidence for time-variability in the fine
structure constant, α, at the level of α̇/(αH0) ∼ 10−5 [30]. This is very similar to
time variation in the gravitational constant, which at the post-Newtonian level is
expressed as Ġ/(GH0) ≈ η = 4β−γ−3, thus providing a tantalizing motivation
for further tests of the SEP parameter η. A similar conclusion resulted from the
recent analysis performed in [31,32,24]. These new findings necessitate the mea-
surements of γ and β in the range from 10−6 to 10−8 to test the corresponding
gravitational scenario, thus requiring new gravitational physics missions.

In summary, there are a number of theoretical reasons to question the valid-
ity of GR. Despite the success of modern gauge field theories in describing the
electromagnetic, weak, and strong interactions, it is still not understood how
gravity should be described at the quantum level. In theories that attempt to
include gravity, new long-range forces can arise in addition to the Newtonian
inverse-square law. Even at the purely classical level, and assuming the validity
of the Equivalence Principle, Einstein’s theory does not provide the most general
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way to generate the space-time metric. Regardless of whether the cosmological
constant should be included, there are also important reasons to consider addi-
tional fields, especially scalar fields. Also, the recent accuracy improvement in
tests of gravity in the solar system is not sufficient to lead to groundbreaking
tests of fundamental physical laws addressed above. This is especially true if
the cosmological attractor discovered in [12,15] is more robust, time variation in
the fine structure constant would be confirmed in other experiments and various
GR extensions would demonstrate feasibility of these methods for cosmology and
relativistic gravity.

The new LLR capabilities and the proposed LATOR mission are poised to
directly address the challenges discussed above; we shall now discuss these ex-
periments in more details.

3 Lunar Laser Ranging: A Unique Laboratory in Space

3.1 LLR History and Scientific Background

LLR has a distinguished history [14] dating back to the placement of retroreflec-
tor arrays on the lunar surface by the Apollo 11 astronauts. Additional reflectors
were left by the Apollo 14 and Apollo 15 astronauts, and two French-built reflec-
tor arrays were placed on the Moon by the Soviet Luna 17 and Luna 21 missions.
Figure 2 shows the weighted RMS residual of laser ranges to these reflector ar-
rays for each year. Early accuracies using the McDonald Observatory’s 2.7 m
telescope hovered around 25 cm. Equipment improvements decreased the rang-
ing uncertainty to ∼15 cm later in the 1970s. In 1985 the 2.7 m ranging system
was replaced with the McDonald Laser Ranging System (MLRS). In the 1980s
ranges were also received from Haleakala Observatory on the island of Maui in
the Hawaiian chain and the Observatoire de la Cote d’Azur (OCA) in France.
Haleakala ceased operations in 1990. A sequence of technical improvements de-
creased the range uncertainty to the current ∼ 2 cm level. The 2.7 m telescope
had a greater light gathering capability than the newer smaller aperture systems,
but the newer systems fired more frequently and had a much improved range
accuracy. The new systems cannot distinguish returning photons against the
bright background near full Moon, which the 2.7 m telescope could do, though
there are some modern eclipse observations at full moon.

LLR accurately measures the time of flight for a laser pulse fired from an ob-
servatory on the Earth, bounced off of a corner cube retroreflector on the Moon,
and returned to the observatory. For a general review of LLR see Dickey et al.
[14]. A comprehensive paper on tests of gravitational physics is Williams et al.
[4]. A recent test of the Equivalence Principle is in Anderson and Williams [8]
and other gravitational physics tests are in Williams et al. [38]. An overview
of the LLR gravitational physics tests is given by Nordtvedt [42]. Reviews
of various tests of relativity, including the contribution by LLR, are given by
Will [23].
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Historical Accuracy of LLR Data 
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Fig. 2. Historical accuracy of LLR data from 1970 to 2003.

The LLR measurements of the past have contributed to a wide range of
scientific investigations [4,8,32], and are today solely responsible for the produc-
tion of the lunar ephemeris. On the fundamental scientific front, LLR provides
the only means for testing the SEP—the statement that all forms of mass and
energy contribute equivalent quantities of inertial and gravitational mass. In ad-
dition, LLR is capable of measuring the time variation of Newton’s gravitational
constant, G, providing the strongest limit available for the variability of this
‘constant’. LLR can also precisely measure the de Sitter precession—effectively
a spin-orbit coupling affecting the lunar orbit in the frame co-moving with the
Earth-Moon system’s motion around the Sun. Finally, current LLR results are
consistent with the existence of gravitomagnetism within 0.1% of the predicted
level [15,42], thus making the lunar orbit a unique laboratory for gravitational
physics where each term in the relativistic equations of motion has been verified
to a very high accuracy. Besides the fundamental physics capabilities of LLR,
the interior, tidal response, and physical librations (rocking) of the Moon are all
probed by LLR, making it a valuable tool for physical selenography [43].

The APOLLO lunar laser-ranging project will yield a one order-of-magnitude
improvement in the precision of three important tests of the basic properties of
the gravitational interaction. Below we shall discuss some expected results and
their significance for fundamental and gravitational physics.

3.2 Equivalence Principle Tests

The Equivalence Principle (EP), the exact correspondence of gravitational and
inertial masses, is a central assumption of general relativity and a unique feature
of gravitation. It is the equivalence principle that leads to identical accelerations
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of compositionally different objects in the same gravitational field, and also al-
lows gravity to be viewed as a geometrical property of spacetime—leading to
the general relativistic interpretation of gravitation. EP tests can therefore be
viewed in two contexts: tests of the foundations of the Standard Model of Grav-
ity (i.e. general relativity), or as searches for new physics because, as emphasized
in [12–15], almost all extensions to the Standard Model of particle physics gener-
ically predict new forces that would show up as apparent violations of the EP.
Easily the most precise tests of the EP are made by simply comparing the free
fall accelerations, a1 and a2, of different test bodies, with

∆a

a
≡ 2(a1 − a2)

(a1 + a2)
=
(
MG

MI

)
1

−
(
MG

MI

)
2
, (1)

where MG and MI represent gravitational and inertial masses of each body.
The sensitivity of the EP test is determined by the precision of the differential
acceleration measurement divided by the degree to which the test bodies differ
(e.g. composition).

The Weak Equivalence Principle. The weak form the EP (the WEP) states
that the gravitational properties of strong and electro-weak interactions obey the
EP. In this case the relevant test-body differences are their fractional nuclear-
binding differences, their neutron-to-proton ratios, their atomic charges, etc.
General relativity, as well as other metric theories of gravity, predict that the
WEP is exact. However, extensions of the Standard Model of Particle Physics
that contain new macroscopic-range quantum fields predict quantum exchange
forces that will generically violate the WEP because they couple to generalized
‘charges’ rather than to mass/energy as does gravity [14]. WEP tests can be con-
ducted with laboratory or astronomical bodies, because the relevant differences
are in the test-body compositions.

The Strong Equivalence Principle. The strong form of the EP extends
the principle to cover the gravitational properties of gravitational energy itself.
In other words it is an assumption about the way that gravity begets gravity,
i.e. about the non-linear property of gravitation. Although general relativity
assumes that the SEP is exact, alternate metric theories of gravity such as those
involving scalar fields, and other extensions of gravity theory, typically violate
the SEP [6,15]. For the SEP case, the relevant test body differences are the
fractional contributions to their masses by gravitational self-energy. Because of
the extreme weakness of gravity, SEP test bodies that differ significantly must
have astronomical sizes. Currently the Earth-Moon-Sun system provides the best
arena for testing the SEP.

To facilitate investigation of a possible violation of the SEP, the ratio between
gravitational and inertial masses, MG/MI is expressed in the form

MG

MI
= 1 + η

U

Mc2
, (2)
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where U is the gravitational self-energy of the body (U < 0), Mc2 is its total
mass-energy, and η is a dimensionless constant. U/Mc2 is proportional to M ,
so testing the SEP requires bodies the size of the Moon and planets. For the
Earth-Moon system,

Ue

Mec2
− Um

Mmc2
= −4.45 × 10−10 , (3)

where the subscripts e and m denote the Earth and Moon, respectively. There-
fore, a violation of the SEP would produce an Earth-Moon differential accelera-
tion of ∆a/a = −4.45 × 10−10η.

In general, η is a linear function of seven of the ten Parameterized Post-
Newtonian parameters, but considering only β and γ,

η = 4β − γ − 3 , (4)

In general relativity η = 0. A unit value for η would produce a displacement
of the lunar orbit about the Earth [45,46], causing a 13 meter monthly range
modulation.

3.3 LLR Tests of the Equivalence Principle

In essence, LLR tests of the EP compare the free-fall accelerations of the Earth
and Moon toward the Sun. Lunar laser-ranging measures the time-of-flight of a
laser pulse fired from an observatory on the Earth, bounced off of a retroreflector
on the Moon, and returned to the observatory [5,24]. If the Equivalence Principle
is violated, the lunar orbit will be displaced along the Earth-Sun line, producing
a range signature having a 29.53 day synodic period (different from the lunar
orbit period of 27 days). Since the first LLR tests of the EP were published in
1976 [2,43,47], the precision of the test has increased by two orders-of-magnitude
[4,8,43,26]. (Reviews of contributions to gravitational physics by LLR are given
by Nordtvedt [42] and Will [23].)

From the viewpoint of the EP, the Earth and Moon ‘test bodies’ differ in
two significant ways: in composition (the Earth has a massive Fe/Ni core while
the Moon has a much smaller core) and in their gravitational self-energies (the
Earth is much more massive than the Moon). Therefore, LLR tests the total
Equivalence Principle—composition plus self-energy—for the Earth and Moon
in the gravitational field of the Sun. Two recent results yield ∆a/a values of
(−1 ± 2) × 10−13 [38] and (−0.7 ± 1.5) × 10−13 [42]. The latter corresponds to a
2 ± 4 mm amplitude in range.

The LLR result is a null test so it can be argued that it is unlikely that there
would be two compensating violations of the Equivalence Principle—composition
and self-energy—that essentially cancel. However, because of the fundamental
importance of a good SEP test, laboratory tests of the WEP are used to separate
with certainty any composition-dependent and self-energy effects. Recent WEP
tests performed at the University of Washington (UW) using laboratory test
bodies whose compositions are close to those of the actual Earth and Moon set
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upper limits on any composition-dependent Earth-Moon differential acceleration
[31,32]. The random and systematic ∆a/a uncertainties of [31] are 1.4 ± 10−13

and 0.2 × 10−13, respectively. Anderson and Williams [8] used the earlier of
these WEP results [32] to limit the SEP parameter η = 0.0002 ± 0.0008. If one
adopts the more recent WEP test by the UW Eöt-Wash group [31], one gets
an η uncertainty of 0.0005. Note that the current intrinsic LLR accuracy, if the
WEP were known perfectly, is 0.0003. Therefore, with its 1 mm range accuracy,
APOLLO has the capability of determining η to a precision of approximately
3 × 10−5.

3.4 LLR Tests of Other Gravitational Physics Parameters

In addition to the SEP constraint based on (4), the PPN parameters γ and β
affect the orbits of relativistic point masses, and γ also influences time delay [4].
LLR tests this β and γ dependence, as well as geodetic precession, and Ġ/G.
The possibility of a time variation of the constant of gravitation, G, was first
considered by Dirac in 1938 on the basis of his large number hypothesis, and
later developed by Brans and Dicke in their theory of gravitation (for more de-
tails consult [21]). Variation could be related to the expansion of the Universe,
in which case Ġ/G = σH0, where H0 is the Hubble constant, and σ is a di-
mensionless parameter whose value depends on both the gravitational constant
and the cosmological model considered. Revival of interest in the Brans-Dicke-
like theories, with a variable G, was partially motivated by the appearance of
superstring theories where G is considered to be a dynamical quantity [39]). A
scale-dependent gravitational constant could mimic the presence of dark matter
[40] and could enter discrepancies between the determinations of H0 at different
scales [41]. Williams et al. [38] give uncertainties of 0.004 for β and γ deduced
from sensitivity apart from the SEP, and 1.1 × 10−12 yr−1 for Ġ/G test.

The SEP relates to the non-linearity of gravity (how gravity affects itself),
with the PPN parameter β representing the degree of non-linearity. Thus LLR
provides the best way to measure β, as suggested by the strong dependence of η
on β in (4). The parameter γ has been measured independently via time-delay
and gravitational ray-bending techniques. The published Viking [1] and Very
Long-Baseline Interferometry (VLBI) [3] uncertainties for γ are 0.002, 0.002, and
0.0022, respectively. Combining the above limits on η from LLR and laboratory
WEP tests with the Viking and VLBI results for γ gives |β − 1| < 0.0005, the
limit given by [8]. The uncertainty in β determined in this way is dominated by
the uncertainty in γ. Fortunately, a much more accurate result for γ was recently
reported by the Cassini experiment [11]; this leads to a significant improvement
in the parameter β determination.

In our recent LLR analysis with data to May 2003, the Equivalence Principle
was tested at the level of MG/MI = (0.5 ± 1.4) × 10−13, including correction for
solar radiation pressure. This result corresponds to the SEP test at the level of
∆a/a = (−1.5±2.0)×10−13 (with a WEP result from [31]) and η = (3.4±4.5)×
10−4 for the SEP violation parameter. Using the Cassini result for γ from [11],
the PPN parameter β was measured at the level of β = 1+(0.9±1.1)×10−4. The
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geodetic precession was tested at the level of Kgp = −0.0035 ± 0.0066 and the
search for variation in gravitational constant resulted in Ġ/G = (0.46 ± 1.0) ×
10−12 yr−1.

Orbital precession depends on β and γ, so their sensitivity depends on the
time span of the data. The uncertainty for Ġ/G is improving rapidly because its
sensitivity depends on the square of the time span. So 1 mm quality data would
improve the G rate uncertainty by an order-of-magnitude in ∼ 5 yr while γ and
geodetic precession would depend on orbital precession time scales: 6.0 yr for
argument of perigee, 8.85 yr for longitude of perigee, and 18.6 yr for node.

LLR also has the potential to determine the solar J2 [38], PPN α1 [46,48],
hunt for influences of dark matter [45,49], and to test the inverse square law at
the scale of ∼ 20,000 km. A long-range Yukawa interaction has been tested by
Müller et al. [50].

3.5 APOLLO Contribution to the Tests of Gravity

The Apache Point Observatory Lunar Laser-ranging Operation is a new LLR
effort designed to achieve millimeter range precision and corresponding order-
of-magnitude gains in measurements of fundamental physics parameters. The
APOLLO project design and leadership responsibilities are shared between the
University of California at San Diego and the University of Washington. In addi-
tion to the modeling aspects related to this new LLR facility, a brief description
of APOLLO and associated expectations is provided here for reference. A more
complete description can be found in [17,18].

The overwhelming advantage APOLLO has over current LLR operations is a
3.5 m astronomical quality telescope at a good site. The site in the Sacramento
Mountains of southern New Mexico offers high altitude (2780 m) and very good
atmospheric ‘seeing’ and image quality, with a median image resolution of 1.1
arcseconds. Both the image sharpness and large aperture enable the APOLLO
instrument to deliver more photons onto the lunar retroreflector and receive
more of the photons returning from the reflectors, respectively. Compared to
current operations that receive, on average, fewer than 0.01 photons per pulse,
APOLLO should be well into the multi-photon regime, with perhaps 5-10 return
photons per pulse. With this signal rate, APOLLO will be efficient at finding and
tracking the lunar return, yielding hundreds of times more photons in an obser-
vation than current operations deliver. In addition to the significant reduction
in statistical error (∼ √

N reduction), the high signal rate will allow assessment
and elimination of systematic errors in a way not currently possible.

The new LLR capabilities introduced by APOLLO offer a unique opportunity
to improve the accuracy of a number of fundamental physics tests. Some of
them would have a profound effect on our understanding of the evolution of
our universe. If G changes at a rate comparable to the reported change in the
fine structure constant (α̇/α ∼ 10−15 yr−1) [27], η would be approximately 10−5.
Thus, an order-of-magnitude LLR range improvement would give an uncertainty
within reach of the predictions by Damour and Nordtvedt (∼ 10−7 < η < 10−4

[12]), and comparable to the value implied by α̇ (α̇/α ∼ 10−15 yr−1 [30]).
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The APOLLO project will push LLR into the regime of millimetric range
precision which translates to an order-of-magnitude improvement in the determi-
nation of fundamental physics parameters. For the Earth and Moon orbiting the
Sun, the scale of relativistic effects is set by the ratio (GM/rc2) ∼ v2/c2 ∼ 10−8.
Relativistic effects are small compared to Newtonian effects. The Apache Point
1 mm range accuracy corresponds to 3 × 10−12 of the Earth-Moon distance.
The resulting LLR tests of gravitational physics would improve by an order-
of-magnitude: the Equivalence Principle would give uncertainties approaching
10−14, tests of general relativity effects would be < 0.1%, and estimates of the
relative change in the gravitational constant would be 0.1% of the inverse age of
the universe. This last number is impressive considering that the expansion rate
of the universe is approximately one part in 1010 per year.

4 New Test of Relativity: The LATOR Mission

The technology has advanced to the point that one can consider carrying out
direct tests in a weak field to second order in the field strength parameter
∝ GM/rc2. Although any measured anomalies in first or second order met-
ric gravity potentials will not determine strong field gravity, they would signal
that modifications in the strong field domain exist. The converse is perhaps more
interesting: if to high precision no anomalies are found in the lowest order met-
ric potentials, and this is reinforced by finding no anomalies at the next order,
then it follows that any anomalies in the strong gravity environment are corre-
spondingly quenched. This topic will be the main science goal of the LATOR
mission.

4.1 Overview of LATOR

The LATOR experiment would use laser interferometry between two micro-
spacecraft (placed in heliocentric orbits, at distances ∼ 1 AU from the Sun),
whose lines of sight pass close by the Sun, to accurately measure deflection of
light in the solar gravity. Another component of the experimental design is a
long-baseline (∼ 100 m) multi-channel stellar optical interferometer placed on
the International Space Station (ISS). Figure 3 shows the general concept for
the LATOR missions including the mission-related geometry, experiment details
and required accuracies.

The LATOR mission consists of two low cost micro-spacecraft (the goal is
to launch both spacecraft on a single Delta II launch vehicle). with three inter-
ferometric links between the craft and a beacon station on the ISS. One of the
longest arms of the triangle (∼ 2 AU) passes near the Sun. The two spacecraft
are in heliocentric orbits and use lasers to measure the distance between them-
selves and a beacon station on the ISS. The laser light passes close to the Sun,
which causes the light path to be both bent and lengthened. One spacecraft
is at the limb of the Sun, the other one is ∼ 1◦ away, as seen from the ISS.
Each spacecraft uses laser ranging to measure the distance changes to the other
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Fig. 3. Geometry of the LATOR experiment to measure deviations from the Euclidean
geometry in the solar gravity field.

spacecraft. The spatial interferometer is for measuring the angles between the
two spacecraft and for orbit determination purposes.

As evident from Fig. 3, the key element of the LATOR experiment is a redun-
dant geometry optical truss to measure the departure from Euclidean geometry
caused by gravity. The triangle in Fig. 3 has three independent arms the lengths
of which are monitored with laser metrology. From three measurements one can
calculate the Euclidean value for any angle in this triangle. In Euclidean geom-
etry these measurements of the three lengths of the triangle should agree with
the angle measured by the interferometer to high accuracy. This geometric re-
dundancy enables LATOR to measure the departure from Euclidean geometry
caused by the solar gravity field to a very high accuracy. The difference in the
measured angle and its Euclidean value is the non-Euclidean signal. To avoid
having to make absolute measurements, the spacecraft are placed in an orbit
where their impact parameters, the distance between the beam and the center
of the Sun, vary significantly from 10R� to 1R� over a period of ∼ 20 days.

The shortening of the interferometric baseline is achieved solely by going into
space to avoid the atmospheric turbulence and Earth’s seismic vibrations. On
the space station, all vibrations can be made common mode for both ends of the
interferometer by coupling them by an external laser truss. This relaxes the con-
straint on the separation between the spacecraft, allowing it to be as large as a
few degrees as seen from the ISS. Additionally, the orbital motion of the ISS pro-
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vides variability in the interferometer’s baseline projection as needed to resolve
the fringe ambiguity of the stable laser light detection by an interferometer.

4.2 The Expected Results from LATOR

The first order effect of light deflection in the solar gravity caused by the solar
mass monopole is 1.75 arcseconds (see Table 1 for more details), which corre-
sponds to a delay of ∼0.85 mm on a 100 m baseline. We currently are able to
measure with laser interferometry distances with an accuracy (not just precision
but accuracy) of < 1 picometer. In principle, the 0.85 mm gravitational delay
can be measured with 10−9 accuracy versus 10−4 available with current tech-
niques. However, we use a conservative estimate for the delay of 10 pm which
would produce the measurement of γ to accuracy of 1 part in 10−8 (i.e improving
the accuracy in determining this parameter by a factor of 30,000) rather than
1 part in 10−9. Note that the Eddington parameter γ, whose value in general
relativity is unity, is perhaps the most fundamental PPN parameter, in that
(1− γ) is a measure, for example, of the fractional strength of the scalar gravity
interaction in scalar-tensor theories of gravity. Within perturbation theory for
such theories, all other PPN parameters to all relativistic orders collapse to their
general relativistic values in proportion to (1 − γ). Therefore, measurement of
the first order light deflection effect at the level of accuracy comparable with
the second-order contribution would provide the crucial information separating
alternative scalar-tensor theories of gravity from general relativity [12,15].

Where the light deflection by solar gravity is concerned, the magnitude of
the first order effect as predicted by GR for the light ray just grazing the limb
of the Sun is ∼ 1.75 arcsecond (consult Table 1). The effect varies inversely with
the impact parameter. The second order term is almost six orders-of-magnitude
smaller resulting in ∼ 3.5 microarcseconds (µas) light deflection effect, and it
falls off inversely as the square of the light ray’s impact parameter [51–54]. The
relativistic frame-dragging term1 is ±0.7 µas, and the contribution of the so-
lar quadrupole moment, J2, is sized as 0.2 µas (using the value of the solar
quadrupole moment J2 � 10−7 ). The small magnitudes of the effects emphasize
the fact that, among the four forces of nature, gravitation is the weakest inter-
action; it acts at very long distances and controls the large-scale structure of the
universe, thus making the precision tests of gravity a very challenging task.

The second order light deflection is approximately 1700 pm and with 10 pm
accuracy it could be measured with an accuracy of ∼ 1 × 10−3, including first
ever measurement of the PPN parameter δ. The frame dragging effect would be
measured with ∼ 1×10−2 accuracy and the solar quadrupole moment (using the
theoretical value of the solar quadrupole moment J2 � 10−7) can be modestly
measured to 1 part in 20, all with respectable signal to noise ratios.

The laser interferometers use ∼2 W lasers and ∼20 cm optics for transmitting
the light between spacecraft. Solid state lasers with single frequency operation
1 Gravitomagnetic frame dragging is the effect in which both the orientation and

trajectory of objects in orbit around a body are altered by the gravity of the body’s
rotation. It was studied by Lense and Thirring in 1918.
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Table 1. Comparable sizes of various light deflection effects in the solar gravity field.

Effect Analytical Form Value (µas) Value (pm)

First Order 2(1 + γ)GM
c2R

1.75 × 106 8.487 × 108

Second Order [(2(1 + γ) − β + 3
4δ)π − 2(1 + γ)2](GM

c2R
)2 3.5 1702

Frame-Dragging ±2(1 + γ) GJ
c3R2 ±0.7 ±339

Solar Quadrupole 2(1 + γ)J2
GM
c2R3 0.2 97

are readily available and are relatively inexpensive. For SNR purposes we assume
the lasers are ideal monochromatic sources. For simplicity we assume the lengths
being measured are 2AU = 3 × 108 km. The beam spread is 1 µm/20 cm = 5
µrad (1 arcsecond). The beam at the receiver is ∼1,500 km in diameter, a 20
cm receiver will detect 1.71 × 102 photons/sec assuming 50% q.e. detectors. 5
picometer (pm) resolution for a measurement of γ to ∼ 10−8 is possible with
approximately 10 seconds of integration.

As a result, the LATOR experiment will be capable of measuring the an-
gle between the two spacecraft to ∼ 0.01 µas, which allows light deflection due
to gravitational effects to be measured to one part in 108. Measurements with
this accuracy will lead to a better understanding of gravitational and relativistic
physics. In particular, with LATOR, measurements of the first order gravita-
tional deflection will be improved by a factor of 30,000. LATOR will also be
capable of distinguishing between first order (∝ GM/c2R) and second order
(∝ (GM/c2R)2) effects. All effects, including the first and second order deflec-
tions, as well as the frame dragging component of gravitational deflection and
the quadrupole deflection, will be measured astrometrically.

The LATOR experiment has a number of advantages over techniques which
use radio waves to measure gravitational light deflection. Advances in optical
communications technology, allow low bandwidth telecommunications with the
LATOR spacecraft without having to deploy high gain radio antennae needed
to communicate through the solar corona. The use of monochromatic light en-
ables the observation of the spacecraft almost at the limb of the Sun, as seen
from the ISS. The use of narrowband filters, coronagraph optics and heterodyne
detection will suppress background light to a level where the solar background
is no longer the dominant noise source. In addition, the short wavelength allows
much more efficient links with smaller apertures, thereby eliminating the need
for a deployable antenna. Finally, the use of the ISS will allow conducting the
test above the Earth’s atmosphere—the major source of astrometric noise for
any ground based interferometer. These facts justify LATOR as a space mission.

The LATOR experiment technologically is a very sound concept; all technolo-
gies that are needed for its success have been already demonstrated as a part of
the JPL’s Space Interferometry Mission development. The concept arose from
several developments at NASA and JPL that initially enabled optical astrome-
try and metrology, and also led to developing expertise needed for the precision
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gravity experiments. Technology that has become available in the last several
years, such as low cost microspacecraft, medium power highly efficient solid state
lasers for space applications, and the development of long range interferometric
techniques, make the LATOR mission feasible. The LATOR experiment does not
need a drag-free system, but uses a geometric redundant optical truss to achieve
a very precise determination of the interplanetary distances between the two
micro-spacecraft and a beacon station on the ISS. The interest of the approach
is to take advantage of the existing space-qualified optical technologies leading
to an outstanding performance in a reasonable mission development time. The
availability of the space station makes this mission concept realizable in the very
near future; the current mission concept calls for a launch as early as in 2009
with a cost of a NASA MIDEX mission.

5 Conclusions

LLR provides the most precise way to test the EP for gravity itself, the best way
to test for both non-gravitational long-range fields of dark matter as well as for
time variation of Newton’s constant. With technology improvements and sub-
stantial access to a large-aperture, high-quality telescope, the APOLLO project
will take full advantage of the lunar retro-reflectors and will exploit the oppor-
tunity provided by the unique Earth-Moon ‘laboratory’ for fundamental grav-
itational physics. The expected improvement in the accuracy of LLR tests of
gravitational physics expected with the new APOLLO instrument will bring sig-
nificant new insights to our understanding of the fundamental physics laws that
govern the evolution of our universe. The scientific results are very significant
which justifies the more than 35 years of history of LLR research and technology
development.

The LATOR mission aims to carry out a test of the curvature of the solar
system’s gravity field with an accuracy better than 1 part in 108. In spite of the
previous space missions exploiting radio waves for tracking the spacecraft, this
mission manifests an actual breakthrough in the relativistic gravity experiments
as it allows one to take full advantage of the optical techniques that have re-
cently become available. LATOR will lead to very robust advances in the tests
of fundamental physics: this mission could discover a violation or extension of
general relativity, or reveal the presence of an additional long range interaction
in the physical law. There are no analogs to the LATOR experiment; it is unique
and is a natural culmination of solar system gravity experiments.
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Search for New Physics with Atomic Clocks

Lute Maleki and John Prestage

Quantum Sciences and Technology Group, Jet Propulsion Laboratory, California
Institute of Technology, Pasadena, CA 91109 USA

Abstract. We will discuss the physical ramifications, and describe an experiment
with three high-precision clocks flying to within six solar radii of the sun for a test of
a possible variation of the fine structure constant α. Measurement of the drift in ratios
between the frequencies generated by each clock will probe for the variation of α. Since
the response of each element to a change in α has a specific signature, this measurement
will provide specific and unambiguous results. The sensitivity of this experiment to a
changing α exceeds the sensitivity of recent tests based on observational astronomy,
as well the geophysical bounds on α variations. Thus, the experiment will provide a
compelling test of the standard model and the alternative theories.

1 Introduction

Recent developments in both theoretical and observational fronts have fueled a
great deal of interest in a search for a variation of the fine structure constant. On
the observational side, Webb et al. [1] have found evidence for a cosmological
variation of the fine structure constant through an analysis of the absorption
lines in galactic halos from quasar-emitted light. Their results indicate that the
fractional change in α, averaged over redshift in the range of 0.2 ≤ z ≤ 3.7 is
(−0.57 ± 0.10) × 10−5. On the theoretical side, many of the outstanding issues
confronting fundamental physics, such as the failure to include gravity in the
standard model, and puzzles of cosmology, such as inflation and the apparent
accelerated rate of the expansion of the universe, appear to imply the existence of
massless, or nearly massless scalar fields. These fields appear as dilaton or moduli
in the M-theory, supporting the unification of gravity with other forces, as well as
suggesting a possible breakdown of the Equivalence Principle. They also appear
as quintessence in models of cosmology aimed at resolving fine tuning and other
outstanding problems, such as a nonzero cosmological constant [2]. The scalar
fields in these models imply a spatio-temporal variation of constants of nature,
such as fine structure and other field coupling constants.

Despite these important developments, at this writing there is no clear con-
sensus amongst researchers regarding the validity of the theoretical predictions,
and the observational conclusions are not regarded as inconvertible. The question
of if, how, and why the fine structure constant varies remains an open one.

It is clear then that a controlled experiment with sufficient measurement
sensitivity beyond the current capabilities will be enormously important in clar-
ifying some of the questions associated with α variations. SpaceTime is a space
mission study aimed at providing such an experiment. It is based on flying an
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instrument based on three clocks that run on ground state hyperfine transitions
of three different singly ionized atoms to within six solar radii of the Sun. The
“tri-clock” instrument of SpaceTime is capable of testing a variation of α with
four orders of magnitude more sensitivity, as compared with the results of quasar
observations. As discussed below, the choice of the atomic clocks as the instru-
ment was made to ensure that the results would be conclusive and free of many
questions that have confronted previous investigations searching for a varying α.

At this point it is worthwhile to consider some of the consequences of a
varying fine structure constant. The fine structure constant has been a point of
fascination with physicists since it was introduced, and named, by Sommerfeld
in 1916 as a useful constant in spectroscopy; it is a measure of the doublet struc-
ture of hydrogen and other atoms with a single valence electron. Sommerfeld
also considered α as an indication of an intimate relation between charge and
quantum. In the years following Sommerfeld’s introduction of α, various physi-
cists, starting with Eddington, have considered the relation between α and other
constants of nature. This interest was also fueled by suggestive numerology that
relates specific functions of π to the value of α.

The conjecture of varying fundamental constants has also a relatively long
history and dates back to Dirac’s “Large Number Hypothesis”, which was based
on the notion that there exists an underlying relationship between constants of
nature, as manifested by large numbers, on the order of 1039, that could be ob-
tained by arranging them in various combinations [3]. Other ad hoc conjectures
similarly have pointed to possible variation of constants, especially the gravita-
tional constant G, through which a variation of α may also arise. These models,
nevertheless, were all generally qualitative, and more importantly, lacked any
observational support. The picture has changed in the last few years. Since a
change in α implies a changing e, the charge of the electron, or c, the speed
of light, or Planck’s constant, h, through α = e2/ch̄, several models based on
variations of any of these dimensional constants have been devised [4–8]. There
is, however, a good bit of controversy regarding the validity of these models, and
if their predictions do or do not support [9,10] a violation of the Equivalence
Principle, as well.

Atomic clocks have traditionally been used to test the prediction of general
relativity. The first such test performed in 1976 by NASA’s Gravity Probe A,
where the rate of a hydrogen maser clock on a rocket in a sub-orbital trajec-
tory was compared to that of a similar clock on the Earth’s surface [11]. This
measurement verified the exact prediction of a clock shift by general relativity
to a part in 104, a precision that still stands unchallenged today. In a recent
investigation it was shown that it is also possible to search for a variation in α
by comparing the rate of drift of two clocks based on hydrogen and mercury ion
[12]. This is because the energy of the hyperfine transition in atoms, which forms
the basis for microwave clocks, have an αZ dependence, where Z is the atomic
number. This first laboratory attempt to search for a varying α set a limit of
∼ 4×10−14 per year for its temporal variation. This approach has recently been
extended to the comparison of a rubidium and a cesium fountain clock, both
based on microwave transitions [13], as well as the comparison of a cesium foun-
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tain with an optical mercury ion clock, where an optical transition in the ion was
used [14]. These more recent experiments set the limit for a varying α a to be
less than about 10−15/yr. This is a less stringent limit than that obtained with
an analysis of neutron capture rate applied to a natural thermonuclear reaction
that occurred 1.5 billion years ago in Oklo mine, Africa [15], which places the
limit on α variation to be less than 5 × 10−17/yr. SpaceTime’s instrument is
designed to provide sensitivity to a variation in α at the level of 10−20/yr by
searching for any spatial dependence of α.

For alkali atoms, an expression for the hyperfine interval may be obtained,
as follows:

As =
8
3
α2gIZ

z2

n∗3

(
1 − d∆n

dn

)
F (αZ)(1 − δ)(1 − ε)me

mp
R∞c . (1)

Here, z is the net charge of the ion without the valence electron, and n∗ is
the effective quantum number with ∆n = n − n∗, δ and ε are related to the
corrections for finite size of the nucleus. Thus the sensitivity of different clocks,
based on atoms of different Z, to a change in the fine structure constant display
specific signatures. In particular, the Casimir correction factor, F (αZ), (for the
relativistic wave equation of the electron) leads to the differential sensitivity in
the alkali microwave hyperfine clock transition frequencies f ,

f = α4me

mp

mec
2
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It is clear from the above equation that different atomic systems with different
Z display different frequency dependencies on a variation of α through the αZ
dependent terms. A direct test for a time variation of α can then be devised
through a comparison of two clocks, based on two atomic species with different
atomic number, Z.

This is a key feature of the SpaceTime instrument that in conjunction with
the individual sensitivity of each atomic species to an α variation, can produce
clear and unambiguous results.

Since the changing α in all model predictions is mediated by coupling of a
scalar field to matter, the fall in the 1/R potential near the Sun will allow a
direct test of the general relativity, where only the tensor field is allowed, and
where the constants are not allowed any variation. This is an important point to
consider in clock tests, and other tests searching for an α variation based on a
signature of the failure of the equivalence principle (EP). Since EP is currently
tested at about the 10−12 level [16] with no violations found, any test searching
for α variations must have a sensitivity higher than 10−12 to EP violation to
produce a new result. The expected sensitivity of the differential red shifts as
measured by the three clocks that are within six solar radii is at the level of 10−13

of the EP, or about six orders of magnitude larger than the GP-A experiment.
Thus results of SpaceTime will improve the current state of art in EP violation
by an order of magnitude, as well as improving on the results of Webb et al.
by four orders of magnitude, beyond the capability of all existing and future
earth-bound clock experiments.
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To improve the measurement sensitivity, our instrument consists of three
clocks based on three different atomic species that can be inter-compared for in-
dividual signatures. To reduce the influence of systematic errors that can mimic
our signal, the three clocks share the same environment. To improve the source
of the signal, the tri-clock instrument flies to within six solar radii of the largest
body of matter in the solar system, the Sun. Thus the entire experiment is de-
signed to provide a clean and unambiguous result, based on a technology that is
proven, and has an outstanding chance for success. Finally, the spinning space-
craft, moving at 300 km/s, or 1/1000 of the speed of light, at its closest approach
will test another important question with fundamental underpinning: Is Lorentz
symmetry robust, or does it fail at some limit? This question is important since
string theory, and theories that extend beyond the Standard Model [17], result
in physics without Lorentz and other global symmetries such as CPT.

Beyond this, as mentioned above, a consequence of a changing α is that either
c, the speed of light, or e, the charge of the electron, or h, Planck’s constant,
must change. Theories based on a changing velocity of light have received con-
siderable attention since they solve the outstanding problems in cosmology: the
horizon, flatness, cosmological constant, entropy, and homogeneity problems [5].
They nonetheless violate Lorentz invariance. SpaceTime will provide a ten-fold
sensitivity for a test of Lorentz invariance, as compared to an earth bound test,
due to the order of magnitude smaller orbital speed of earth [18].

2 The Instrument

In the strongly time-dilated spacetime curvature at six solar radii (4.2 Gm), time
runs slower than on Earth by about one half microsecond per second. Three
atomic clocks based on hyperfine transitions of Hg+ (Z = 80), Cd+ (Z = 48),
and Yb+ (Z = 70) are different in their electromagnetic composition (given by
the Casimir factor) and will be simultaneously monitored during a solar flyby to
determine whether these different clocks will measure the same time interval near
the Sun. The atomic clock hardware for the SpaceTime mission is a modification
of the linear ion trap frequency standard (LITS) currently being deployed in
the Deep Space Network stations worldwide. A laboratory prototype has shown
ultra-stable operation in a package far smaller than other clock technologies and
represents the state of the art for atomic clocks.

Atomic clocks based on hyperfine transitions and ion traps are the most
suitable technology for space applications. This is because of the inherent sim-
plicity of this approach, which does not rely on resonant cavities. In lamp based
trapped ion clocks, as in the SpaceTime instrument, the risk associated with the
use of lasers in space is eliminated. Ions confined in electromagnetic traps are
significantly shielded from environmental perturbations such as collisions with
the walls or each other. The relatively large hyperfine splitting of singly ionized
systems also reduce their sensitivity to ambient magnetic fields, as compared
with atoms with smaller hyperfine frequencies.

The classical ion trap consisting of a three-electrode structure made with
hyperbolic electrodes confines charged particles of particular charge to mass
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V=V0+U0 cosωt r0

z0

z

Hyperbolic Îon Trap

Fig. 1. Ion Trap

ratios based on the applied dc and rf potentials (see Fig. 1). In this geometry,
ions are confined in a spherical region as a result of the applied ponderomotive
forces.

A geometry based on linear electrodes, first introduced at JPL for clock
applications, improves the clock stability by providing a geometry whereby the
temperature (kinetic energy) of the ions resulting from the micro-motion in the
trap is reduced [19]. This configuration was further refined at JPL [20] to put
the ability to move the charged particles from one region of space to another,
to separate the ion preparation region from the region where the microwave
field produced by a local oscillator (LO) interacts with the clock transition of
ions (Fig. 2). By separating these regions it is possible to significantly reduce
the requirement of magnetic shielding which must protect the ions undergoing
interaction with the microwave field. Higher pole traps are also employed in order
to further reduce ion density space-charge related ion-heating. This is key to the
reduction of the size and weight of the clock, parameters that are particularly
important for space instruments.

The instrument for this mission is composed of three ion trap clocks in a
package where much of the hardware is common to all of the clocks. Because
some of the clock systematic frequency perturbations will be common to all three
clocks and will have a characteristic signature that can be identified and removed
from the difference of the clock frequencies, relative stabilities to 10−16 in the
inter-comparison can be reached. The local oscillator (LO) will simultaneously
interrogate each of the three clock transitions thereby removing LO noise in the
inter-comparison, and greatly improving short-term clock noise so that 10−16

resolution in the difference in clock rates can be obtained within the 15-hour close
encounter. Because ion-trap-based clocks are relatively immune to temperature
and magnetic field changes, a simple, robust electronics package is sufficient for
ultra-stable operation.
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Fig. 2. Schematic of Linear Ion Trap
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Fig. 3. Tri-clock Instrument

The basic architecture of the “tri-clock” instrument is three LITE (Linear
Ion Trap Extended) units, each operating with a single element Hg+, Cd+ or
Yb+, and will be packaged into one housing with many shared components for
mass reduction. This configuration is shown in Fig. 3. Each separate clock is
based upon a linear multi-pole trap [20]. For optical state-selection, ions are
trapped around the rf quadrupole electric field node along the centerline where
they are prevented from escaping by dc fields applied at each end. By applying
dc positive bias to all trap rods in one region along the length of the trap, ions
can be excluded from that region and ‘transported’ into another section where
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the rods are at dc ground. Ions can thus be moved from one end of the trap to the
other. This allows the optical state selection and interrogation to be carried out
in an unshielded region while the much more critical clock hyperfine resonance is
probed in a small, well shielded region, away from magnetic optical components
and openings in the shields for light entry and exit. The ion-number (space-
charge) induced frequency pulling is reduced by more than a factor of 20 in the
multi-pole arrangement as compared to the linear quadrupole [21,20,22,23].

The three traps will be operated with a common rf voltage source so that
related trapping forces confine the three different ion species. In this way small
variations in the trapping strength will affect each ion cloud in a characteris-
tic manner that can be readily identified. Another unique feature of this clock
comparison is the use of the ultra-stable local oscillator. Space-qualified quartz
oscillators achieve short-term stabilities of 10−13 over tens of seconds averaging
intervals. This will limit a conventional high performance atomic clock to about
10−13 at 1 second averaging time, falling from there as τ−1/2 where τ is the
averaging interval in seconds. For the clock comparison at the near-solar flyby,
the largest change in gravitational potential occurs over a 15-hour period, i.e.,
54 000 s. This LO-limited performance gives 4 × 10−16 at 15 hours and falls
short of the design goal. We have demonstrated atomic clock performance at
(2−3)×10−14 at one second but LO noise degrades the performance for a single
operating atomic clock. For a comparison between two or more clocks, however, a
single LO can be used to interrogate all clock transitions simultaneously, and the
LO noise will be common. This common noise in individual atomic line-center
measurements will not be present in the differences of these and we can recover
the (2−3)×10−14/

√
τ and reach the 10−16 stability level in 15 hours averaging.

The tri-clock measurement offers a suppression of other common mode fre-
quency shifts of the three atomic transitions. The suppression of systematic
frequency pulling can also be applied to variations of the solar magnetic field
along the spacecraft trajectory. This approach will save mass and power in mag-
netic shielding. A set of four layers of magnetic shields will enclose the clock
resonance tube. An additional layer will house the final package. Since the un-
shielded Hg+ atom sensitivity is about 2 × 10−13/mG (at an operating point of
50 mG), 20×10−13/mG for Yb+, and 15×10−13/mG for Cd+, a shielding factor
of 107 is required to reduce a 1-G solar field variation during the spacecraft flyby
to below one part in 1016 relative clock stability. A 1-G field variation might be
expected during the solar flyby. This level of shielding is very difficult to achieve
within the mass and power budget.

The differential response of the three clocks to a common field variation has
a characteristic signature that will identify this systematic shift and will enable
its removal in post analysis. The magnetic sensitivity of the three hyperfine
levels is well understood in the atomic physics of the clock transitions. The
change of the clock frequency as the operating field changes by δH0 is given by
δy ≡ δf/f0 = 2βH0δH0 where the constant β describes the field sensitivity of
each of the three clock transitions. The atoms with a smaller hyperfine splitting
f0 shift more. Note that this behavior is very different from the sensitivity to a
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change in α as given in [12]. In that paper it is shown that the atoms with larger
atomic number Z shift more with a change in α than the low Z atoms.

The two simultaneous equations for the variation of the difference frequencies
are

δyAB =
(
L(ZA) − L(ZB)

)δα
α

+
(

1 − βBfA

βAfB

)
2βB

fA

H0δH

S
,

δyAC =
(
L(ZA) − L(ZC)

)δα
α

+
(

1 − βCfA

βAfC

)
2βB

fA

H0δH

S
. (3)

We have taken the variation of the clock transitions with operating field, H0,
to be given by f = f0 + βH2

0 and the shielding factor for external fields to be
S, i.e., δH0 = δH/S. δH is the variation of the solar magnetic field along the
spacecraft trajectory. The α sensitivities, L(Z), are found in Fig. 1 of [12].

For the hyperfine clock transitions in Hg, Cd, and Yb, these equations can be
inverted to solve for δα/α and (2βA/νA)H0δH/S along the trajectory of the near-
Sun flyby. Thus, even with imperfect magnetic shielding and the accompanying
clock frequency pulling, an unambiguous variation of α could be extracted.

2.1 Temperature Induced Frequency Shifts

Ambient temperature changes of the clocks can cause spurious frequency pulling
δyAB and δyAC and must be completely removed to the 10−16 level. Unlike
magnetic sensitivities, which can be to a large extent understood as incomplete
shielding of the atomic transition, temperature-induced frequency shifts are more
difficult to predict from first principles. The only definitive measurement of tem-
perature sensitivity must be carried out with a fully assembled and operating
system. The differential sensitivity coefficients to be used in separating any ob-
served effect from a temperature induced δyAB and δyAC , must be generated
in-situ. Once these sensitivities are measured, we can use the two return data
channels to distinguish temperature effects from any observed violations.

Some temperature effects have very clear signatures, completely distinguish-
able from any a variation along the spacecraft trajectory. For example, ion tem-
perature variations will lead to clock frequency changes via second-order Doppler
shifts, by an amount proportional to −kT/mc2 where T is the ion temperature
and m is the ion mass. Any temperature change, δT , common to all three ionic
species will shift the three clock frequencies by an amount inversely proportional
to their mass. This will allow this systematic frequency offset to be removed as
in the magnetic case above. For these shifts,

δyAB =
(
L(ZA) − L(ZB)

)δα
α

+
(

1 − mA

mB

)
kδT

mAc2
,

δyAC =
(
L(ZA) − L(ZC)

)δα
α

+
(

1 − mA

mC

)
kδT

mAc2
, (4)

showing that these temperature variations can be separated from the variations
that come from a non-zero δα/α along the solar flyby trajectory. We have as-
sumed no mass dependent heating, δT , which will almost certainly be present.
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However, a pre-launch ground measurement will be carried out to catalog differ-
ential frequency shifts vs rf trap level, buffer gas pressure, etc.

2.2 Mission Design

The only economical technique to get sufficient change in velocity to fly near
the Sun is to go via Jupiter. This is because the angular momentum associated
with the orbiting earth must be lost so the spacecraft will fall to the Sun in
a reasonable length of time. Thus, SpaceTime will launch in a direct transfer
orbit to Jupiter and then a fast trajectory to the Sun. A kick stage is integrated
with the spacecraft on a “spin table” that spins the entire integrated package
during the launch. The spinning spacecraft does not have to be despun following
injection, as with a typical three-axis stabilized spacecraft. This eliminates the
mass and reliability penalties of a despin hardware.

Figure 4 illustrates the entire interplanetary trajectory to the Sun including
the first leg after injection. The time tics are 50-day intervals. Approaching
Jupiter, a precision orbit determination is completed using only radio tracking
data, and a precise final aiming maneuver is completed. The gravity assist flyby is
used to: 1) reduce (almost canceling) the trajectory angular momentum, allowing
the spacecraft to fall into a 6-RS perihelion, 2) rotate the plane of the heliocentric
orbit to a final inclination of 90.0 degrees and 3) establish the time of perihelion
to produce a quadrature trajectory geometry (Sun-spacecraft-Earth angle = 90.0
degrees) at perihelion. This latter condition is fundamental to the spacecraft
architecture, which always has the shield pointed at the Sun and the high gain
antenna (HGA) pointed at Earth.

Following the Jupiter flyby, the spacecraft is on its final trajectory toward the
perihelion. The perihelion flyby trajectory is shown in Fig. 4 from P−24 to P+24
hr. This is the prime data acquisition period for the mission. The view in Fig. 4
is from Earth illustrating the effects of the quadrature trajectory geometry by
the schematic drawings of the spacecraft. The spacecraft is a spinning drum with
the direction of its spin axis toward the Earth (out of the page). The thermal
shield for the spacecraft, as the spacecraft spins, maintains its orientation toward
the Sun at all times protecting the sensitive elements from the extreme thermal

LAUNCH
January 2006
(C ~ 120 km 2/ sec 2 )

JUPITER GRAVITY 
ASSIST FLYBY

October 2007

50 d

PERIHELION (4Rs)
June 2009

EARTH at PERIHELION
( at Quadrature)

Mission Lifetime = 3 yr 8 mon 8.68 Rj

X band to DSN
≤100 bps

Fig. 4. Spacecraft trajectory
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environment. This is a passive attitude control technique that simplifies the
control of the spacecraft and allows a very robust design in this otherwise hostile
environment.

It is interesting to point out that the most challenging aspect of the mission,
affecting orbital trajectory and the number of passes (single) by the Sun is the
power requirements. Because of the extreme heat encountered near the Sun,
solar panels, even those designed for high temperature, cannot be used. Instead,
a bank of batteries must provide the needed power to the spacecraft systems,
and the instrument. The mass associated with the batteries ultimately limits
the choices of a trajectory with a given launch vehicle, as well as the size of
the spacecraft and associated systems. This ironic limitation (shortage of power
while so near the Sun) is the major design issue that affects virtually all aspects
of the mission.

3 Conclusion

We have briefly discussed a mission design study based on the inter-comparison
of the oscillation frequencies of three atomic clocks based on three different
species of singly ionized atoms. By flying this instrument to within six solar
radii of the Sun it is possible to search for a variation of fine structure constant
to a level that is not accessible to earth-based instruments. At this point two
other points regarding this approach are worth noting. First, one may ask the
question why the choice of atomic clocks, as opposed to other instruments (see a
description of LATOR mission in this volume [24]). As briefly mentioned above,
and discussed elsewhere in this volume (see, for example, the paper by Flam-
baum et al.) the detail of theories that predict a temporal or spatial variation
in fine structure constant, such as M-theory or theories based on varying c or e,
are rather tentative. Experimental tests of these theories based on a search for
varying α then must produce direct and unambiguous results to be most valu-
able. The three-clock comparison discussed here is indeed such an approach. As
discussed above, each atomic clock will drift in a specific manner with varying
α and inter-comparison of these variations assures that an observed signal pro-
duces a clear result. Secondly, the technology of atomic clocks is well developed,
and a space test based on clocks has an inherently large probability of success.
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AD method, see Alkali-doublet method
AGB stars, see Asymptotic gi-
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Alkali-doublet method, 132
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Anthropic principle, 117
APPOLO, 323–324
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Atomic beam, laser spectroscopy, 212
Atomic fountain, 217
Atomic clocks, 66, 331–341
– optical, see Optical frequency stan-

dard
Atom interferometer, 232

BBN, see Big Bang nucleosynthesis
Big Bang nucleosynthesis, 144
Black-body shift, 239
Black-hole entropy, 117
Branes, 126
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Casimir correction factor, 333
Casimir factor, 144
Cavities, 290–293, 298
Chemical evolution, 142, 148
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Classification of fundamental constants,
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CMB, see Cosmic microwave back-

ground radiation

CODATA evaluations, 79
Collisional shift, 240
Contamination, 172, 174, 183
Cosmic microwave background radiation,
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Cosmological acceleration, 180
Cosmological constant, 117, 118, 121,

175
– effective, 175
Cosmological models, 22–25
– inflationary, 30–31
Coulomb-only estimate, 173, 181–183
Coulomb crystal, 300
Coulomb energies, 172
Critical density, 175
Cube of theories, 65

Damped Lyman-α systems, 132, 133,
135, 136, 142

Damped oscillation, 176, 177
Dark energy, 175
Decoherence, 127
Dilaton, 122, 175
Dimensional pyramid, 59
Dirac-Hartree-Fock approximation, 134
DLAs, see Damped Lyman-α systems
Doppler-free spectroscopy, 212
Double-Pulsar, 51
Double Neutron Stars, 48

Echelle order, 137
Effective cosmological constant, 175
Einstein’s equivalence principle, 8
Einstein’s equivalence principle,

189–207
– tests, 319–322
– violation of, 126
Einstein-Hilbert action, 115
Electric charge radius of the proton, 90
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Electric dipole moment of electron, 306
Electric field E, 67, 68
Electric induction (displacement) D, 68
Electric permittivity of vacuum ε0, 69
Electron shelving, 249
Element abundances, 142, 148
EP, see Einstein’s equivalence principle
Equation
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Equivalence principle, see Einstein’s

equivalence principle

Fine structure constant, 71, 77, 108,
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Fission products, 168
Fluence, 170, 173
Fractional look-back time, 174, 177
Frequency comb, 301
– carrier envelope frequency, 215
– octave spanning, 215
– photonic crystal fiber, 216
– repetition rate frequency, 215
Frequency comparison, 253
Fundamental constants, 1–18, 75, 76
– correlations, 7, 8, 210
– evaluations, 79
– running constant, 102–104
Fundamental parameters, 58
Fundamental units, 3–4, 57

g-factor of the electron, 85
General relativity, 115, 311–330
– precision tests, 314–318
Geodetic Precession, 50
GR, see General relativity
Grand unification, 101, 110, 143, 144,

148
Gravitational fine structure constant,
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Gravitational Radiation, 47
Gravitational Redshift, 49

Hartree units, 78
High-resolution spectroscopy, 268–269
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Hyperfine structure, 144–148, 258,
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Identity of particles, 254

Ill-posed problem, 155
IMF, see Initial mass function
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Initial mass function, 142, 148
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Isotopic structure, 142, 143, 148

Josephson constant, 83
Josephson effect, 67, 82, 83

Kaluza-Klein theories, 101–102, 124
Keck/HIRES spectra, 132
– examples, 133, 136
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– simulations, 134, 135, 137, 140, 141
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Lamb-Dicke regime, 249
Laser cooling, 265
LATOR space mission, 324–328
LLI, see Local Lorentz invariance
LLR, 318–324
LLSs, see Lyman-limit systems
Local Lorentz invariance, 197–204
Local position invariance, 8, 189–197
Loop quantum gravity, 119
LPI, see Local position invariance
Lyman-α forest, 133
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M-theory, 121
Magnetic field H, 68
Magnetic induction (flux density) B, 68
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Many-body perturbation theory, 134
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Nuclear magnetic moments, 144–146,
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Nuclear spectroscopy, 258
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Precision frequency measurements
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– Double-Pulsar, 51
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Quantity, 75
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Quantum gravity, 115
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Realization of the SI units, 82
Red shift, 151
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– higher resonances, 173, 182, 184
Scalar-Tensor Theories, 48
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Scalar field, 175, 176, 180
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Schmidt model, 10, 11, 14
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Shklovskii Effect, 41
SI, 4, 5, 11, 13, 14, 77, 82
SKA, see Square-Kilometre-Array
SpaceTime space mission, 331
Speed of light, 77
Square-Kilometre-Array, 53
Standards, 75
Standard model, 57, 99
Stoney units, 65, 78
String coupling, 124
String length, 122
String theory, 121, 175, 177
Strong Equivalence Principle, see SEP
Strong equivalence principle, 320–321
Strong field, 48
Strong interaction, 172, 173
Supernovae, 142
Symmetrization postulate, 306
Sympathetic cooling, 300

Temperature induced frequency shifts,
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TEMPO, 43
4-tensor of electromagnetic field, 69
Theory of everything, 59
Thermal neutron flux, 168, 170, 173
TOE, see Theory of everything
Two-photon transition in hydrogen, 212

Ultra-cold atoms, 232
Ultra-cold collisions, 240
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– gn, 11, 14, 145–146, 189
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– mπ, 145–146
– mq/ΛQCD, 143–148
– µ, 144–146
– oscillatory, 144
Velocity components, see Quasar ab-

sorption lines, velocity structure
Voigt profile, 154
Von Klitzing constant, 83
Von Klitzing effect, 67
VPFIT, see Quasar absorption lines,

profile fitting

Watt balance, 67, 84
Weak interaction, 298
Weak equivalence principle, 189, 320
Weak Field, 44
Weathering, 170, 174
Weighted mean, 174
WEP, see Weak equivalence principle
Wheeler-DeWitt equation, 119, 120
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