
Intelligent Systems Reference Library 116

Ioannis Hatzilygeroudis
Vasile Palade
Jim Prentzas    Editors 

Advances in 
Combining 
Intelligent Methods
Postproceedings of the 5th International 
Workshop CIMA-2015, Vietri sul Mare, 
Italy, November 2015 (at ICTAI 2015)



Intelligent Systems Reference Library

Volume 116

Series editors

Janusz Kacprzyk, Polish Academy of Sciences, Warsaw, Poland
e-mail: kacprzyk@ibspan.waw.pl

Lakhmi C. Jain, University of Canberra, Canberra, Australia;
Bournemouth University, UK;
KES International, UK
e-mail: jainlc2002@yahoo.co.uk; Lakhmi.Jain@canberra.edu.au
URL: http://www.kesinternational.org/organisation.php



About this Series

The aim of this series is to publish a Reference Library, including novel advances
and developments in all aspects of Intelligent Systems in an easily accessible and
well structured form. The series includes reference works, handbooks, compendia,
textbooks, well-structured monographs, dictionaries, and encyclopedias. It contains
well integrated knowledge and current information in the field of Intelligent
Systems. The series covers the theory, applications, and design methods of
Intelligent Systems. Virtually all disciplines such as engineering, computer science,
avionics, business, e-commerce, environment, healthcare, physics and life science
are included.

More information about this series at http://www.springer.com/series/8578



Ioannis Hatzilygeroudis ⋅ Vasile Palade
Jim Prentzas
Editors

Advances in Combining
Intelligent Methods
Postproceedings of the 5th International
Workshop CIMA-2015, Vietri sul Mare, Italy,
November 2015 (at ICTAI 2015)

123



Editors
Ioannis Hatzilygeroudis
Department of Computer Engineering
and Informatics, School of Engineering

University of Patras
Patras
Greece

Vasile Palade
Department of Computing, Faculty of
Engineering and Computing

Coventry University
Coventry
UK

Jim Prentzas
Laboratory of Informatics, Department of
Education Sciences in Early Childhood,
School of Education Sciences

Democritus University of Thrace
Alexandroupoli
Greece

ISSN 1868-4394 ISSN 1868-4408 (electronic)
Intelligent Systems Reference Library
ISBN 978-3-319-46199-1 ISBN 978-3-319-46200-4 (eBook)
DOI 10.1007/978-3-319-46200-4

Library of Congress Control Number: 2016951700

© Springer International Publishing Switzerland 2017
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained herein or
for any errors or omissions that may have been made.

Printed on acid-free paper

This Springer imprint is published by Springer Nature
The registered company is Springer International Publishing AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland



Preface

The combination of different intelligent methods is a very active research area in
artificial intelligence (AI). The aim is to create integrated or hybrid methods that
benefit from each of their components. It is generally believed that complex
problems can be easier solved with such integrated or hybrid methods.

Some of the existing efforts combine what are called soft computing methods
(fuzzy logic, neural networks, and genetic algorithms) either among themselves or
with more traditional AI methods such as logic and rules. Another stream of efforts
integrates case-based reasoning or machine learning with soft computing or tradi-
tional AI methods. Yet another integrates agent-based approaches with logic and
also non-symbolic approaches. Some of the combinations have been quite impor-
tant and more extensively used, such as neuro-symbolic methods, neuro-fuzzy
methods, and methods combining rule-based and case-based reasoning. However,
there are other combinations that are still under investigation, such as those related
to the Semantic Web. In some cases, combinations are based on first principles,
whereas in other cases, they are created in the context of specific applications.

Important topics of the above area are (but not limited to) as follows:

• Case-Based Reasoning Integrations
• Genetic Algorithms Integrations
• Combinations for the Semantic Web
• Combinations and Web Intelligence
• Combinations and Web Mining
• Fuzzy-Evolutionary Systems
• Hybrid Deterministic and Stochastic Optimization Methods
• Hybrid Knowledge Representation Approaches/Systems
• Hybrid and Distributed Ontologies
• Information Fusion Techniques for Hybrid Intelligent Systems
• Integrations of Neural Networks
• Intelligent Agents Integrations
• Machine Learning Combinations
• Neuro-Fuzzy Approaches/Systems

v



• Applications of Combinations of Intelligent Methods to the following:

– Biology and Bioinformatics
– Education and Distance Learning
– Medicine and Health Care

This volume includes extended and revised versions of some of the papers
presented in the 5th International Workshop on Combinations of Intelligent
Methods and Applications (CIMA 2015) and also papers submitted especially for
this volume after a CFP. CIMA 2015 was held in conjunction with the 27th IEEE
International Conference on Tools with Artificial Intelligence (ICTAI 2015).

We would like to express our appreciation to all authors of submitted papers as
well as to the members of CIMA 2015 program committee for their excellent
review work.

We hope that these post-proceedings will be useful to both researchers and
developers.

Patras, Greece Ioannis Hatzilygeroudis
Coventry, UK Vasile Palade
Alexandroupoli, Greece Jim Prentzas
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Chapter 1
Real-Time Investors’ Sentiment Analysis
from Newspaper Articles

Konstantinos Arvanitis and Nick Bassiliades

Abstract Recently, investor sentiment measures have become one of the more
widely examined areas in behavioral finance. They are capable of both explaining
and forecasting stock returns. The purpose of this paper is to present a method,
based on a combination of a Naïve Bayes classifier and the n-gram probabilistic
language model, which can create a sentiment index for specific stocks and indices
of the New York Stock Exchange. An economic useful proxy for investor sentiment
is constructed from U.S. news articles mainly provided by The New York Times.
Initially, a large amount of articles for ten big companies and indices is collected
and processed, in order to be able to extract a sentiment score from each one of
them. Then, the classifier is trained from the positive, negative and neutral articles,
so that it is possible afterwards to examine the sentiment of any unseen newspaper
article, for any company or index. Subsequently, the classification task is tested and
validated for its accuracy and efficiency. The widely used Baker and Wurgler
sentiment index [2] is used as a comparison measure for predicting stock returns. In
a sample of S&P 500 index from 2004 to 2010 on monthly basis, it is shown that
the new sentiment index created has, on average, twice the predictive ability of
Baker and Wurgler’s index, for the existing time frame.

Keywords Sentiment analysis ⋅ Data mining ⋅ Sentiment index ⋅ Investor
sentiment ⋅ Stock returns ⋅ Naïve bayes classifier ⋅ n-gram language model
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1.1 Introduction

News media is a very competitive industry whose main goal is to capture attention.
Shiller [21] notes that news play a crucial role in buying or selling decisions among
traders, who constantly react to new incoming information. He further argues that
the news media are important players in creating market sentiment and similar
thinking as it spreads ideas and, thus, can significantly contribute to herding
behavior and influence price movement on financial markets. Behavioral finance
supplements standard finance by introducing the revolutionary belief that behavior
is not ‘rational’ but ‘normal’ [24]. If financial markets are not always rational then
perhaps investors should take into account the psychology of the market. How this
should be achieved has received great attention in the academic literature during the
last decade. Most research tries to construct an index of investor sentiment with the
help of various indicators. Baker and Wurgler [2] construct an index of investor
sentiment that is based on the common variation in six proxies for sentiment: the
closed-end fund discount, share turnover, the number and average first-day returns
on IPO’s, the equity share in new issues and the dividend premium.

As for ways to measure investor sentiment: there are direct and indirect mea-
sures. Direct measures are based on surveys taken from certain groups of people,
for instance: global fund managers. Indirect measures are based on market data such
as price and volatility. Both have their own merits and drawbacks. Investor senti-
ment is a much debated topic but it is not yet clear how it should be measured.
Current literature attempts to capture investor sentiment by combining multiple
imperfect proxies. Such a proxy is for example the market volatility index (‘VIX’),
which measures the implied volatility of options on the Standard and Poor’s 100
stock index and is known as the ‘investor fear gauge’. Popular directed measures of
sentiment are different sort of confidence indices. In numerous countries and
markets there are multiple indices available that try to track consumer or (retail)
investor confidence by means of surveys.

Recently, research is focusing more on methods that capture sentiment with the
help of media and computational linguistics. A freely available tool, called Google
Search Volumes, is used by [12] to predict stock returns. Changes in volumes of
words like “market crash” and “bear market” can predict stock returns while
changes in positive search word volumes such as of “bull market” do not. One of
the most easy and effective but less sophisticated ways for analyzing text is by
means of a Bayesian approach. All that is required are two text files that represent
negative and positive words or sentences. Then, a specific text can be classified as
negative or positive depending on the similarity with the two basis files. This
method was tested by [14], which successfully determined if a movie was regarded
as good or bad. A major drawback of this method is the fact it only classifies text
into positive/negative, without being able to determine the degree of
positivity/negativity. Another drawback is that the quality of the basis files deter-
mines the quality of the analysis.

2 K. Arvanitis and N. Bassiliades



In this paper a useful proxy for investor sentiment is constructed with the help of
financial news from U.S. newspapers from 2004 to 2014. The construction of the
sentiment index follows a variation of a Bayesian approach, combining a Naïve
Bayes classifier with the n-gram probabilistic language model that is based on
Markov chains. The classifier is trained from three highly targeted text lists con-
taining positive, negative and, also, neutral text acquired from the newspaper
articles. The main objective is that a sentiment index could be constructed for any
ticker of the U.S. Stock Exchange in real-time, in order to help investors classify
stocks or measure the overall market sentiment.

In contrast to existing literature, our analysis is much broader given that a
sentiment index can be created for any company or index of the stock exchange.
The results in many of the previous studies where Twitter is used as data source
suffer from noise, since many Tweets are insignificant but affect the overall result.
Our sentiment index is created from official news feed and articles of the New York
Times and the result is much more factual and clear. In other studies, there is the
limit of the research area which only deals with some indices, while others have the
limit of the time frame, which has to be many days or months in contrast with our
approach where you can create the sentiment index on a daily, weekly, monthly or
annual time frame. In addition, we manage to tackle the issue of the absence of the
degree of positivity and negativity that other studies have, by adding a list of neutral
articles, twice the size of the positive and negative articles. This, combined with a
safe threshold, allows us to classify correctly new articles with an actual sentiment
impact. Furthermore, the quality of the basis files does not affect the quality of the
analysis, in our approach, since via the self-learning feature of the classifier, our
method adds previously classified text fragments to the basis files.

The paper is structured as follows: Sect. 1.2 provides the appropriate back-
ground knowledge to our work, Sect. 1.3 reports some related work, Sect. 1.4
presents the data sources and the methodology, Sect. 1.5 continues with the
empirical findings and finally, Sect. 1.6 concludes.

1.2 Background

1.2.1 Framing Effects

The framing effect is an example of cognitive bias, in which people react to a
particular choice in different ways depending on how it is presented; e.g. as a loss or
as a gain [15]. People tend to avoid risk when a positive frame is presented but seek
risks when a negative frame is presented [26].

Framing effects within the news media have been an important research topic
among journalism, political science and mass communication scholars. Price et al.
argue [17] that the news framing effect has to do with the way events and issues are
packaged and presented by journalists to the public. They believe that news frames

1 Real-Time Investors’ Sentiment Analysis from Newspaper Articles 3



can fundamentally affect the way readers understand events and issues. Authors
suggest that news frames can activate certain ideas, feelings, and values, encourage
particular trains of thoughts and lead audience members to arrive at predictable
conclusions.

Price and Tewksbury [16] explain the news media framing effect by using the
applicability effect in their knowledge activation process model. A framing effect of
a news story renders particular thoughts applicable through salient attributes of a
message such as its organization, selection of content or thematic structure. The
knowledge activation model assumes that at any particular point in time, a mix of
particular items of knowledge that are subject to processing (activation) depends on
characteristics of a person’s established knowledge store. When evaluating situa-
tions, people tend to use (activate) ideas and feelings that are most accessible and
applicable.

Iyengar [11] examines the impact of news framing on the way people ascribe
responsibility for social, political, and economic conditions. He finds that media
more often take an episodic rather than a thematic perspective towards the events
they cover.

Vliegenthart et al. [27] investigate the effect of two identified news frames, risk
and opportunity, on public support regarding the enlargement of the European
Union. They find that participants in the opportunity frame condition show sig-
nificantly higher support compared to participants in the risk condition.

These studies show that framing influences the perception of new information
and may be a powerful tool in influencing public opinion and, as a consequence, the
public’s future actions. Casual observation suggests that the content of news about
the stock market could be linked to investor psychology and sociology. However, it
is unclear whether the financial news media induces, amplifies, or simply reflects
investors’ interpretations of stock market performance.

1.2.2 Investor Sentiment Proxy Construction

Investor sentiment is a much debated topic but it is not yet clear how it should be
measured. Current literature attempts to capture investor sentiment by combining
multiple imperfect proxies. Such a proxy is for example the market volatility index
(‘VIX’), which measures the implied volatility of options on the Standard and
Poor’s 100 stock index and is known as the ‘investor fear gauge’. The VIX index is
often used as a contrarian indicator in that extreme levels indicate market turning
points and is supported by the theory of market over- and under reaction. Popular
directed measures of sentiment are different sort of confidence indices. In numerous
countries and markets there are multiple indices available that try to track consumer
or (retail) investor confidence by means of surveys.

Two widely known indices for U.S. consumer confidence are the Conference
Board’s Consumer Confidence Index (CCI) and the University of Michigan’s Index
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of Consumer Sentiment. Bram and Ludvigson [5] found the former is better at
explaining most categories of consumer spending. Qiu and Welch [18] find that
consumer confidence can be a good proxy for investor sentiment and plays a robust
role in financial market pricing.

Tumarkin and Whitelaw [25] use the opinions and views of message board users
for examining the relationship between sentiment and abnormal stock returns and
trading volume. Although investor opinion correlates with abnormal
industry-adjusted returns they find no evidence contrary to market efficiency.

Bollen et al. [4] analyze large amounts of tweets (short bursts of inconsequential
information) for mood swings. They use two tools that determine mood with the
help of computational linguistics: OpinionFinder and Google-Profile of Mood
States (GPMOS). OpinionFinder determines positive versus negative moods and
GPMOS measures mood in six dimensions (Calm, Kind, Happy, Vital, Alert and
Sure). They claim that the daily closing price of the DJIA can be predicted 4 days
ahead with 87.6 % accuracy. However, this cannot be verified because the GPMOS
is not made public. OpinionFinder is an open source project of several American
Universities and identifies positive/negative words, actions and subjective/objective
statements. Its developers claim to accurately classify polarity about 74 % of the
time.

While OpinionFinder is a clear improvement over a Bayesian method it still
lacks the ability to determine the degree of negativity/positivity. A company called
OpenAmplify3 claims to have successfully resolved this problem. Although their
method is black box we can analyze the input and output of their service. Open-
Amplify requires English text files as input and returns output with the help of an
application programming interface (API). Their analysis is quite extensive and can
be divided into five main categories: topics, actions, styles, demographics and topic
intentions analysis. Topic analysis is done on a co-reference basis, meaning that
different words can be identified as belonging to the same topic. For instance: ‘Jack’
and ‘Jill’ and ‘He’ and ‘She’ are connected but also ‘Coca Cola Company’ and
‘CCC’ are linked together. Every topic scores a degree of polarity (negativity/
positivity) on a scale of –1 to 1 where the former indicates extreme negativity and
the latter indicates extreme positivity. Overall text polarity is the weighted average
polarity of all separate topics. Weighting is done based on a relevance score. Topics
that are weakly related to all other topics are given a low relevance score and have
low impact on overall text polarity. This is possible because OpenAmplify identifies
relationships between topics and organizes them into a broad range of domains.
Other interesting features are action analysis, contrast (degree of certainty) and
temporality (timeframe). Given that OpenAmplify works, having an extensive
analysis of a large amount of news articles gives you the possibility to construct a
wide variety of (investor) sentiment proxies. For example: irrelevant text can be
filtered out by focusing on the domain ‘business’ with subdomain ‘stock market’.
The average polarity of the remaining text can be a proxy for investor sentiment.

1 Real-Time Investors’ Sentiment Analysis from Newspaper Articles 5



1.3 Related Work

Previous research investigates the immediate impact news media might have on the
performance of financial markets. For instance, Antweiler and Frank [1] investigate
the effect of Internet stock message boards posted on the websites of Yahoo!
Finance and Raging Bull on the short-term market performance of 45 U.S. listed
companies. They find weak evidence that the number of content messages posted
helps to predict stock’s intraday volatility but do not find evidence of news media
content in-between the content of the Wall Street Journal column Abreast of the
Market and the stock market on a daily basis. They, also, find that unusually low or
high values of media pessimism predict high trading volume, while low market
returns lead to high media pessimism, and conclude that news media content can
serve as a proxy for investor sentiment. In a more recent study, Garcia [10] con-
structs a daily proxy for investor sentiment by taking a fraction of negative and
positive words in two columns of financial news, Financial Markets and Topics in
Wall Street from the New York Times. He finds evidence of an asymmetric pre-
dictive activity of news content on stock returns, especially during recessions. The
effect is particularly strong on Mondays and on trading days after holidays, which
persists into the afternoon of the trading day.

While some trading in the market brings noise traders with different models who
cancel each other out, a substantial percentage of trading strategies are correlated,
leading to aggregate demand shifts. As Shleifer and Summers elaborate [22], the
reason for this is that the judgmental biases affecting investors in information
processing tend to be the same. For example, subjects in psychological experiments
tend to make the same mistake; they do not make random mistakes. Indeed, Barber
et al. [3] utilize brokerage data and find that individual investors predominantly buy
the same stocks as each other contemporaneously, and that this buying pressure
drives prices upwards. Similarly, Schmeling [19] employs survey data and finds
that individual investor sentiment forecasts stock market returns. In effect, these
studies reveal that arbitrageurs are not always successful in bringing prices back in
line with fundamentals. Thus, shifts in the demand for stocks that are independent
of fundamentals may persist, and thus be observable.

Dickinson and Hu [8] seek to predict a sentiment value for stock related tweets
on Twitter, and demonstrate a correlation between this sentiment and the movement
of a company’s stock price in a real time streaming environment. They use both
n-gram and “word2vec”1 textual representation techniques alongside a random
forest classification algorithm to predict the sentiment of tweets. These values are
then evaluated for correlation between stock prices and Twitter sentiment for that
each company. The results show significant correlations between price and senti-
ment for several individual companies. Some companies such as Microsoft and
Walmart show strong positive correlation, while others such as Goldman Sachs and

1https://code.google.com/p/word2vec.

6 K. Arvanitis and N. Bassiliades

https://code.google.com/p/word2vec


Cisco Systems show strong negative correlation. This suggests that consumer
facing companies are affected differently than other companies.

Das and Chen [6] developed a methodology for extracting small investor sen-
timent from stock message boards. Their findings showed that five distinct classifier
algorithms coupled by a voting scheme are found to perform well against human
and statistical benchmarks. Also, they state that time series and cross-sectional
aggregation of message information improves the quality of the sentiment index.
Their empirical applications evidence a relationship with stock returns, on a visual
level, by phase-lag analysis, using pattern recognition and regression methods. Last
but not least, they state that sentiment has an idiosyncratic component, and
aggregation of sentiment across stocks tracks index returns more strongly than with
individual stocks.

Sehgal and Song [20] introduce a novel method to predict sentiment about stock
using financial message boards. They state that web financial information is not
always reliable and for this reason they propose a new measurement known as
TrustValue which takes into account the trustworthiness of an author. In their work,
it is shown that TrustValue improves prediction accuracy by filtering irrelevant or
noisy sentiments. Sentiment and TrustValue are used together to make the model
for stock prediction. They used the intuition that sentiments effect stock perfor-
mance over short time period and they captured this with Markov model. Their
stock prediction results showed that sentiment and stock value are closely related
and web sentiment can be used to predict stock behavior with seasonable accuracy.

The linear causality framework is widely adopted in the behavioral finance
literature when evaluating the predictive content that sentiment may have upon
stock returns. Dergiades [7] finds out that there is reasonable statistical evidence to
support that sentiment embodies significant predictive power with respect to stock
returns. His study contributes to the understanding of the non-linear causal linkage
between investors’ sentiment dynamics and stock returns for the US economy, by
employing the sentiment index developed by Baker and Wurgler and within a
non-linear causality framework.

1.4 News Articles Classification Methodology and Sources

In this section, we present the sources that were used for this work; the method-
ology we followed and the processing the data went through. The key concept in
this work is to train a classifier which is the most appropriate to classify articles with
financial content about companies (as positive, negative or neutral).

Figure 1.1 shows diagrammatically the processes and the methods used for the
data extraction, storage and the preprocessing in order to construct the three lists
from which the classifier is trained using n-gram language models. As previously
mentioned, except for positive and negative categories, a text can also be classified
as neutral so that the result would be more accurate with reduced noise.
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1.4.1 News Sources and Preprocessing

Newspaper articles used for the analysis were obtained from the New York Times
with NYT Article Search API v2,2 which can search articles from 1851 to today,
retrieving headlines, abstracts, lead paragraphs and other article metadata.

Search requests follow a standard URI structure whose main parameter is the
search query term which is being searched on the article body, headline and byline.
The structure of a search request is the following:

http://api.nytimes.com/svc/search/v2/articlesearch.response-format?[q=search
term&fq=filter-field:(filter-term)&additional-params=values]&api-key=####

Besides the search query term, a filtered search query feature is applied, which
uses standard Lucene3 syntax and can specify the fields and the values that a query
will be filtered on. Lucene syntax separates the filter field name and value with a
colon, and surrounds multiple values with parentheses, like the following:

&fq = news_desk:(“Sports” “Foreign”) AND glocations:
(“NEW YORK CITY”)

Fig. 1.1 Architecture and workflow of our methodology

2http://developer.nytimes.com/docs/read/article_search_api_v2.
3https://lucene.apache.org/.
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In this way, the scope of the search can be narrowed and the articles returned
would be more accurate, which in this work involve exclusively business or
financial topics.

All articles are returned in JSON4 format and stored in MongoDB5 database.
News data for each company is stored in a different collection so that all bulk of
data is clustered and easy to manipulate. All collections are sorted by ascending
order according to the publish date of the articles. New articles for a company are
stored in the corresponding collection in chronological order. The initial look of an
article is shown in Fig. 1.2, which was obtained from New York Times website.
The JSON format of the article in Fig. 1.2 has the structure shown in Fig. 1.3.

For the opinion lexicons, two positive and negative dictionary files are used [13],
which are useful for textual analysis in financial applications. Phrases like ‘not
good’ are converted to ‘!good’ and added at the corresponding dictionary to dis-
tinguish negation.

Another widely used feature of natural language processing is used, which has to
do with removing the stop words from the examined text, so that the text classi-
fication can be applied to only the words that really count and have positive or
negative effect to the overall sentiment. The Stop Word Lists used in the analysis
[13] are divided in five categories: Generic, Names, Geographic, Currencies, Dates
and Numbers. Besides the removal of stop words, the training procedure consists of
another feature which is to collapse all the different inflectional forms of a lemma to
its base dictionary form, which can be found in the lexicons. Classification was
tested in different ways towards the stop word lists, like excluding some of them or
applying the classification to the text without removing any stop words. The tests
showed that the best performance was achieved by removing all the stop words
from the text and leaving only words that have sentiment impact.

Since the text gets a form, which is optimal and easy to extract a safe score, it is
passed to the lexicons to count the occurrence of each word in the text that exist in
any of the lexicons. If a word in the text belongs to the positive lexicon, the counter
of the sentiment score is increased by one and if it belongs to the negative lexicon,
the counter is decreased by one. Finally, a sentiment score about the examined text is
obtained, which must be used to categorize it as positive, negative or neutral. For
accuracy reasons, a threshold is set for sentiment score of higher than 2, for positive,
and lower than −2, for negative, and all between them are categorized as neutral.

Three lists are created, one for positive, one for negative and one for neutral
articles. For our study, we have 5000 positive articles, 5000 negative articles and
10000 neutral articles. These lists are used to train the classifier, which is a Dynamic
Language Model classifier that uses n-gram language models, as explained in the
next section. Training is based on a multivariate estimator for the category distri-
bution and dynamic language models for the per-category character sequence esti-
mators. It calculates conditional and joint probabilities of each category for the

4http://json.org/.
5https://www.mongodb.org/.
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classified object and the classifier returns one best category as result of classification
process. Experimental results show that using language models in classification, we
are able to obtain better performance than traditional Naïve Bayes classifier.

1.4.2 Classification Methodology

At this point, we describe the methods adopted for the classification of the news
articles and the validation check of the methodology. The classification procedure
uses n-gram language models and it is considered as an extension of the traditional
Naïve Bayes classifier, with the difference that the Laplace smoothing is replaced

Fig. 1.2 Example of a New York Times article
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by some more sophisticated smoothing methods. A Naïve Bayes classifier assumes
that the value of a particular feature is unrelated to the presence or absence of any
other feature, given the class variable. For instance, a vehicle may be considered to
be a bike if it has two wheels, no doors, and has about 150 cm wheelbase. A Naïve

{
"response": { 
"meta": { 

"hits": 20, 
"time": 385, 
"offset": 0   }, 

"docs": [ 
{
"web_url": "http:\/\/dealbook.nytimes.com...",
"snippet": "Bank of America faces ...",
"lead_paragraph": "Bank of America faces ...",
"abstract": "Bank of America faces [...]", 
"print_page": null, 
"blog": [       ], 
"source": "The New York Times", 
"multimedia": [       ], 
"headline": { 
"main": "Another Suit Targets ...",
"kicker": "DealBook"       }, 

"keywords": [ 
{

"rank": "1",
"name": "type_of_material", 
"value": "News"         } 

],
"pub_date": "2009-02-02T14:40:29Z", 
"document_type": "blogpost", 
"news_desk": null, 
"section_name": "Business Day", 
"subsection_name": null,
"byline": { 
"person": [ 

{ 
             "organization": "",
             "role": "reported",
             "rank": 1           }

],
"original": "By DEALBOOK" 

},
"type_of_material": "Blog", 
"_id": "4fd394388eb7c8105d8c8fdd", 
"word_count": 512     } 

]
},
"status": "OK", 
"copyright": "Copyright (c) 2013..."

}

Fig. 1.3 JSON format of a New York Times article
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Bayes classifier considers each of these features to contribute independently to the
probability that this vehicle is a bike, regardless of the presence or absence of the
other features. Experimental results show that using a language model, we are able
to obtain better performance than traditional Naïve Bayes classifier. Language
models have been successfully applied in many application areas such as speech
recognition and statistical natural language processing.

In recent years, it is confirmed that they are also an attractive approach for
Information Retrieval (IR) such as the query likelihood model, because they can
provide effectiveness comparable to the best state of the art systems. As a result of
this fact, language models are used to other IR-related tasks, such as tracking, topic
detection and classification. In this work, an attempt is being made to use language
models in text classification, specifically from newspaper articles with financial
content about companies, evaluate the accuracy of the method and compare the new
sentiment index created with another widely used index.

Language modeling aims to predict the probability of natural word sequences.
More simply, the goal is to put high probability on word sequences that actually
occur and low probability on the ones that never occur. Given a word sequence
w1w2 . . .wT to be used as a test corpus, the quality of a language model can be
measured by the empirical perplexity (or entropy) on this corpus:

Perplexity=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

Pðw1 . . .wTÞ
T

s
ð1:1Þ

Entropy= log2ðPerplexityÞ ð1:2Þ

The main objective is to obtain a small perplexity. The simplest and most
successful basis for language modeling is the n-gram model: Note that by the chain
rule of probability we can write the probability of any sequence as

P w1w2 . . .wTð Þ= ∏
T

i=1
P wijw1 . . .wi− 1ð Þ

An n-gram model approximates this probability by assuming that the only words
relevant to predicting P wijw1 . . .wi− 1ð Þ are the previous n − 1 words; that is, it
assumes the Markov n-gram independence assumption

P wijw1 . . .wi− 1ð Þ=P wi− n+1jw1 . . .wi− 1ð Þ

A straightforward maximum likelihood estimate of n-gram probabilities from a
corpus is given by the observed frequency

P wi− n+1jw1 . . .wi− 1ð Þ= # wi− n+1 . . .wið Þ
# wi− n+1 . . .wi− 1ð Þ
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where #(.) is the number of occurrences of a specified gram in the training corpus.
Unfortunately, using grams of length up to n entails estimating the probability of
Wn events, where W is the size of the word vocabulary. This fact makes it necessary
to choose a relatively smaller n (beyond 2 to 7). In addition, it is likely to encounter
novel n-grams that were never witnessed during training, because of the heavy
tailed nature of language (i.e. Zipf’s law). Therefore, a mechanism for assigning
non-zero probability to novel n-grams is needed. One standard approach to cope
with potentially missing n-grams is to use some sort of back-off estimator, which is
relatively simple and has the following form:

P wijwi− n+1 . . .wi− 1ð Þ= P ̂ wijwi− n+1 . . .wi− 1ð Þ, if # wi− n+1 . . .wið Þ>0
β wi− n+1 . . .wi− 1ð Þ×P wijwi− n+2 . . .wi− 1ð Þ, otherwise

�

where

P̂ wijwi− n+1 . . .wi− 1ð Þ= discount# wi− n+1 . . .wið Þ
# wi− n+1 . . .wi− 1ð Þ ð1:3Þ

is the discounted probability, and β wi− n+1 . . .wi− 1ð Þ is a normalization constant
calculated to be

β wi− n+1 . . .wi− 1ð Þ=
1− ∑

x: # wi− n+1...wi− 1xð Þ>0
P ̂ xjwi− n+1 . . .wi− 1ð Þ

1− ∑
x: # wi− n+1...wi− 1xð Þ>0

P ̂ xjwi− n+2 . . .wi− 1ð Þ

An n-gram is first matched against the language model to see if it has been
observed in the training corpus. If that fails, the n-gram is then reduced to an
n − 1-gram by shortening the context by one word. The discounted probability
(Eq. 1.3) can then be computed using different smoothing approaches. Smoothing
techniques are analyzed further below (Eq. 1.5).

Text classifiers, like dynamic language model classifiers, attempt to identify
attributes, which distinguish documents in different categories. Vocabulary terms,
local n-grams, word average length, or global syntactic and semantic properties
may be such attributes. Also, Language models provide another natural avenue to
constructing text classifiers as they attempt to capture such regularities. An n-gram
language model can be applied to text classification in a similar manner to a Naïve
Bayes model. That is, we categorize a document according to

c* = argmax P cjdð Þf g
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Using Bayes rule, this can be rewritten as

c* = argmax PðcÞP djcð Þf g

= argmax PðcÞ ∏
T

i=1
P wijwi− n+1 . . .wi− 1, cð Þ

� �

= argmax PðcÞ ∏
T

i=1
Pc wijwi− n+1 . . .wi− 1ð Þ

� � ð1:4Þ

Here, PðdjcÞ is the likelihood of d under category c, which can be computed by
an n-gram language model. Likelihood is related to perplexity and entropy by
Eqs. (1.1) and (1.2). Pcðwijwi− n+1⋯wi− 1Þ is computed using back-off language
models which are learned separately for each category by training on a data set from
that category. Then, to categorize a new document d, the document is supplied to
each language model, the likelihood (or entropy) of d under the model is evaluated,
and the winning category is picked according to Eq. (1.4).

The n-gram, which is a subsequence of length n of the items given, has a certain
size that needs to be set for the Language Model classifier algorithm. The Language
Model rule is to classify a newly given document based on prediction occurring
n-grams. The algorithm uses a word based n-gram to classify articles so an
appropriate size should be the average length of a sentence.

If we take into account that the traditional Naïve Bayes classifier is a unigram
classifier with Laplace smoothing, then it is obvious that n-gram classifiers are in
fact a straightforward generalization of Naïve Bayes. However, n-gram language
models possess many advantages over Naïve Bayes classifiers, for larger n,
including modelling longer context and exploiting better smoothing techniques in
the presence of sparse data. Another notable advantage of the language modelling
based approach is that it does not incorporate an explicit feature selection proce-
dure. For Naïve Bayes text classifiers, features are the words, which are considered
independent of each other given the category. Instead, Language Model classifiers
consider all possible n-grams as features. Their importance is implicitly considered
by their contribution to the quality of language modelling. The over-fitting prob-
lems associated with the subsequent feature explosion are nicely handled by
applying smoothing techniques like Laplace smoothing.

Two general formulations are used in smoothing: back-off and interpolation.
Both smoothing methods can be expressed in the following general form:

PðwjciÞ= PsðwjciÞ
aciPuðwjCÞ0

w is seen in ci
w is unseen in ci

ð1:5Þ

This form shows that for a class ci, one estimate is made for the words seen in
the class, and another estimate is made for the unseen words. In the second case, the
estimate for unseen words is based on the entire collection, i.e., the collection
model. The zero-probability problem is solved by incorporating the collection
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model, which also generates the same effect as the IDF factor [23] that is commonly
used in IR [9].

The accuracy of the classification is estimated by applying a popular method in
machine learning, called k-fold cross-validation. Estimating the accuracy of a
classifier induced by supervised learning algorithms is important not only to predict
its future prediction accuracy, but also for choosing a classifier from a given set
(model selection), or combining classifiers [28]. An estimation method with low
bias and low variance is the best fit to estimate the final accuracy of a classifier.

A classifier is a function that maps an unlabeled instance to a label using internal
data structures. An inducer, or an induction algorithm, builds a classifier from a
given dataset. Let V be the space of unlabeled instances and Y the set of possible
labels. Let X = V × Y be the space of labeled instances and D= x1, x2, . . . , xnf g be
a dataset (possibly a multiset) consisting of n labeled instances, where
xi = ⟨ui ∈V , yi ∈ Y⟩. A classifier C maps an unlabeled instance υ ∈ V to a label y ∈
Y and an inducer I maps a given dataset D into a classifier C. The notation I D, υð Þ
will denote the label assigned to an unlabeled instance υ by the classifier built by
inducer I on dataset D, i.e., I D, υð Þ= IðDÞð ÞðυÞ.

The accuracy of a classifier C is the probability of correctly classifying a ran-
domly selected instance, i.e., acc=Pr CðυÞ= yð Þ for a randomly selected instance
⟨u, y⟩∈X, where the probability distribution over the instance space is the same as
the distribution that was used to select instances for the inducer’s training set. Given
a nite dataset, the future performance of a classifier induced must be estimated by
the given inducer and dataset. A single accuracy estimate is usually meaningless
without a confidence interval, so such an interval should be approximated when
possible. Also, in order to identify weaknesses the cases where the estimates fail
should be identified.

In k-fold cross-validation, sometimes called rotation estimation, the dataset D is
randomly split into k mutually exclusive subsets (the folds) D1,D2, . . . ,Dk of
approximately equal size. The inducer is trained and tested k times; each time
t ∈ {1, 2, …, k}, it is trained on D/Dt and tested on Dt. The cross-validation
estimate of accuracy is the overall number of correct classifications, divided by the
number of instances in the dataset. Formally, let D(i) be the test set that includes
instance xi = ⟨vi, yi⟩, then the cross-validation estimate of accuracy

acccv =
1
n

∑
ui, yif g∈D

δðIðD D̸ðiÞ, uiÞ, yiÞ ð1:6Þ

The cross-validation estimate is a random number that depends on the division
into folds. In cross-validation, it is useful to obtain an estimate for many perfor-
mance indicators such as accuracy, precision, recall, or F-score. In most cases, the
accuracy of a classifier is estimated in a supervised-learning environment. In such a
setting, there is a certain amount of labeled data and the goal is to predict how well
a certain classifier would perform if this data is used to train the classifier and
subsequently ask it to label unseen data. In 10-fold cross-validation, the 90 % of the
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data is repeatedly used to build a model and the remaining 10 % to test its accuracy.
The average accuracy of the repeats is an underestimate for the true accuracy.
Generally, this estimate is reliable, especially if the amount of labeled data is large
enough and if the unseen data follows the same distribution as the labeled
examples.

1.5 Results and Discussion

For classification tasks, the terms true positives, true negatives, false positives and
false negatives (also Type I and Type II errors) compare the results of the classifier
under test with trusted external judgments. The terms positive and negative refer to
the classifier’s prediction (sometimes known as the expectation), and the terms true
and false refer to whether that prediction corresponds to the external judgment
(sometimes known as the observation).

Accuracy is the overall correctness of the model and is calculated as the sum of
correct classifications divided by the total number of classifications.

Accuracy=
tp+ tn

tp+ tn+ fp+ fn

Precision is a measure of the accuracy, provided that a specific class has been
predicted. It is defined by:

Precision=
tp

tp+ fp

where tp and fp are the numbers of true positive and false positive predictions for
the considered class.

Recall is a measure of the ability of a prediction model to select instances of a
certain class from a data set. It is commonly also called sensitivity, and corresponds
to the true positive rate. It is defined by the formula:

Recall= Sensitivity=
tp

tp+ fn

where tp and fn are the numbers of true positive and false negative predictions for
the considered class. Notice that tp + fn is the total number of test examples of the
considered class.

F-measure or balanced F-score is the harmonic mean of precision and recall.

F =2 *
precision * recall
precision+ recall
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While error rate or accuracy dominates much of the classification literature,
F-measure is the most popular metric in the text classification and information
retrieval communities. The reason is that typical text mining corpora have many
classes and suffer from high class imbalance. Accuracy tends to undervalue how
well classifiers are doing on smaller classes, whereas F-measure balances precision
and recall.

After obtaining the 10 classifiers created by the 10-fold cross-validation on the
training newspaper data, each one of them is evaluated at the corresponding test
data set and the performance indicators are recorded which are shown in Table 1.1.

As Table 1.1 shows, the average scores that the classifier can achieve are 0.93
for recall, 0.89 for accuracy, 0.90 for precision and 0.91 for F-Score. Another
noticeable thing is that the variance for those four measures is 0.004, 0.00082,
0.00072, 0.00148 respectively and the standard deviation is as low as 0.06 for
recall, 0.029 for accuracy, 0.027 for precision and 0.039 for F-Score, which means
that the classification procedure performs quite well in all cases, regardless of the
index or the company. In addition, most of the scores are close except for those that
correspond to the news articles for the main index S&P 500, which has approxi-
mately 4–5 times bigger data size than most of the other company tickers. For the
Dow Jones Industrial Index, the classification performs quite well despite its big
size.

In order to have a benchmark measure, investor sentiment data is used which
was provided by Baker and Wurgler [2]. Baker and Wurgler created a sentiment
index, which was updated in May 16, 2011, based on first principal component of
six (standardized) sentiment proxies over 1962–2005 data, where each of the
proxies has first been orthogonalized with respect to a set of macroeconomic
conditions.

Table 1.1 Performance indicators

TP rate (recall) FP rate Accuracy Precision F-score

S&P 500 0.79 0.15 0.82 0.84 0.81
Dow Jones 0.88 0.06 0.92 0.90 0.89
Google 0.97 0.42 0.87 0.88 0.92
Bank of America 0.97 0.06 0.90 0.90 0.88
Apple 0.97 0.35 0.89 0.89 0.93
Ebay 0.96 0.31 0.90 0.91 0.93
Nike 0.97 0.49 0.90 0.92 0.94
Citigroup 0.84 0.03 0.91 0.94 0.89
Amazon 0.98 0.45 0.91 0.91 0.95
Microsoft 0.93 0.30 0.86 0.87 0.90
Average 0.93 0.26 0.89 0.90 0.91
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At first, chronological line-charts of sentiment analysis are created, for both
annual and monthly time frames, for all the companies and indices that news data
was collected. Afterwards, two charts of Baker and Wurgler are exported for annual
and monthly time frames for the S&P 500 index from 2004 to 2010, and one more
monthly chart with the closing prices of the index and all the charts are compared
respectively. Furthermore, the new monthly sentiment line-chart of the S&P 500
index is compared with the one that contains the closing prices (Fig. 1.4).

Figure 1.4 reveals the possible co-movement of the new sentiment index and the
closing prices in monthly basis, as it is obvious that the blue line containing the
closing prices follows the curve of the red line, which is the sentiment index,
sometime later than the first one.

The next step is to examine the new sentiment index on its ability to explain
returns. This is done by applying a regression model. We examine the results
provided by regressing the sentiment index on monthly data for the S&P 500 index
for the period of January 2004 to December 2010.6 In addition, we run the same
specification using the sentiment index created by Baker and Wurgler for the same
period. The first step of the regression model is to create an equation, which
involves three variables: Returns, which is the dependent variable, and the Senti-
ment index and the P/E ratio, which are the regressors. P/E ratio is used here as a
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Fig. 1.4 Comparison chart of closing prices and new sentiment index

6https://research.stlouisfed.org/fred2/series/SP500/downloaddata.
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variable related to the fundamentals of the index. The results in Table 1.2 show that
the new sentiment index is very significant as its p-value is lower than 0.05 and
very close to zero. R-squared is 0.152, which means that 15.2 % of variation in the
dependent variable, which is the returns, can be explained by the new sentiment
index and P/E ratio jointly.

On the other hand, the results in Table 1.3 show that Baker and Wurgler’s
sentiment index is marginally significant as it is close to 0.05. R-squared is 0.074,
so only 7.4 % of variation in the returns can be explained by the sentiment index
and P/E ratio jointly.

The final step is to apply simple rolling regression. The window size is set to 60,
which is the months, in order to have a rolling 5-year time frame of the sentiment
indices and the step size to 1 and we store the P-values and the R-squareds, so that
we can then make the comparison graph with the ones from Baker and Wurgler’s
index.

Figure 1.5 shows the rolling p-values for the new sentiment index and Baker and
Wurgler’s sentiment index. As we can see the red p-values of the new index are
almost every time close to zero, while the blue ones of Baker and Wurgler’s index
are a lot higher. This means that the new sentiment index is most of the time very
significant for the equation and in any case, more significant than Baker and
Wurgler’s index.

In the next figure (Fig. 1.6) the rolling R-squareds for the new sentiment index
and Baker and Wurgler’s sentiment index are presented. In all cases the red one is
above the blue which means it can predict better the future returns. The red has a
peak at ∼33 % while the blue at ∼28 % and approximately the mean R-squared of
the red is 20 % while the blue has 10 %, the half of the red. This fact shows in
simple terms, that on average the new sentiment index has twice the predictive
ability of Baker and Wurgler’s index.

Table 1.2 Results of
regression model for the new
Sentiment index

Variable Coefficient Probability

New sentiment index 0.000896 0.0008
P/E ratio 0.000322 0.0683
C –0.001405 0.8398
R-squared 0.152172

Table 1.3 Results of
regression model for Baker
and Wurgler’s Sentiment
index

Variable Coefficient Probability

Baker and Wurgler index –0.052797 0.0428
P/E ratio 9.09E-05 0.6540
C –0.001421 0.8482

R-squared 0.074445
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Summarizing, it is obvious from the results that our new sentiment index created
from the classification procedure, outperforms the sentiment index created by Baker
and Wurgler, for the timeframe examined.

Fig. 1.5 Comparison chart of rolling p-values of the two indices

Fig. 1.6 Comparison chart of rolling R-squared of the two indices
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1.6 Conclusions and Future Work

In the recent years, investor sentiment has become less of an abstract idea and more
of a precise measure helpful in both explaining and forecasting stock returns. This
paper proposed a new and direct measure of investor’s sentiment using newspaper
articles, mainly provided by The New York Times. The sentiment index is created
using a hybrid method that combines a Naïve Bayes classifier and the n-gram
probabilistic language model.

First, a large amount of data for ten big companies and indices, which are being
traded in the stock exchange, is collected from The New York Times web interface
and stored in the NoSQL database MongoDB. Secondly, all articles downloaded
are processed and manipulated in order to transform into a word sequence, which
has reduced noise and is capable of being passed to the dictionaries and match any
positive and negative word occurrences, so that a sentiment score can be extracted.
After all articles get a score, three lists are created that contain neutral, most positive
and most negative articles, and which will be used to train the classifier.

Once the classifier is created, we can pass unseen newspaper articles to it, in
order to classify them as positive, negative or neutral and create a sentiment index
for the company or index examined. The tool developed in this work is able to
extract a sentiment score for daily, monthly and annual time frames, so it can match
most of investors’ trading strategies. It can also be extended to any company or
index one might be interested in and for any time period.

The experiments performed in this work were based on 10-fold cross-validation,
which is a resampling validation technique for assessing how the results of a
statistical analysis will generalize to an independent new data set. With the
cross-validation procedure, the average performance of the classification task is
recorded and the misclassification error is measured. Besides performance esti-
mation, other experiments deal with detecting the forecasting property of the new
sentiment index created by the sentiment analysis for a company or index.

In a sample of S&P 500 index from 2004 to 2014 on monthly basis, it is shown
that newspaper articles are correlated with the closing prices and the returns. In
addition, the new sentiment index created is compared with the sentiment index
created by Baker and Wurgler, and it is proven that for the existing time frame, the
new index outperforms Baker and Wurgler’s index, in terms of predicting returns.

Future research could extend the new index and review its accuracy for future
returns. Also, it could be interesting for future work to expand the index backwards
to earlier dates and review its forecasting ability and, also, compare it with Baker
and Wurgler’s index. Furthermore, a good and useful idea would be to store
newspaper articles for other companies and indices one may be interested in and
apply the tool created in this work to test its effectiveness for both older data and,
also, for real-time data to examine the performance on news that pop up
instantaneously.
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Chapter 2
On the Effect of Adding Nodes to TSP
Instances: An Empirical Analysis

Gloria Cerasela Crişan, Elena Nechita and Vasile Palade

Abstract Our human society is experiencing complex problems nowadays, which
require large amounts of computing resources, fast algorithms and efficient
implementations. These real-world problems generate new instances for the clas-
sical, academic problems as well as new data collections that can be used for
assessing the available solving packages. This paper focuses on the Traveling
Salesman Problem, which is one of the most studied combinatorial optimization
problems, with many variants and broad applications. In order to allow a smooth
integration with the current Geographic Information Systems (GIS) technologies,
the instances described in this work are specified by geographic coordinates, and
they use the orthodromic distance. A sequence of similar instances is defined, and
the characteristics of the state-of-the-art exact solver results on these instances are
presented and discussed.

Keywords Combinatorial optimization ⋅ Traveling Salesman Problem ⋅ Exact
algorithms ⋅ Metaheuristics ⋅ Orthodromic distance

2.1 Introduction

The Traveling Salesman Problem (TSP) has been intensively studied by researchers
all over the world. A search process over the Web of Science citation indexing
service, maintained by Thomson Reuters, performed for the period 2000–2015 with
the keywords “Traveling Salesman Problem”, returns more than 7000 entries.
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However, the work developed by the scientific community, related to the TSP and
its variants, is definitely much more extensive. Discussions on the TSP are present
in many processes, starting with the educational ones, offered by the higher edu-
cation institutions that include Computer Science degrees in their curricula and
ending with the research developed within the most famous world’s institutes in
Artificial Intelligence.

The attention given to this combinatorial optimization problem comes from its
significance for both theoretical advances and real-world applications. In addition,
the TSP is one of the standard test problems used in the performance analysis of
discrete optimization algorithms.

The goal of this paper is to empirically study the behavior of an exact TSP solver
on a set of very close real-world instances. This work considers that two TSP
instances are similar if one is obtained by adding a new node to the other, together
with the costs of the corresponding generated edges. We used real data, down-
loaded from free online repositories. In order to comply with the large geographic
area where data are sampled from, we used the orthodromic (great-circle) distances
as travel costs. This research is a combination of approaches, since it uses the
modern GIS format in order to define a structured collection of TSP instances. This
set is solved with a state-of-the-art academic exact solver, and the results are
interpreted using the re-optimization framework. Moreover, the solver uses a
combination of techniques.

The next section presents a brief overview of several TSP variants and
approaches. Section 2.3 describes the design and the implementation of an exper-
iment for studying the influence of adding one single node into a medium-sized
TSP instance. Section 2.4 contains the results of our computational study and their
interpretations. Section 2.5 summarizes the conclusions of this research.

2.2 TSP—The Problem and Its Variants

The general TSP considers a set of n vertices and the nonnegative pairwise costs
associated to the edges between those vertices. The objective of the problem is to
find the minimum cost tour passing exactly once through each vertex. Formally, the
TSP is defined as follows.

Let G= ðV , AÞ be a complete graph, with V = fv1, . . . , vng the set of n vertices
and A= fðvi, vjÞ j vi, vj ∈Vg the set of arcs. Let C= ðcijÞ be the cost matrix asso-
ciated with A, with cij being the cost of ðvi, vjÞ. The TSP consists in determining the
least cost Hamiltonian tour of G [1].

It is worth noting that the general TSP sets up no restrictions over the cost
function. Since the Hamiltonian circuit decision problem is NP-complete [2], the
TSP is also NP-complete.

The TSP is called symmetric if cij = cji for all vi, vj ∈V , otherwise it is called
asymmetric. Therefore, the symmetric TSP is defined on a complete undirected
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graph, while the asymmetric TSP (ATSP) is defined on a complete directed one.
C satisfies the triangle inequality if and only if cij + cjk ≥ cik for all vi, vj, vk ∈V .
Hereinafter, if not specified otherwise, the TSP denotes the symmetric TSP.

The metric TSP is the TSP whose vertices lie in a metric space (all edge costs are
symmetric and fulfil the triangle inequality). The Euclidean TSP is a subcase of the
metric TSP. In this case, the vertices are placed in Rd , d≥ 2 and the cost is defined
using the ld norm [3]. The most addressed variant of the Euclidean TSP is that for
d = 2, due to its interpretations and applicability in real-life situations.

The 2D Euclidean TSP considers a set of vertices which correspond to n loca-
tions in R2. The objective in this common variant is to find the shortest tour through
all locations. The Vehicle Routing Problem (VRP) also derives from the 2D
Euclidean TSP [4].

Complexity studies on the TSP [5, 6] show that the problem is computationally
difficult. The exact optimization of the general TSP is NP-hard [7] and so is the
Euclidean TSP [8]. Nevertheless, in time, researchers have studied significant
variants and instances, which arise in conjunction with the applications that can be
modelled with the TSP as mathematical support. For many of the instances, the
hardness results may not necessarily apply [6]. The following subsections present
several TSP variants and considerations related to their complexity.

2.2.1 The Traveling Salesman Problem—Variants
and Their Complexity

Applegate et al. [9] provide an extensive view over the advances in the TSP, until
2011. Our survey is conducted by the need of approaching the particularly gen-
erated TSP instances, in connection with the possibility to reuse the knowledge
about the optimum results already determined for previously studied instances.
Nowadays, new TSP instances may arise from various modern applications.
Industry, Logistics, Transportations face specific scenarios and need specific
models and simulations. Uncertainty, randomness and technological advances (such
as the use of drones, reminded below) made us look towards very new versions of
the TSP.

The Probabilistic Traveling Salesman Problem (PTSP) is a more difficult
variant of the classical TSP. It was introduced by Jaillet [10] and came from the
necessity to adopt a model that takes into account the random real life phenomena
[11]: for many delivery companies that perform pickup and delivery, not all the
customers require daily visits. In the PTSP, a visiting probability between 0 and 1 is
assigned to each vertex. On a daily basis, according to its visiting probabilities, each
vertex requests a visit or announces the visit skipping. The PTSP solution is a
complete a priori tour of minimal expected length, which gives the order for the
nodes that requested a visit on a certain day. The other nodes are skipped [12].
The PTSP formulation, given in [10], is the following:

2 On the Effect of Adding Nodes to TSP Instances … 27



Let T be an a priori PTSP tour through n vertices of a given graph G, where each
vertex i has a visiting probability pi independently of the others. Let dij be the
distance between i and j. Without any loss of generality, we may assume that the a
priori tour T is (1, 2, …, n, 1). The problem is to find that complete a priori tour
which minimizes the expected length E[LT]:

E½LT �= ∑
n

i=1
∑
n

j= i+1
dij pi pj ∏

j− 1

k= i+1
ð1− pkÞ+ ∑

n

i=1
∑
i− 1

j=1
dji pi pj ∏

n

k= i+1
ð1− pkÞ ∏

j− 1

l=1
ð1− plÞ

Obviously, the TSP is a special case of the PTSP, in which all the n vertices have
pi = 1. For instances with up to 50 vertices, branch-and-bound algorithms [13] and
exact branch-and-cut algorithms [14] have been proposed to find the PTSP optimal
solutions. However, for larger instances, most approaches to the PTSP are also
based on heuristics and metaheuristics.

The Traveling Salesman Problem with Drone (TSP-D) is a new variant of the
TSP [15]. Over the last years, many engineers have studied the possibility of using
drones in combination with vehicles, to support deliveries and make them more
cost-effective [16]. The idea involves both assignment decisions and routing
decisions and it has generated the TSP-D.

Formally, the TSP-D is modeled in a graph G= ðV , AÞ, where the node v0
represents a depot and the n nodes v1, . . . , vn are the customer locations. The edges
eij = ðvi, vjÞ connect the nodes vi, vj and cij is the driving time that a vehicle needs to
commute from vi to vj or vice versa (therefore, the triangle inequality holds). The
objective of the TSP-D is to find the shortest tour to serve all customers either by
vehicle or by drone, in terms of time [15].

The TSP-D is related to the Covering Salesman Problem (CSP) introduced in
1989 by Current and Schilling [17], where the aim is to find the shortest tour of a
subset of given nodes, while every node not belonging to the tour is within a
predefined covering distance of a node on the tour. The TSP-D differs from CSP
because the nodes outside the tour have to be visited by drones, and these have to
be synchronized with the vehicles. This feature lines up the TSP-D with the class of
the Vehicle Routing Problems (VRPs) [18] and also with the Truck and Trailer
Routing Problem (TTRP) [19]. Moreover, the TSP-D is similar to the so-called
“Flying Sidekick Traveling Salesman Problem”, proposed in 2015 by Murray and
Chu [20].

The TSP-D is also NP-hard. Under the assumptions that (a) the drones return to
the truck after each delivery and (b) the pickups from the truck always take place at
a customer location or at the depot, a solution would be a pair of tours (R, D), where
R is a vehicle route from v0 to v0, together with a drone route D which includes all
the customers that are visited by both truck and drone [15].

Introduced in 2004, the one-commodity pickup-and-delivery Traveling
Salesman Problem (1-PDTSP) is a TSP plus the following additional constraints
[21]: one specific city is the depot for a vehicle (with a fixed upper limit capacity)
which visits the customers divided into two groups, according to the required
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service: delivery or pickup. Each delivery customer demands a given amount of a
product, while each pickup customer provides a given amount of that product. Any
amount collected from the pickup clients can be transferred to the delivery cus-
tomers. The solution is a Hamiltonian tour through the cities, without ever
exceeding the vehicle capacity. Several studies show that finding feasible 1-PDTSP
solutions is much more complicated than finding good heuristic solutions for TSP
[21, 22]. Combined approaches, involving the TSP heuristics and the
branch-and-cut algorithms provide good solutions for the large instances, and also
for the classical TSP with pickup and delivery (TSPPD) [23].

2.2.2 The Traveling Salesman Problem—Approaches

Apart from the applications directly related to (vehicle) routing, literature describes
situations that can be modeled by the TSP, coming from various domains: computer
wiring and dashboard design, hole punching and wallpaper cutting, applications in
crystallography and in polyhedral theory [24]. Most of them are large scale
applications and cannot be tackled using exact algorithms. Instead, heuristics are
used to provide solutions, which can be considered very good in terms of com-
puting time and/or computer resources. A short review over the most important
exact and approximate algorithms is given in the following.

The Exact Methods for the TSP are connected to the developments in the field
of the Integer Linear Programming (ILP). In this framework, the TSP formulation
of Dantzig, Fulkerson and Johnson [25], further on referred as with DFJ, comes
from 1954.

Let xij be a binary variable associated to the arc ðvi, vjÞ, with xij =1 if and only if
ðvi, vjÞ belongs to the optimal solution. The DFJ formulation is as follows:

Minimize

∑
n

i, j=1
i≠ j

cijxij ð2:1Þ

subject to

∑
n

j=1
xij =1, i=1, . . . , n ð2:2Þ

∑
n

i=1
xij =1, j=1, . . . , n ð2:3Þ

∑
i, j∈ S

xij ≤ Sj j− 1, S⊂V , 2≤ Sj j≤ n− 2 ð2:4Þ
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xij ∈ f0, 1g, i, j=1, . . . , n, i≠ j ð2:5Þ

The objective function (2.1) describes the cost of the optimal tour. The con-
straints (2.2) and (2.3) specify that every vertex is entered exactly once and left
exactly once (degree constraints). The forbiddance of tours on the subsets S of less
than n vertices is given in (2.4) (subtour elimination constraints); as well, S cannot
be disconnected (there must be at least one arc pointing from S to its complement).
The binary conditions on the variables are described by (2.5). Under n(n−1)
variables, 2n degree constraints and 2n−2n–2 subtour elimination constraints, the
DFJ cannot be solved by ILP code even for moderate values of n. In order to
approach the larger problems in the context of mathematical programming, alter-
native formulations have been proposed by relaxing the constraints (2.4), thus
resulting assignment problems (AP) which can be solved in O(n3) time [26].

Based on the AP relaxation, several branch-and-bound (B&B) algorithms have
been developed since 1958. Laporte [26] presents those proposed by Carpaneto and
Toth (1980), [27] Balas and Cristophides (1981), [28] Miller and Pekny (1991) [29]
among the best available, which provided the optimal solution for randomly gen-
erated problems with thousands of nodes (and for some real problems as well) in a
reasonable CPU time. Various lower bound procedures were embedded in the B&B
algorithms in order to improve their performances, but literature describes that their
success depends essentially on the type of the problem to be solved. The symmetric
TSPs are better handled by such algorithms [30].

The branch-and-cut (B&C) algorithms calculate series of increasing lower and
decreasing upper bounds of the optimal solution. The upper bounds are given by
heuristic algorithms, while for the lower bounds, the algorithms use a polyhedral
cutting-plane procedure over the system of linear inequalities [31]. As a combi-
nation between B&B and a cutting procedure, B&C is usually faster than B&B
alone. When the cutting-plane procedure does not terminate with an optimal
solution, the algorithm uses a tree-search strategy that produces cuts after branch-
ing. A B&C algorithm eventually returns the optimal solution when the upper and
lower bounds coincide. If this situation is not reached, the quality of the feasible
solution can be precisely estimated [32]. The research performed by Jünger et al.
[33] extensively describes the branch-and-cut implementation details.

Solvers and other software packages for the TSP
A solver software takes an instance of a problem as input, applies one or more
methods and provides the result. A more extensive concept is that of the modeling
software, which provides an environment for formulating, solving and analysing a
problem. Modeling software implies at least one solver, but it usually offers several
solvers. The following paragraphs provide information related to such products that
allow developing research on the TSP. In [34], the reader can find a list of
general-purpose software and libraries (released until 2007) for approaching the
TSP applications. A survey realized by OR/MS Today Magazine [35] in June 2015
presents a significant list of Linear Programming software packages, together with
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the corresponding types (solver/modeling environment/integrated solver and
modeling environment), supported platforms, vendors and pricing information.

COIN-OR (Common Optimization INterface for Operations Research) Reposi-
tory [36] points to a large collection of library of interoperable software tools for
building optimization codes, and it also includes several stand-alone packages. It
was developed within the COIN-OR (COmputational INfrastructure for Operations
Research) Project [37], an initiative promoting the use of interoperable, open-source
software for Operations Research. The branch, cut and price library (written in C+
+) gives researchers the framework for customizing the LP solver according to their
needs. COIN-OR also includes an object-oriented Tabu Search framework.

BOB (BOB++) [38] is a general-purpose software library that implements
solvers for combinatorial optimization problems on parallel and sequential
machines. The methods used are branch-and-bound and divide-and-conquer.

ABACUS (A Branch-And-Cut System) [33, 39] is an open source C++ system
providing a framework for the implementation of the B&B and B&C algorithms.

The Concorde TSP Solver package, proposed in 2001, is still one of the fastest
TSP exact solvers [40]. It uses the branch-and-cut and the Chained Lin-Kernigan
implementations. It is freely available at [41].

Heuristics for the TSP
The heuristics for the TSP can be broadly classified in three classes: Tour con-
struction procedures, Tour improvement procedures and Composite procedures.

The heuristics of the first type gradually build a solution by adding a new vertex
at each step. The Nearest neighbour heuristic and the insertion procedures fall into
this class. The insertion procedures use various criteria [1].

The heuristics of the second type use improvement procedures that start with a
feasible solution and perform various exchanges upon it. The procedures proposed
by Lin [42], Lin and Kernigan [43], and Or [44] are known as classical improve-
ment procedures, lying behind the numerous attempts of improvements and hybrid
versions.

The r-opt algorithm proposed by Lin [42] generalizes the systematic 2-opt
method suggested by Croes [45] in 1958. At a given iteration, r arcs (or edges, if the
problem is symmetric) are removed from the current tour and all the possible
reinsertions are attempted. The best is implemented and the operation is repeated
until no further improvement is possible [46]. In 1973, Lin and Kernigan [43]
developed the idea by allowing r to vary during the search, thus introducing a
dynamic r-opt heuristic. Numerous heuristics for the TSP implemented this
approach and proved to be very efficient. The Or-opt, introduced by Or in 1976
[44], attempts to improve the current tour by first moving a chain of three con-
secutive vertices in a different location, until no further improvement can be
obtained. The process is repeated with chains of two consecutive vertices, and then
with single vertices.

Although the Lin-Kernigan procedure is recognized as (computationally)
effective, sometimes simpler heuristics such as 2-opt, 3-opt and r-opt are easier to
implement and provide good performances. In [47], the authors develop and
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compare a number of Or-opt variants and (2-opt, Or-opt) hybrid procedures for the
symmetric TSP.

The third class of heuristics includes two-phase construction procedures that
combine procedures of the two previous types. The CCAO (Convex hull, Cheapest
insertion, Angle selection and Or-opt) heuristic proposed by Golden and Stewart
[48] falls into this class.

Metaheuristics for the TSP
The broad area of metaheuristics that proved to be very efficient for the TSP and its
variants includes Single-solution methods and Population-based methods.

The single-solution techniques center on improving one candidate solution.
Simulated Annealing uses a decreasing probability for accepting a worse solution,
in order to expand the search and to escape from the local optimum [49]. Tabu
Search uses memory structures to avoid considering an already visited solution and
also randomly accepts worse solutions [50]. The Variable Neighborhood Search
employs a set of neighborhoods and systematically changes them when a local
optimum is reached [51].

The population-based methods include classical approaches, such as Genetic
Algorithms (GA), Particle Swarm Optimization (PSO) and Ant Colony Optimiza-
tion (ACO), as well as very novel meta-heuristics. Among these, the Imperialist
Competitive Algorithm (ICA), the Artificial Bee Colony (ABC) and the Firefly
Algorithm (FA) have already been implemented and applied in various contexts.
While ICA [52] simulates the imperialist competition of the country, the
nature-inspired methods copy the efficient social behaviour of populations such as
ants, fireflies or bees, and different types of communication that these insects
exhibit. Ants use pheromones for finding the shortest paths to the food source [53,
54], fireflies use bioluminescent communication [55], and the honey bee swarm
divides its tasks between the cooperating groups of employed bees, onlookers and
scouts [56]. In all these cases, various principles of communication and collabo-
ration of such simple agents emerge intelligent behaviour at the community level
[57–59].

The Bat Algorithm (BA) is a population-based metaheuristic introduced in 2010.
The real bats can find their prey and differentiate among different kinds of insects in
complete darkness [60]. This characteristic, based on echolocation, has been
modeled and led to the BA, firstly proposed by Yang [61] for solving continuous
problems. The Fuzzy Logic BA (FLBA) [62] and the Chaotic BA (CBA) [63] are
among the versions [64] further developed for the BA, with very interesting
applications such as in the study of the dynamic systems. As reviewed in [65],
numerous versions of the Binary BA (BBA) were designed for addressing very
diverse discrete optimization problems such as selection, planning, and flow shop
scheduling. In 2015, an improved version (IBA) was proved [65] to perform with
better performances, both for the TSP and for the ATSP.
The TSP Inexact Solvers
Based on the numerous available metaheuristics, the inexact solvers have been
developed. The solver LKH [66] is a stochastic local search algorithm, based on the
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Lin-Kernighan procedure. This optimization procedure involves swapping sets of
k edges to generate feasible, possibly better solutions. It generalizes the 2-opt and 3-
opt basic moves by dynamically deciding the value of the parameter k and seeking
for better k-opt moves [67]. The LKH was known as the best inexact solver since
2000 and remained so until the development of EAX.

EAX has been recently introduced by Nagata and Kobayashi [68]. It is an
evolutionary algorithm that uses 2-opt local search (for the initial population), a
Tabu Search procedure (to generate offspring from high-quality parent solutions)
and—as a specific feature—an edge assembly crossover procedure (providing very
good quality tours by combining two parent tours with a small number of new,
short edges). Some experiments [68] ran over commonly studied the Euclidean TSP
instances provided, in some cases, with better results than those returned by the
LKH.

Encouraging results were published in 2015 by Kotthoff et al. [69]. A series of
empirical investigations with LKH and EAX witnessed performance improvements
through the algorithm selection techniques [69], showing that per-instance selection
between the two solvers can be helpful especially for large the TSP instances.

2.2.3 Benchmarks for TSP

In order to assess the performance of the solutions proposed by researchers for the
TSP, various benchmarks have been proposed and maintained, starting with the
TSPLIB collection initiated in 1990 by Reinelt [70]. Test instances are now
available for various geographic problems, for the national TSPs as well as for the
collection designed for the industrial applications [71]. Other collections that are the
most accessed by researchers are: the Algorithm Selection Benchmark Repository
ASlib [72], the benchmark instances for the Traveling Salesman Problem with Time
Windows [73]. For our computational study we have used the online geographical
database from the Geonames repository [74].

2.3 Computational Experiment Methodology
and Implementation

The common approach when facing a problem (or a given set of problem instances)
is to design and to implement an algorithm for solving it (them) efficiently. The
work presented in the following sections uses a specific solver, dedicated to a
specific problem, and explores its behavior when solving a set of connected
instances. The instance dimension, restrictions and structure can have an important
effect on the resources needed by the solving application. Predicting the execution
time and/or the optimum solution when solving a specific problem instance can be
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very important in operational decisions, for example in case of disasters or military
attacks [75, 76].

Discovering difficult instances can be helpful for solvers’ designers, who can
continuously improve their applications to better treat these reluctant cases.
Extracting features that influence the difficultness of an instance can orient the
research in optimization through narrowing the investigated solution space and
consequently in finding more quickly the optimum solution. Anticipating the
solving time for an instance, when knowing the solving time for a close instance,
can be a decisive factor in choosing between computerized industrial or financial
support systems.

The theoretical concept of re-optimization introduced by Bőckenhauer [77] is
very close to this empiric investigation. The basic idea of re-optimization is to use
the knowledge gathered by solving the previous similar instances. The
re-optimization investigations on the TSP consider that two instances are similar if
they have the same dimension and their cost functions differ only on one edge. In
our work, two instances are similar if one is obtained by adding one node into the
other. This experiment is also in line with other early research [78, 79].

Our computational experiment, which is in line with other early research,
investigates the behavior of the NEOS server [80] for Concorde when solving a
sequence of similar TSP instances. Taking into account that the classical bench-
marks earlier mentioned consist of different classes of quasi-independent instances,
we constructed a sequence of 31 highly correlated instances.

We started by downloading the data from [81]. This file contains all the world
localities with more than 15,000 inhabitants. Each city is specified by the geo-
graphic coordinates in decimal format (one real number for the latitude and one real
number for the longitude, with positive values for North and East, respectively).
This format follows the current ISO recommendation: “For computer data inter-
change of latitude and longitude, ISO 6709:2008 generally suggests that decimal
degrees be used” [82].

When extracting only the European cities and sorting them in a decreasing order
by population, we obtained a list with 5978 cities. We decided to derive a sequence
where each instance differs from the precedent one by a single node. The instance
europe5000.tsp has the first 5000 most populous European cities. We added 30
times the next node from the list with 5978 European cities and thus we obtained a
sequence of 31 real-world TSP instances. The instances in this collection are
specified by their geographic coordinates, since the orthodromic (great-circle)
distance between two geo-points on the Earth surface is at the core of the current
GIS technologies, which are becoming an essential part of our postindustrial
world’s digital infrastructure.

Since each instance adds just one node to the previous instance, we expected the
following:

• the execution time to slightly differ between two neighbor instances, and
• the optimum tour for the next instance to be likely to simply connect the new

node to the optimum tour of the current instance (as in Fig. 2.3a), where the new
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node Brixham is connected by two red edges, and the blue edge between
Paignton and Torquay is deleted.

The results presented in the next section show that both our suppositions are
wrong.

Table 2.1 Optimum length (m), solving time (s), type of insertion, the new city and its country
for each of the 31 TSP instances

# of
nodes

Optimum
length (m)

Total
solving
time (s)

Simple
insertion
(Yes/No)

Inserted city Country

5,000 112,648,571 8,743 – – –

5,001 112,650,156 9,187 Yes la Nucia ES
5,002 112,817,600 6,909 Yes Mo i Rana NO
5,003 112,871,915 4,141 No Forssa FI
5,004 112,873,153 3,803 Yes Zuerich (Kreis 11)/

Seebach
CH

5,005 112,903,052 5,893 No Osuna ES
5,006 112,911,768 7,912 Yes Brixham GB
5,007 112,912,015 7,735 Yes Amorebieta ES
5,008 112,912,507 6,746 Yes Oria ES
5,009 112,920,189 3,512 No Reinheim DE
5,010 112,920,864 5,897 Yes Kristinehamn SE
5,011 112,921,034 5,091 Yes Libiaz PL
5,012 112,949,261 6,701 Yes Kukes AL
5,013 112,949,777 8,158 Yes Bastia Umbra IT
5,014 112,952,180 9,377 Yes Maesteg GB
5,015 112,977,334 7,454 No Acqui Terme IT
5,016 112,983,928 7,917 No Bunschoten NL
5,017 112,983,944 8,367 Yes Bilopillya UA
5,018 112,990,645 10,905 Yes Holzwickede DE
5,019 112,999,351 9,979 Yes Cercola IT
5,020 113,008,809 12,251 No Bohodukhiv UA
5,021 113,008,928 9,419 Yes Orsay FR
5,022 – – – Renens CH
5,023 113,015,107 11,300 Yes, Yes Brakel DE
5,024 – – – Saint-Amand-les-Eaux FR
5,025 – – – Teo ES
5,026 113,024,494 10,573 No, Yes, Yes Zubia ES
5,027 113,032,048 10,314 Yes Weesp NL
5,028 113,061,960 9,961 No Weissenburg in

Bayern
DE

5,029 113,073,099 12,530 No Palanga LT
5,030 113,076,593 8,622 Yes Moita PT
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2.4 Results and Discussion

In order to test these hypotheses, we called the solver Concorde with default
parameters and we recorded for each instance: the execution time, the optimum
length, and whether the optimum tour for the next instance differs by only two
edges from the optimum tour for the previous one. The results are presented in
Table 2.1.

Figure 2.1 shows the optimum tour for the europe5000.tsp instance. All the
maps from this paper are drawn with the GPSVisualizer [83].

Figure 2.2 presents the 30 new added nodes. They are sampled all over Europe,
close to the repartition of the initial 5000 nodes. The countries with the most cities
in europe5000.tsp are: Germany (882 nodes), Great Britain (610 nodes), France
(529 nodes) and Italy (468 nodes). There is no pair of consecutive inserted cities
that are close to each other on the map.

Figure 2.3a illustrates the position of the 5006th node (Brixham) into the opti-
mum tour: two red edges are inserted into the optimum tour for the europe5005.tsp
instance, and the blue edge connecting Paignton with Torquay is deleted. We call

Fig. 2.1 Optimum tour for the europe5000.tsp instance
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this situation a simple insertion. Figure 2.3b shows a more complicated effect of the
5009th node (Reinheim, in the bottom of the image) insertion: the optimum tour for
the europe5008.tsp instance receives 11 red edges, loses 10 blue edges and
becomes the optimum tour for the europe5009.tsp instance.

The administrators of the online Concorde solver kill the execution jobs after
4 h, if this is unsuccessful. The first unsolved instance in our experiment was
europe5022.tsp. The application could not provide the optimum solution in the
allocated time. It is interesting that europe5023.tsp was solved in 3 h and 9 min,
and only two simple insertions into the optimum tour for the europe5021.tsp
instance were needed (Fig. 2.4).

The next two instances are also difficult. The europe5026.tsp instance was
solved in less than 4 h (actually in less than 3 h). Its optimum tour has two simple
insertions (Fig. 2.5) into the previous, known optimum tour, but it also has a very
large tour modification (Fig. 2.6). The optimum tour for europe5026.tsp also
contains a major path of the same length (red path, central part of Fig. 2.6).

Fig. 2.2 The representation of the 30 nodes sequentially added
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The most remarkable change was triggered by Weissenburg in Bayern, which is
presented in Fig. 2.7. The new optimum tour covers an estimated area of 1,800,000
square km.

The independent charts representing the optimum tour lengths and the corre-
sponding solving times are displayed in the Figs. 2.8 and 2.9. We computed the
Pearson correlation coefficient for the optimum lengths and the solving time. We

Fig. 2.3 a Optimum tour for the europe5006.tsp instance: simple insertion into the europe5005.
tsp optimum tour (two new red edges instead of one blue edge). b Optimum tour for the
europe5009.tsp instance: 11 new red edges replace 10 blue edges from the optimum tour for
europe5008.tsp

Fig. 2.4 Two simple insertions for the europe5023.tsp optimum tour
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obtained the value r = −0.041789, which shows that the two samples do not
correlate. This means that if the new city produces a small increase to the tour
length, it does not necessarily generate an easier-to-solve instance, and vice versa.

Fig. 2.5 Two simple insertions for the europe5026.tsp optimum tour, generated by the two
Spanish cities

Fig. 2.6 Large change in the optimum tour for europe5026.tsp, generated by the French city
(upper left, at the Belgium border), and a new path covering Central Europe
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For example, europe5010.tsp is only 675 m longer than the previous instance and it
needed 38 more minutes. The instance europe5002.tsp is 167 km longer than
europe5001.tsp, and it was solved in half an hour less.

According to the Fig. 2.9, we can notice the discontinuity of the solving time.
For example, only 9 values lie in a 10 % distance from the previous one. Table 2.1
shows that in 21 cases simple insertions were made. In these cases, there is no
pattern manifested in the solving time values. For example, the set europe5011.tsp–

Fig. 2.7 Huge change in the optimum tour for europe5028.tsp, generated by the German city
(from Ukraine to France, from Poland to Bulgaria, estimated area: 1,800,000 square km)
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europe5014.tsp, whose instances have only simple insertions, also has solving
times that differ each by more than 1000 s from the previous one. By exclusion, in
30 % of the cases, the effect of the new node was not minimal.

We can conclude that the sequence of the real-world TSP instances we used in
our experiment manifest hard-to-predict characteristics of the optimum solutions.
Moreover, the solving time was not continuous and the insertion of a new node into
the optimum solution was not simple either, as frequent as we expected.

2.5 Conclusions and Future Work

This paper investigates the behavior of an exact TSP solver when it approaches
similar instances. We used a set of 31 instances with medium size dimension,
representing European localities. Each instance adds a new settlement to the pre-
vious one. The results of this empirical study show that no correlation can be
highlighted between the lengths of the best solutions, the execution times and the
complexity of the transformation of the previous best tour into the current best tour.

Future work has to explore the reasons of this behavior and the structure of the
instances that are easier to re-optimize.

The collection of large area, medium dimension, highly correlated TSP instances
we defined in this paper can be used to test logistic, emergency management or
military decision support systems. Similar real-world, structured collections of
instances can be defined by academics. As the current libraries of TSP instances are
not correlated, this insight could open new research paths.

Acknowledgments G.C.C. and E.N. acknowledge the support of the project “Bacau and Lugano
—Teaching Informatics for a Sustainable Society”, co-financed by a grant from Switzerland
through the Swiss Contribution to the enlarged European Union.
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Chapter 3
Comparing Algorithmic Principles for Fuzzy
Graph Communities over Neo4j

Georgios Drakopoulos, Andreas Kanavos, Christos Makris
and Vasileios Megalooikonomou

Abstract Fuzzy graphs occur frequently in diverse fields such as computational

neuroscience, social network analysis, devops, and information retrieval. This chapter

covers an important class of fuzzy graphs where vertices are fixed whereas edges are

fuzzy and exist according to a given or estimated probability distribution. Empirical

evidence strongly suggests that, similarly to their deterministic counterparts, large

fuzzy graphs of this type consist of recursively nested communities. The latter are

closely linked to efficient local information dissemination and processing. Two com-

munity discovery algorithms, namely Fuzzy Walktrap and Fuzzy Newman-Girvan,

based on different algorithm design principles are proposed and the performance of

their Java implementation over Neo4j is experimentally assessed in terms of both

total execution time and average graph cut cost on synthetic and real fuzzy graphs.

Keywords Community detection ⋅ Edge density ⋅ Fuzzy graphs ⋅ Higher order

data ⋅ Kronecker model ⋅ Large graph analytics ⋅ Membership function ⋅ Newman-

Girvan algorithm ⋅ Termination criteria ⋅ Walktrap algorithm

3.1 Introduction

Nowadays, Twitter is among the most popular microblogging services worldwide.

Every day, a vast amount of tweet information is published by users to the public or

to selected circles of their contacts. This information comes in the form of tweets,
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i.e. public posts up to 140 characters each. Exceeding 241 million active users, 500
million tweets, and 2.1 billion searches per day, users and online marketers in par-

ticular have an actively informed audience to engage with. The rise of Twitter has

completely changed end users, transforming them from simple passive information

seekers and consumers to active producers, as it represents one of the most dynamic

online datasets of user generated and distributed content.

The increasing popularity of social media, including Twitter which we consider

in the present work, has gained in recent years huge research interest as well as new

opportunities for studying the interactions of different groups of people. The rapid

growth of Twitter in number of users, has redefined its status from a simple social

media service to an important widely used social media, where companies have the

opportunity to examine what customers say about their products and services.

Community detection tries to analyze a social network with the aim of finding

groups of associated individuals in it. Analyzing the way that users formulate social

communities, the determination of user behavior in each one of the communities

as well as in the whole social network are fundamental aspects of social network

analysis. More specifically, studying the community structure of a network leads in

explaining social dynamics of interaction among groups of individuals and several

research works point to this direction [6].

Vast amount of empirical evidence suggests that large scale graphs such as brain

connectivity graphs, protein-to-protein interaction graphs, transportation networks,

and the Web graph, strongly tend to exhibit modularity. In other words, they are

composed of recursively built communities, a crucial factor for scaling property [3,

11].

Communities are highly connected vertex subsets which communicate with each

other with few long distance edges. The communities account for the quick local

information diffusion and processing, whereas the long distance edges serve as

exchange points. Often large communities can be further subdivided into smaller

communities. For instance, in social media an automotive group may be analyzed

to an F1 group, a car group, and a motorcycle group depending on the particular

interests of its users.

As a result of the importance of community discovery in developing large graph

analytics, various algorithms have been developed. Two of the most prominent ones

are the Newman-Girvan and the Walktrap algorithms. The former is deterministic

and is based on local edge density, whereas the latter is heuristic and relies on the

concept of an edge traversing random walker. These radically different approaches

indicate the flexibility inherent in graph analytics as well as the multitude of the ways

a graph can be interpreted.

Notice that this work is an extended version of [8]. Concretely, the primary con-

tribution of this work is the development of the fuzzy versions of Walktrap and

Newman-Girvan algorithms. The proposed versions have been based on the fuzzy

graph model introduced among others in [25] and its properties. They have been

applied to a synthetic graph obtained by the Kronecker model with various termi-

nation criteria. Moreover, the experiments are conducted in a more detailed way, by

solidly demonstrating the algorithmic notions outlined in [8].
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Table 3.1 Symbols used in this work

Symbol Meaning

�= Definition or equality by definition

∼ Distribution according to a density function

⊗ Kronecker tensor product


(
𝜇0, 𝜎

2
0
)

Gaussian distribution with 𝜇0 and 𝜎

2
0{

s1, s2,… , sn
}

Set with elements s1, s2,… , sn
∣ S ∣ Cardinality of set S
⟨xk⟩ Sequence of items xk(
e1,… , em

)
Path comprised of edges e1,… em

𝜁 Graph diameter

deg
(
vk
)

Degree of vertex vk

(
s1,… , sn

)
Harmonic mean of s1,… , sn

𝜏S1 ,S2 Tanimoto similarity coefficient for S1 and S2
𝛾 Algorithm termination criterion

𝜂 Termination criterion change rate

Kn Complete graph with n vertices and
(n
2

)
edges

The remaining of this work is structured as follows. Scientific literature regarding

community discovery is reviewed in Sect. 3.2. The fuzzy graph model and its funda-

mental properties are outlined along with two remarks about higher order data and

partitioning algorithm termination criteria in Sect. 3.3. Fuzzy Walktrap and Fuzzy

Newman-Girvan algorithms are presented in detail in Sects. 3.4 and 3.5 respectively.

The Kronecker model is briefly reviewed in Sect. 3.8, where the results of the appli-

cation of Fuzzy Walktrap and Fuzzy Newman-Girvan to a number of Kronecker syn-

thetic graphs are reported. Finally, the main findings of this work as well as future

research directions are discussed in Sect. 3.9. Table 3.1 summarizes the symbols used

in this work. Notice that vk and ek are shorthand notations for the k-th vertex and the

k-th edge respectively. The graph they refer to should be clear or implied by the

context.

3.2 Related Work

Large graph community detection or community identification is significant with

building big data analytics. This problem is algorithmically reduced to either graph

partitioning or data clustering in general [4, 10, 22, 28]. Graph partitioning can be

performed either structurally or spectrally. In the former case the graph is interpreted

as an algebraic object and the partitioning is based on the properties of the graph

adjacency matrix [19, 29], whereas in the latter the graph is treated as a combinator-

ial object and the partitioning exploits features such as edge density and community

coherence [3, 22, 28].
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A research problem related to community detection is authority estimation. In [1]

several graph features, such as the degree distribution and hub and authority scores,

are used for modelling the relative importance of a given user. Alternatively, in the

expertise ranking model [12], authorities are derived by performing link analysis

to the graph induced from interactions between users. More to the point, in [30]

authors employ Latent Dirichlet Allocation and a PageRank variant to cluster the

graph according to topics and in following the authorities for each topic are identi-

fied. This was extended in [24] with additional features, advanced clustering along

with real-time applicability.

This view is echoed throughout previous works where several features of Twitter

users are introduced so as to be taken into consideration by the community detection

algorithms. In these cases, the proposed metrics can also explicitly describe the pro-

file of a user regarding their popularity as well as the percentage of their perceived

influence. Works regarding influential communities identification are presented in

[13, 14], while works considering message diffusion within a given graph are [15,

16]. Moreover, [17, 18] deal with emotional modeling with respect to user influence

[31].

In [15] the notion of influence from users to networks is extended and in follow-

ing, personality as a key characteristic for identifying influential networks is con-

sidered. The system creates influential communities in a Twitter network graph by

considering user personalities where an existing modularity-based community detec-

tion algorithm is used. At a later point, the insertion of a pre-processing step that

eliminates graph edges based on user personality is utilized. In [17] a methodology

for estimating the importance and the influence of a user in a Twitter network is

described. Specifically, the authors propose a schema where users are represented

by nodes and the edges, which connect these vertices, represent the relations of Fol-

lower to Following introduced by Twitter. Furthermore, in [31] some metrics for

estimating user influence by presenting an analysis on the current strength of Twitter

is proposed. Authors claim that the effect of influence is usually sighted when fol-

lowers are affected via corresponding posts, even though the existence of this kind

of friendship might be ignored.

Analytics are an integral part of large graph processing systems such as massive

distributed graph computing systems like Google Pregel and graph based machine

learning frameworks like Graphlab.
1

In these systems, graphs play a dual role as

the computational flow model as well as the learning model. Interest in the graph

processing field [23, 27] has been invigorated with the advent of open source graph

databases such as BrightStar,
2

Neo4j,
3

Sparksee
4

and GraphDB.
5

Finally, fuzzy

graphs have been introduced among others in [25], where a fuzzy extension of

Cypher termed FUDGE is presented.

1
https://dato.com/products/create/open_source.html.

2
https://brightstardb.com.

3
http://www.neo4j.com.

4
http://www.sparsity-technologies.com.

5
http://www.ontotext.com.

https://dato.com/products/create/open_source.html
https://brightstardb.com
http://www.neo4j.com
http://www.sparsity-technologies.com
http://www.ontotext.com
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3.3 Fuzzy Graphs

3.3.1 Definitions

Within the context of this work, fuzzy graphs are combinatorial objects with a fixed

set of vertices and a fuzzy set of edges. Its formal definition is the following.

Definition 3.1 A fuzzy graph is the ordered triplet

G = (V ,E, h) (3.1)

where V =
{
vk
}

is the set of vertices, E =
{
ek
}
⊆ V × V is the set of edges, and h(⋅)

is the edge membership function

h ∶ E → (0, 1] (3.2)

which measures the degree of participation of ek to G. Notice that for brevity, non-

existent edges are not included in the fuzzy graph.

It’s obvious that a more concise definition of a fuzzy graph would need only V
and h with the latter being zero for each vertex pair in the set (V × V) ⧵ E.

Definition 3.2 Under the fuzzy graph model the cost 𝛿
(
ek
)

of traversing ek is

𝛿

(
ek
)△
= 1

h
(
ek
) ∈ [1,+∞) (3.3)

Besides (3.3) there are other relationships between 𝛿
(
ek
)

and h
(
ek
)
, each of which

is suitable for a particular subclass of problems. Common choices include

𝛿

(
ek
)
=

⎧
⎪
⎨
⎪
⎩

𝜂0, 0 < h
(
ek
)
≤ 𝜏0

1√
h(ek)

, 𝜏0 ≤ h
(
ek
)
≤ 𝜏1

𝜂1, 𝜏1 < h
(
ek
)
≤ 1

𝛿

(
ek
)
= 1

𝛾0 + hp
(
ek
) , 𝛾0 > 0, p ∈ ℤ

𝛿

(
ek
)
=

n∏

j=1

(
1

𝛾j + hpj
(
ek
)

) 1
n

, 𝛾j > 0, pj ∈ ℤ+
, 1 ≤ j ≤ n

𝛿

(
ek
)
=

n∏

j=1

(
1

𝛾j + hpj
(
ek
)

) 1
∑n
j=1 pj

, 𝛾j > 0, pj ∈ ℤ+
, 1 ≤ j ≤ n

𝛿

(
ek
)
= 1

𝛼0 + e−
1
𝛽0

h(ek)
, 𝛼0, 𝛽0 > 0
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𝛿

(
ek
)
= tanh

(
1
𝛽0

h
(
ek
))

, 𝛽0 > 0

𝛿

(
ek
)
= h

(
ek
)
logb

(
1

h
(
ek
)

)

, b ≥ 2

𝛿

(
ek
)
= 1

2

(

h
(
ek
)
+ 1

h
(
ek
)

)

(3.4)

Consider that in each of the above cases 𝛿p
(
ek
)

depends only on h
(
ek
)
. This can

be extended so that 𝛿p
(
ek
)

may be defined as a function of edges, which are adjacent

to either endpoint of ek. However, this may lead to recursive computations for 𝛿p
(
ek
)
,

making it essentially a global property instead of a local one. Particular choices of

𝛿p
(
ek
)

might avoid global computations, but this topic is off the scope of this work.

Definition 3.3 The cost 𝛥p of a path p =
(
e1,… , em

)
of a fuzzy graph is the sum

of the cost of its edges

𝛥p
△
=

∑

ek∈p
𝛿

(
ek
)
=

m∑

k=1

1
h
(
ek
) = 1

m
(
h
(
e1
)
,… , h

(
em
)) (3.5)

where 
(
h
(
e1
)
,… , h

(
em
))

denotes the harmonic mean of h
(
ek
)
.

Observe that 𝛥p is dominated by the minimum of h
(
ek
)
, indicating that low cost

paths contain exclusively edges that are highly likely to belong to the graph. Also

loose upper and lower bounds for 𝛥p are

1
maxh(ek)∈p

{
h
(
ek
)} ≤ 𝛥p ≤

1
m

⋅
1

minh(ek)∈p
{
h
(
ek
)} (3.6)

Definition 3.4 The strength 𝛴p of a path p =
(
e1,… , em

)
of a fuzzy graph is

defined as the minimum value the membership function takes in p

𝛴p
△
= min

ek∈p

{
h
(
ek
)}

(3.7)

Definition 3.5 The distance d
(
vs, vt

)
between vs and vt is defined as the minimum

cost over all paths connecting them

d
(
vs, vt

)△
= min

p

{
𝛥p
}
, p =

(
vs, v1,… , vn, vt

)
(3.8)
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In [25] it is established that d(⋅, ⋅) is a distance function, namely it satisfies the

following properties

∙ d
(
vi, vj

)
= 0 ⇔ vj = vi, ∀vi, vj ∈ V

∙ d
(
vi, vj

)
= d

(
vj, vi

)
, ∀vi, vj ∈ V

∙ d
(
vi, vj

)
≤ d

(
vi, vk

)
+ d

(
vk, vj

)
, ∀vi, vj, vk ∈ V

3.3.2 Weight Distributions

Although h(⋅) can be arbitrary, the fuzzy graphs which have been used in the exper-

iments were chosen such as that h
(
ek
)

would be distributed according to the non-

central 𝜒
2
2 distribution with two degrees of freedom. Specifically, if g1 and g2 are

identical and independently distributed so that

f
(
g1
)
= 1

𝜎0

√
2𝜋

e
− (g1−𝜇0)2

2𝜎20 (3.9)

and

f
(
g2
)
= 1

𝜎0

√
2𝜋

e
− (g2−𝜇0)2

2𝜎20 (3.10)

then the non-linear transformation

ht
(
ek
)
=

√
g21 + g22

2
, g1,2 ∼ 

(1
2
,

1
6

)
(3.11)

yields a noncentral 𝜒
2
2 random variable. This distribution generates only positive

values, a strict requirement in order to build a fuzzy graph, which are relatively con-

centrated around the mean value, less strongly than the Gaussian case though. The

mean and the variance have been chosen as the interval

[
𝜇0 − 3𝜎0 , 𝜇0 + 3𝜎0

]
(3.12)

to coincide with [0, 1].
Common choices for edge weight mass distributions include

∙ The binomial distribution (biological networks).

∙ The Poisson distribution (computer networks).

∙ The exponential distribution (computer networks).

∙ The geometric distribution (queue theory).

∙ The inverse geometric distribution (queue theory).

∙ The dgx distribution [2] (biological networks).
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∙ The Zipf distribution (bibliographic networks).

∙ The multifractal distribution (brain connectomics).

while popular choices for edge weight discretized probability density function

include

∙ The discretized lognormal distribution (signal processing).

∙ The discretized chi square distribution (signal processing).

∙ The discretized Weibull distribution (operations research).

∙ The discretized Rayleigh distribution (wireless communications).

∙ The discretized Rice distribution (wireless communications).

Take into consideration that a mass distribution function or a discretized proba-

bility density function must have strictly positive support in order to qualify as an

edge weight distribution.

3.3.3 Elementary Quality Metrics of Fuzzy Graphs

Definitions 3.6 and 3.7 outline two important structural graph metrics, namely the

density and the completeness of a fuzzy graph, used to quickly assess the structure

of fuzzy graphs. Both indicate compression potential in different ways, as the former

is defined as the ratio of edges to vertices, whereas the latter is the number of edges

to the number of edges of Kn.

Definition 3.6 The (log)density 𝜌0 (𝜌
′
0) of a fuzzy graph G(V ,E, h) is the ratio of

the (logarithm)number of its edges to the (logarithm)number of its vertices.

𝜌0
△
= ∣ E ∣

∣ V ∣
and 𝜌

′
0
△
=

log ∣ E ∣
log ∣ V ∣

(3.13)

Definition 3.7 The (log)completeness 𝜎0 (𝜎
′
0) of a fuzzy graphG(V ,E, h) is the ratio

of the (logarithm)number of its edges to the (logarithm)number of the edges of the

complete graph with the same number of vertices.

𝜎0
△
= ∣ E ∣
(∣V∣

2

) and 𝜎

′
0
△
=

log ∣ E ∣
log

(∣V∣
2

) ≈
log ∣ E ∣
2 log ∣ V ∣

=
𝜌

′
0
2

(3.14)

3.3.4 Higher Order Data

The class of fuzzy graphs defined in this section is a typical example of higher order

big data. In the community identification case the order of the data is expressed

either in terms of the number of vertices involved in each community or in terms of

the number of edges that need to be traversed in order to form a community.
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An indication of the connection between community detection and the higher

order analytics is that the smallest community is a triangle, either a closed or an open

one. Observe that the closed triangle in terms of both vertices and edges is clearly

a third order metric, whereas an open triangle is a third order metric only in terms

of vertices. The link between community structure and higher order structure stems

from the fact that isolated edges do not qualify as communities, since information

exchange is trivial among its endpoints. In other words, in a given vertex group in

order to qualify as a community there has to be at least one vertex connecting the

remaining ones. This allows efficient information dissemination within the structure

of a graph, usually in a way which balances local and global communication.

3.4 Fuzzy Walktrap

Community discovery algorithms in general have as input a graph and, possibly, a

termination criterion. Although the graphs in this paper are fuzzy, the communities

are deterministic in the sense that each vertex belongs only to one community. Hence,

the vertex set V is partitioned as follows:

Definition 3.8 A (deterministic) partition of a set S =
{
s1,… , sn

}
is an assignment

of elements sk to p sets Sj such that ∪p
j=1Sk = S and Si ∩ Sj = ∅ for each distinct index

pair i and j. Therefore
p∑

j=1
∣ Sj ∣ = ∣ S ∣ (3.15)

A partition is denoted as S =
{
Sj
}

.

More advanced algorithms would partition V in a fuzzy sense as follows:

Definition 3.9 A fuzzy partition of a set S =
{
s1,… , sn

}
is an assignment of ele-

ments sk to p sets Sj where the fuzzy membership operator ∈F quantifies the degree

of participation of sk to Sj.

sk∈FSj = 𝜇k,j ∈ [0, 1] (3.16)

A fuzzy partition is denoted as S =
{
Sj
}
F. Notice that

n∑

k=1

p∑

j=1
𝜇k,j = ∣ S ∣ (3.17)

It is perhaps important at this point to emphasize that, contrary to deterministic

set partition, fuzzy partitioning creates subsets which are pairwise overlapping. The

actual overlap magnitude depends on the number of subsets as well as on the selected

membership function.
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The Walktrap algorithm is based on the concept of an edge traversing random

walker and is presented in Algorithm 1. The crucial observation is that although the

walker starts from an arbitrary vertex, it will eventually spend more time in densely

interconnected graph segments. This is based on the fact that it is more probable for

a randomly picked edge to lead to another vertex inside the community the walker

is currently in than to a vertex of another community [26]. The probability that the

walker moves from vi to vj is

pi,j =
𝐀
[
i, j
]

deg
(
vi
) (3.18)

where 𝐀 denotes the adjacency matrix of the graph where

𝐀
[
i, j
]△
=

{
1, vi = vj ∨

(
vi, vj

)
∈ E

0, vi ≠ vj ∧
(
vi, vj

)
∉ E

∈ {0, 1}∣V∣×∣V∣ (3.19)

If the probability that the random walker reaches vj from vi through a path of

length 𝓁 is denoted by p𝓁i,j, then the following should hold:

∙ If vi and vj belong to the same community, then p𝓁i,j should be large for at least large

values of 𝓁. Note that the converse is not always true. In other words, depending on

graph topology p𝓁i,j may be high even if vi and vj belong to different communities.

∙ If vi and vj belong to the same community, then the random walker tends to treat

them in a very similar manner. Then for each 𝓁 the condition p𝓁i,j = p𝓁j,i should hold.

∙ It should be also noted that p𝓁i,j depends on deg
(
vj
)
, as the walker is more probable

to select a higher degree vertex.

The above conditions lay the groundwork for defining the distance di,j between vi
and vj as

di,j
△
=

√√√√√√
∣V∣∑

k=1

(
p𝓁i,k − p𝓁j,k

)2

deg
(
vk
) (3.20)

In a similar manner, the transition probability p𝓁C,k from any vertex belonging to

a community C to vk in 𝓁 steps is defined as

p𝓁C,k = 1
∣ C ∣

∑

i∈C
p𝓁i,k (3.21)

Generalizing (3.20), the distance rCi,Cj
between the communities Ci and Cj is

defined as
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𝜌i,j =

√√√√√√
∣V∣∑

k=1

(
p𝓁Ci,k

− p𝓁Cj,k

)2

deg
(
vk
) (3.22)

Algorithm 1 Deterministic Walktrap

Require: Graph G(V ,E) and termination criterion 𝛾0
Ensure: G is partitioned into communities; V =

{
Vk
}

is the community set

1: for all vk ∈ V do
2: Vk ←

{
vk
}

3: end for
4: repeat
5: for all distinct pairs

(
Vi,Vj

)
do

6: 𝜌i,j ← rVi ,Vj
and 𝜌j,i ← 𝜌i,j

7: end for
8: (i∗, j∗) ← argmini,j

{
𝜌i,j
}

9: V ← V ⧵ Vi∗ and V ← V ⧵ Vj∗
10: p ← ∣ V ∣ and Vp+1 ← Vi∗ ∪ Vj∗ and V ← V ∪ Vp+1
11: until V satisfies 𝛾0
12: return V

The Fuzzy Walktrap begins by assigning each vertex to its own community like

in the deterministic case and is presented in Algorithm 2. Notice that in the fuzzy

case the entries of 𝐀F
now are

𝐀F[i, j
]△
=
⎧
⎪
⎨
⎪
⎩

1, vi = vj
h
((
vi, vj

))
,

(
vi, vj

)
∈ E

0,
(
vi, vj

)
∉ E

∈ [0, 1]∣V∣×∣V∣ (3.23)

Therefore, they are continuous and belong to [0, 1] instead of being binary. The algo-

rithm then proceeds as the deterministic Walktrap in order to locate communities

with the distance metrics unaltered.

3.5 Fuzzy Newman-Girvan

The Newman-Girvan (Algorithm 3) or edge betweeness algorithm [11] is based on

betweeness centrality, an edge centrality metric which counts the fraction of the num-

ber of the shortest paths connecting two vertices vi and vj a given edge ek is part of,

denoted by 𝜃

k
i,j, to the total number of shortest paths connecting vi and vj, denoted by

𝜃i,j. Then the betweeness centrality for ek, denoted by Bk, is computed by averaging

over each vertex pair
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Algorithm 2 Fuzzy Walktrap

Require: Fuzzy graph G(V ,E, h) and termination criterion 𝛾0
Ensure: G is partitioned into communities; V =

{
Vk
}

is the community set

1: for all vk ∈ V do
2: Vk ←

{
vk
}

3: end for
4: repeat
5: for all distinct pairs

(
Vi,Vj

)
do

6: 𝜌

F
i,j ← rFVi ,Vj

and 𝜌

F
j,i ← 𝜌

F
i,j

7: end for
8: (i∗, j∗) ← argmini,j

{
𝜌

F
i,j

}

9: V ← V ⧵ Vi∗ and V ← V ⧵ Vj∗
10: p ← ∣ V ∣ and Vp+1 ← Vi∗ ∪ Vj∗ and V ← V ∪ Vp+1
11: until G satisfies 𝛾0
12: return V

Bk
△
= 1
(∣V∣

2

)
∑

(vi,vj)∈E

(
𝜃

k
i,j

𝜃i,j

)

, vi ≠ vj (3.24)

In [11] a process for computingBk for each ek in a manner resembling breadth-first

search is described. The rationale is that vertices belonging to different communities

should rely on edges connecting communities for information exchange. However,

regard that the converse need not be true. Moreover, depending on graph topology,

some of the community connecting edges may not rank high in terms betweeness

centrality as other edges may be more preferable. Therefore, the edge e∗ with the

highest betweeness centrality should be removed and the process should be applied

again to the new graph. Eventually, all edges connecting communities will be iden-

tified. Intuitively, the edge sequence ⟨e∗⟩ should contain the graph bridges as well,

which are a subset of the community connecting edges. In case the graph becomes

disconnected, then the process is repeated to each of the connected components.

Algorithm 3 Deterministic Newman-Girvan

Require: Graph G(V ,E) and termination criterion 𝛾0
Ensure: G is partitioned into communities; V =

{
Vk
}

1: while E ≠ ∅ and 𝛾0 not satisfied do
2: compute shortest paths in G
3: for all ek ∈ E do
4: compute Bk as in (3.24)

5: end for
6: e∗ ← argmaxk

{
Bk
}

7: E ← E ⧵ {e∗}
8: end while
9: return V
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The structure of Fuzzy Newman-Girvan (Algorithm 4) is identical to that of its

deterministic counterpart. This happens because the fuzzy edge costs affect only the

computation of BF
k , the fuzzy edge betweeness centrality, and not the edge selection.

It should be noted that for a computational point of view, any efficient algorithm for

weighted graphs can be employed. Typically BFS is employed, as its average com-

plexity isO (∣ V ∣ + ∣ E ∣), which reduces toO (∣ V ∣) for sparse graphs or toO
(
∣ V ∣s

)

when ∣ E ∣ = O
(
∣ V ∣s

)
.

Algorithm 4 Fuzzy Newman-Girvan

Require: Fuzzy graph G(V ,E, h) and termination criterion 𝛾0
Ensure: G is partitioned into communities; V =

{
Vk
}
F

1: while E ≠ ∅ and 𝛾0 not satisfied do
2: compute shortest fuzzy paths in G
3: for all ek ∈ E do
4: compute BF

k as in (3.24)

5: end for
6: e∗ ← argmaxk

{
BF
k

}

7: E ← E ⧵ {e∗}
8: end while
9: return V

3.6 Termination Criteria and Clustering Evaluation

Fuzzy Walktrap eventually terminates as in each step communities are merged, until

the graph becomes one single community. Likewise, Fuzzy Newman-Girvan termi-

nates when the communities degenerate to single vertices. Clearly, neither case is

very useful and thus, any admissible termination criterion 𝛾 should yield at least two

communities.

Termination criteria are not trivially selected. The most easy is to require the

formation of a fixed number of communities k0. However, as this cannot be known

in advance, it is usually selected empirically. Common choices include

log ∣ V ∣ and q
√
∣ V ∣ and q

√
∣ V ∣
∣ E ∣

(3.25)

The ratio of average community diameter to the graph diameter is presented

below. If
{
Ck
}p
k=1 is the community set, 𝜁k the diameter of Ck, and 𝜁0 the graph

diameter then

𝛾1
△
= 1

p𝜁0

p∑

k=1
𝜁k ≠

p∑

k=1

𝜁k

𝜁0
(3.26)

When 𝛾1 becomes a fraction of 𝜁0, then the algorithm terminates.
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Let Vk and Ek denote the vertices and edges inside Ck. Then, another termination

criterion is the average ratio of ∣ Ek ∣ to the number of edges of the fully connected

graph of the same number of vertices K∣Vk ∣

𝛾2
△
= 1

p

p∑

k=1

∣ Ek ∣
(∣Vk ∣

2

) = 2
p

p∑

k=1

∣ Ek ∣
∣ Vk ∣

(
∣ Vk ∣ − 1

) ≈ 2
p

p∑

k=1

∣ Ek ∣
∣ Vk ∣2

(3.27)

The algorithm terminates when 𝛾2 becomes a fraction of global graph density.

Alternatively, the Tanimoto similarity measure can be used to assess the pairwise

similarity of the clusters generated in two consecutive clustering iterations. For two

sets S1 and S2 the Tanimoto coefficient 𝜏S1,S2 is defined as

𝜏S1,S2
△
=

∣ S1 ∩ S2 ∣
∣ S1 ∪ S2 ∣

=
∣ S1 ∩ S2 ∣

∣ S1 ∣ + ∣ S2 ∣ − ∣ S1 ∩ S2 ∣
, 0 ≤ 𝜏S1,S2 ≤ 1 (3.28)

If S[j]
△
=
{
C[j]k

}
is the community set generated during iteration j, then

𝛾3
△
= 1

∣ S[j] ∣∣ S[j−1] ∣

∣S[j]∣∑

k=1

∣S[j−1]∣∑

k′=1
𝜏C[j]k ,C[j−1]

k′
(3.29)

is a termination criterion. Similarly to 𝛾1 and 𝛾2, 𝛾3 also requires a threshold.

Observe that 𝛾3 can potentially outperform 𝛾1 and 𝛾2, as it relies on two cluster-

ing iterations. In order to incorporate a similar logic to 𝛾1 and 𝛾2 as well as to any

termination criterion 𝛾 based on knowledge from a single iteration, the change rate

between successive clustering iterations can be used. If
⟨
𝛾

[j]⟩ is the sequence of the

values of 𝛾 in each iteration, then

𝜂

[j+1]
0

△
= ∣ 𝛾[j+1] − 𝛾

[j] ∣ (3.30)

should be kept bounded. Similarly,
⟨
𝛾

[j]⟩ change over two successive clustering

iterations can be measured as

𝜂

[j+1]
1

△
= ∣ 𝛾[j+1] − 2𝛾[j] + 𝛾

[j−1] ∣
2

≤
1
2

(
𝜂

[j+1]
0 + 𝜂

[j]
0

)
(3.31)

Once clustering algorithm is executed, its results should be evaluated. The scoring

system used in this article is the ratio of magnitude order of the clustering score q0
to the magnitude order of the total execution time q0.

w0
△
=

log
(
1 + 1

1+q0

)

log
(
1 + t0

) =

(+∞∑

k=1

1
k
(
1 + q0

)k

)(+∞∑

k=1

tk0
k

)−1

≈ 1
t0
(
1 + q0

) (3.32)
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Thus, w0 maintains a balance between clustering quality and clustering cost. The

approximation formula results from keeping the first order Taylor term of both nom-

inator and denominator and it was not used in Sect. 3.8.

Clustering quality was assessed by the fuzzy average edge cut, defined as follows.

By fixing a community C∗
from the community set S, the graph is partitioned to two

subgraphs G1 and G2. The fuzzy edge cut cost for a particular community C∗
is the

ratio of the sum of the fuzzy cost of the edges whose end vertices belong to different

subgraphs to the sum of the fuzzy cost of the edges whose end vertices belong to the

same subgraph. Averaging over each community C∗ ∈ S

q0
△
= 1

∣ S ∣
∑

C∗∈S

∑
p∈G1∧q∈G2

𝛿((p, q))
∑

p,q∈G1
𝛿((p, q)) +

∑
p,q∈G2

𝛿((p, q))
(3.33)

Since a low value of q0 implies a high quality graph partitioning, the nominator of

(3.32) is inversely proportional to q0.

3.7 Source Code

This section provides a brief overview of the source code, placing emphasis either

on the Neo4j API or on the programming techniques used to represent data retrieved

from or inserted to a graph database and facilitate their processing.

The following Java libraries provide methods for parsing the input files:

import j a v a . i o . F i l e ;

import j a v a . u t i l . Scanne r ;

Classes, methods, and data types for interfacing with Neo4j are imported with the

following libraries:

import org . n e o 4 j . g raphdb . DynamicLabel ;

import org . n e o 4 j . g raphdb . G r a p h D a t a b a s e S e r v i c e ;

import org . n e o 4 j . g raphdb . Labe l ;

import org . n e o 4 j . g raphdb . Node ;

import org . n e o 4 j . g raphdb . R e l a t i o n s h i p ;

import org . n e o 4 j . g raphdb . R e l a t i o n s h i p T y p e ;

import org . n e o 4 j . g raphdb . T r a n s a c t i o n ;

import org . n e o 4 j . g raphdb . f a c t o r y . G r a p h D a t a b a s e F a c t o r y ;

The single Neo4j instance was run in embedded mode, where the server and the

client operate not only on the same machine but also on the same JVM. This provides
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direct access to the database at the expense of extensive database locks. For the

definition of the EmbeddedNeo4j class, the following data types are of interest:

pub l i c c l a s s EmbeddedNeo4j {

/ / . . .
G r a p h D a t a b a s e S e r v i c e GraphDB ;

Node cNode [ ] = new Node [ a r r a y S i z e ] ;

R e l a t i o n s h i p r e l a t i o n s h i p ;

/ / . . .
pr i v a t e s t a t i c enum RelTypes implements R e l a t i o n s h i p T y p e

{

KNOWS

}

/ / . . .
pr i v a t e s t a t i c S t r i n g [ ] E d g e P r o p e r t y =

new S t r i n g [ ] {

" p r o b a b i l i t y " ,

" c o s t "

} ;

pr i v a t e s t a t i c f i n a l i n t Prob Index = 0 ;

pr i v a t e s t a t i c f i n a l i n t C o s t I n d e x = 1 ;

/ / . . .
}

The GraphDataBaseService is the actual database process that needs to be started,

queried, and properly shut down. Data types Node and Relationship are used to build

a graph as their names suggest. Moreover, the abstract enumeration type Relation-

shipType has to be implemented with the specific relationships of the particular

graph. A token relationship KNOWS has been implemented. Edge probabilities and

costs are stored as separate properties, allowing the cost computation under different

fuzzy models.

The Main method is remarkably simple as it creates and populates the database,

runs the fuzzy community detection algorithms, and terminates the database.

pub l i c s t a t i c vo id main ( f i n a l S t r i n g [ ] a r g s ) {

EmbeddedNeo4j n e o 4 j = new EmbeddedNeo4j ( ) ;

n e o 4 j . c r e a t e D b ( ) ;

n e o 4 j . c r e a t e R e l a t i o n s ( ) ;

n e o 4 j . f u z z y W a l k t r a p ( ) ;

n e o 4 j . fuzzyNewmanGirvan ( ) ;

n e o 4 j . shutDown ( ) ;

}

Method createDb populates the database in a single transaction. Since the graph

is relatively small in size and no other processes are using the database, the lock
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time is small and has no consequence to other computations. A simple iteration in a

while loop reads all vertices and from a .csv file and progressively inserts them to

the database.

void c r e a t e D b ( ) {

/ / . . .
graphDb = new G r a p h D a t a b a s e F a c t o r y ( ) ;

newEmbeddedDatabase ( DBPath ) ;

r e g i s t e r S h u t d o w n H o o k ( graphDb ) ;

/ / . . .
t ry ( T r a n s a c t i o n t x = graphDb . beginTx ( ) ) {

Labe l NodeLabel = DynamicLabel . l a b e l ( DBLabel ) ;

t ry {

Scanne r x = new Scanne r ( m e t r i c s ) ;

whi le ( x . hasNext ( ) ) {

/ / . . .
cNode [ j ] = graphDb . c r e a t e N o d e ( ) ;

cNode [ j ] . addLabe l ( NodeLabel ) ;

}

x . c l o s e ( ) ;

}

/ / . . .
catch ( E x c e p t i o n e ) {

System . o u t . p r i n t l n ( m e t r i c s . g e t A b s o l u t e P a t h ( ) ) ;

}

/ / . . .
t x . s u c c e s s ( ) ;

}

}

In a similar manner, the createRelations method parses the adjacency table of

the same .csv file in a single transaction and sets the appropriate values for edge

properties.

void c r e a t e R e l a t i o n s ( ) {

/ / . . .
t ry {

T r a n s a c t i o n t x = graphDb . beginTx ( ) ;

t ry {

Scanne r x = new Scanne r ( t a b l e ) ;

whi le ( x . hasNext ( ) ) {

t e x t = x . n e x t ( ) ;

i f ( t e x t . e q u a l s ( R e l a t i o n s h i p F i l e ) ) {
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r e l a t i o n s h i p =

cNode [ j ] . c r e a t e R e l a t i o n s h i p T o

( cNode [ i ] , RelTypes .KNOWS) ;

cEdge [ k ] . s e t P r o p e r t y ( E d g e P r o p e r t y [ P rob Index ] , x . n e x t ( ) ) ;

cEdge [ k ] . s e t P r o p e r t y ( E d g e P r o p e r t y [ C o s t I n d e x ] , x . n e x t ( ) ) ;

}

}

}

}

t x . s u c c s e s s ( ) ;

/ / . . .
ca tch ( E x c e p t i o n e ) {

System . o u t . p r i n t l n ( t a b l e . g e t A b s o l u t e P a t h ( ) ) ;

}

}

Finally, the shutDown method closes the database using the shutdown method

provided by the Neo4j API.

void shutDown ( ) {

graphDb . shutdown ( ) ;

}

3.8 Results

3.8.1 Data Summary

In order to evaluate experimentally the algorithms of Sects. 3.4 and 3.5, two graphs

have been used, the synthetic Kronecker graph used in [8] and a much larger one,

which is a segment of the SNAP Higgs graph.

The Kronecker synthetic graph generation model [21] relies on the adjacency

matrix of a graph and on the recursive nature of scale free graphs in order to pro-

gressively build a large graph from smaller similar ones. Given a preselected original

adjacency matrix 𝐀, the following graph sequence is generated

𝐀0 = 𝐀
𝐀k+1 = 𝐀k⊗𝐀, k ≥ 1 (3.34)

The generator matrix 𝐀0 for the specific implementation is
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Fig. 3.1 Generator graph 𝐀0

Table 3.2 Synthetic graph 𝐀4 summary

Property Value Property Value

Vertices 6561 Sample mean 0.3311
Edges 6561 Sample variance 0.1322
Density 1 Minimum probability 0.1332
Completeness 4.64 × 10−8 Maximum probability 0.9701

𝐀0 =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 1 0 0 1 1 0 0 0
1 1 1 0 0 0 0 0 0
0 1 1 1 0 0 0 0 0
0 0 1 1 1 0 0 0 0
1 0 0 1 1 0 0 0 0
1 0 0 0 0 1 0 0 1
0 0 0 0 0 0 1 0 1
0 0 0 0 0 0 0 1 1
0 0 0 0 0 1 1 1 1

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=
⎡
⎢
⎢
⎢
⎣

𝐂1 𝐏1,2 𝐏1,3
𝐏T
1,2 𝐂2 𝐏2,3

𝐏T
1,3 𝐏T

2,3 𝐂3

⎤
⎥
⎥
⎥
⎦

=
⎡
⎢
⎢
⎣

𝐂1 𝐏1,2 𝐎
𝐏T
1,2 𝐂2 𝐏2,3
𝐎 𝐏T

2,3 𝐂3

⎤
⎥
⎥
⎦

(3.35)

which contains two communities, namely 𝐂1 and 𝐂3, and the bridge 𝐂2 consisting of

a single vertex which connects 𝐂1 and 𝐂3. 𝐏1,2, 𝐏1,3, and 𝐏2,3 contain the connection

edges between these communities. Notice that 𝐂1 is a circle while 𝐂3 is a binary

tree with a root and two vertices. Since 𝐂1 connects to 𝐂3 through 𝐂2, 𝐏1,3 is a zero

block. 𝐀0 is shown in Fig. 3.1.

The Kronecker model was executed in four steps. Once the graph has been created,

ht is applied to its edges in order to make it fuzzy. Note that both 𝐀0 and 𝐀4 are

moderately sparse. Moreover, the edge probabilities are closely concentrated around

the mean value. Therefore, both from a structural and from an edge weight point of

view, only a small number of communities is expected to be discovered by any well

performing algorithm. Table 3.2 presents basic properties of 𝐀4. The left column

has structural characteristics, while the right column refers to the actual probability

values.

The SNAP Higgs graph [5] has been assembled from tweets, retweets, metions,

and replies right before and immediately after the official announcement of Higgs

boson by CERN. In this paper, a subgraph of Higgs graph was generated by keep-
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Table 3.3 Modified Higgs dataset summary

Property Value Property Value

Vertices 26718 Sample mean 0.3334
Edges 83145 Sample variance 0.1293
Density 3.1119 Minimum probability 0.0512
Completeness 2.32 × 10−4 Maximum probability 0.9891

Table 3.4 t0, q0, and w0 for each criterion, algorithm, and dataset

Algorithm Criterion tK0 qK0 wK
0 tH0 qH0 wH

0
FW 𝛾1 2.1031 2.3412 0.2312 62.2008 9.1209 0.0227

FW 𝛾1 + 𝜂1 2.2260 1.9720 0.2476 65.7120 8.8432 0.0230

FW 𝛾1 + 𝜂2 3.2270 2.0011 0.1995 72.1410 8.8624 0.0225

FW 𝛾2 2.0019 1.6272 0.2934 62.2002 8.8213 0.0234
FW 𝛾2 + 𝜂1 2.1276 1.5483 0.2903 65.7124 8.5203 0.0238
FW 𝛾2 + 𝜂2 2.2072 1.6210 0.2773 72.1415 8.5200 0.0233
FW 𝛾3 2.8211 2.2099 0.2023 62.2002 9.0991 0.0228
FN-G 𝛾1 6.0211 2.5309 0.1280 261.0034 7.1454 0.0208
FN-G 𝛾1 + 𝜂1 6.7222 2.8721 0.1124 258.8863 7.9813 0.0190
FN-G 𝛾1 + 𝜂2 9.0157 2.8721 0.0997 257.9912 7.9619 0.0190
FN-G 𝛾2 5.9012 1.8281 0.1567 285.2203 6.7910 0.0213
FN-G 𝛾2 + 𝜂1 6.5823 1.8102 0.1503 281.4112 6.7734 0.0214
FN-G 𝛾2 + 𝜂2 8.9963 1.8101 0.1322 282.2532 6.7805 0.0214
FN-G 𝛾3 14.3126 2.8889 0.0839 311.2302 6.7823 0.0210

ing only the follow relationships between Twitter accounts and converting them to

undirected relationships, resulting thus in the modified Higgs dataset. Then, ht was

sampled as before. The properties of this dataset are shown in Table 3.3.

3.8.2 Analysis

Table 3.4 shows each algorithm and each dataset the time t0, the average cut fuzzy

cost q0, and clustering score w0 first for the Kronecker synthetic graph and then for

the Higgs subgraph. Fuzzy Newman-Girvan is slower than Fuzzy Walktrap in all

cases with a ratio which appears to decrease and graph size increases. Also, 𝛾1, the

diameter ratio algorithm termination criterion, caused a slowdown. Although more

experiments could shed light into this phenomenon, it should probably be attributed

to the global nature of diameter computation. Edge density on the contrary is based

exclusively on local properties and, thus, local data stored in cache are efficiently

utilized. Furthermore, even a community diameter is algorithmically more expensive
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Table 3.5 Communities for each criterion, algorithm, and dataset

Kronecker 𝛾1 𝛾1 + 𝜂1 𝛾1 + 𝜂2 𝛾2 𝛾2 + 𝜂1 𝛾2 + 𝜂2 𝛾3

FW 22 21 21 23 23 22 24
FN-G 20 19 19 22 21 21 19
Higgs 𝛾1 𝛾1 + 𝜂1 𝛾1 + 𝜂2 𝛾2 𝛾2 + 𝜂1 𝛾2 + 𝜂2 𝛾3

FW 1618 1601 1609 1633 1625 1618 1599
FN-G 1534 1526 1519 1542 1527 1523 1525

to compute compared to edge counting. Concerning the use of 𝜂1 and 𝜂2 as secondary

termination criteria, they increase computational time and, although they improve

the average cut cost, their score is lower.

The number of communities is shown in Table 3.5. In general, all criteria tend to

give similar results for each graph. As a rule, 𝛾1 results in fewer communities. This

can be explained as it is a global metric and, hence, communities are progressively

constructed according to a common rule. On the contrary, 𝛾2 results in more commu-

nities being a local metric. Still, given the values of Table 3.4, the overall quality is

not degraded. Finally, for the large Higgs dataset 𝛾3 is the most conservative, while

for the Kronecker graph 𝛾3 generates more communities. A possible interpretation

can be found in the richer connectivity patterns of the Higgs dataset or in the differ-

ent scale of these graphs. Both factors result during early iterations in communities

with high variability. The latter is gradually smoothed, leading to less communities

at the expense of additional time.

Concerning the secondary criteria, there is a tendency for both 𝜂1 and 𝜂2 to gener-

ate fewer communities. Thus, the overhead shown in Table 3.4 should be attributed

to extra computations and memory requirements.

In Figs. 3.2 and 3.3 are depicted the normalized sizes of the largest 16 communi-

ties detected by Fuzzy Walktrap and Fuzzy Newman-Girvan in the Kronecker and

the Higgs datasets respectively. This information is repeated in Tables 3.6 and 3.7

for clarity. Numbering depends only on size and, thus, the fact that two communities

are on the same row does not imply equivalence. The following analysis refers to the

normalized community sizes.

Both algorithms in each dataset exhibit similar behavior with slight variations.

They generate very clustered community sizes in the Higgs dataset to the point that

the last ten communities have almost the same normalized size. Regarding the Kro-

necker dataset, Fig. 3.2 has also clustered community sizes of greater variability

which seem to follow a Zipf distribution. To test deviation from the Zipf distrib-

ution, the logarithmic mean square error is used [21]

𝜉 =

(
1
p

p∑

k=1

(
log ∣ Ck ∣ −

(
log �̂�LS − log k�̂�LS

))2
) 1

2

(3.36)
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Fig. 3.2 Normalized community sizes for the Kronecker dataset
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Fig. 3.3 Normalized community sizes for the Higgs dataset
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Table 3.6 Size percentage of the largest 16 communities of the Kronecker dataset

Alg Cr

FW 𝛾1 14.3 10.6 10.5 9.7 9.6 7.2 6.9 6.8 6.1 5.3 4.0 3.1 2.0 1.5 1.3 1.1
FW 𝛾2 15.3 10.6 10.5 9.7 9.6 7.2 6.9 6.8 6.1 5.3 4.0 2.1 2.0 1.5 1.3 1.1
FW 𝛾3 14.6 11.6 10.5 10.2 8.4 8.2 8.2 6.8 5.2 5.0 4.7 2.1 1.2 1.2 1.1 1.0
FN-G 𝛾1 18.8 12.4 11.6 10.5 10.4 8.9 7.5 5.5 4.0 3.1 2.0 1.5 1.3 1.1 0.8 0.6
FN-G 𝛾2 14.8 14.4 11.2 10.5 10.4 8.9 7.5 5.5 4.0 3.1 2.0 2.0 2.0 2.0 1.1 0.6
FN-G 𝛾3 14.8 14.0 11.4 10.0 10.0 8.9 7.5 5.5 4.0 3.1 2.4 2.0 2.0 2.0 1.3 1.1

Table 3.7 Size percentage of the largest 16 communities of the Higgs dataset

Alg Cr

FW 𝛾1 14.0 10.0 9.4 8.2 8.2 4.9 4.8 4.8 4.7 4.7 4.7 4.6 4.5 4.2 4.2 4.1
FW 𝛾2 14.1 9.7 9.6 8.0 7.8 5.0 5.0 4.9 4.8 4.7 4.7 4.5 4.5 4.3 4.2 4.2
FW 𝛾3 13.2 10.1 9.9 8.2 7.5 5.1 4.9 4.8 4.8 4.8 4.7 4.6 4.4 4.4 4.3 4.3
FN-G 𝛾1 18.2 12.0 11.1 10.1 10.0 8.7 3.4 3.2 3.2 3.1 3.0 2.9 2.9 2.8 2.7 2.7
FN-G 𝛾2 13.7 13.0 10.1 9.0 9.0 4.6 4.3 4.3 4.3 4.2 4.0 4.0 3.9 3.9 3.9 3.8
FN-G 𝛾3 13.7 12.7 9.1 8.9 8.5 4.9 4.5 4.5 4.5 4.4 4.2 4.1 4.0 4.0 4.0 4.0

where p is the number of communities, ∣ Ck ∣ the number of vertices in community

Ck, and �̂�LS and �̂�LS are least squares estimators resulting by fitting

∣ Ck ∣ = 𝛼0 k−𝛾0 , 𝛼0 > 0, 𝛾0 ≥ 1 (3.37)

to community sizes. They can be obtained from the overdetermined linear system

⎡
⎢
⎢
⎢
⎣

log ∣ C1 ∣
log ∣ C2 ∣

⋮
log ∣ Cp ∣

⎤
⎥
⎥
⎥
⎦

=
⎡
⎢
⎢
⎢
⎣

1| 0
1|− log 2
…|…

1|− log p

⎤
⎥
⎥
⎥
⎦

[
log 𝛼0
𝛾0

]
(3.38)

Notice that (3.36) holds for any other estimation method of 𝛼0 and 𝛾0. The values

for 𝜉 for both Fuzzy Walktrap and Fuzzy Newman-Girvan were of the order of 10−2,

indicating a strong likelihood for an underlying Zipf distribution.

From the above follows that Fuzzy Walktrap should be generally preferable for

larger graphs. The reason is that Fuzzy Newman-Girvan computes all the short-

est paths among every pair of source and destination vertices, meaning that large

graph portions need to be visited. On the contrary, Fuzzy Walktrap spends a consid-

erable amount of time crossing adjacent edges before eventually moving on to other

communities, exploiting thus local information. Moreover, from an implementation
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viewpoint Fuzzy Walktrap is preferrable, as it relies on local graph segments. Thus,

fewer graph segments need to be loaded to memory, whereas the systematic tra-

versal required to find shortest paths translates to more read and synchronization

operations. Therefore, Fuzzy Walktrap may be the algorithm of choice in distributed

graph processing systems [7, 9, 20].

3.9 Conclusions and Future Work

The primary contribution of this work is Fuzzy Walktrap and Fuzzy Newman-

Girvan, two fuzzy graph community discovery algorithms based on their determin-

istic namesakes. The underlying fuzzy graph model was the one used in [25], where

vertices are fixed while edges exist according to a probability distribution. Experi-

mental results conducted on a synthetic fuzzy Kronecker graph as well as on a subset

of the SNAP Higgs graph indicate that Fuzzy Newman-Girvan is considerably more

expensive and it returns fewer communitie, while Fuzzy Walktrap is quicker and it

makes efficient use of local information.

In future directions the development of more sophisticated fuzzy community

identification algorithms should be included. Such algorithms could possibly take

advantage of the specific membership function of a given graph or at least of some

partial knowledge regarding a particular membership function in order to build

heuristics for computation acceleration. For instance, knowledge about the first non-

central moment of the membership function would help such an algorithm decide

whether the cost of an edge is unusually high. Notice that both Fuzzy Walktrap and

Fuzzy Newman-Girvan are distribution oblivious, so in essence they treat a fuzzy

graph more like an ordinary weighted graph.

Another direction is the extension of the fuzzy model such that vertices would

also participate to the graph according to a vertex membership function. Therefore,

edge participation would be affected not only by the edge membership function but

also by the vertex membership values of the two adjacent vertices.
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Chapter 4
Difficulty Estimation of Exercises
on Tree-Based Search Algorithms Using
Neuro-Fuzzy and Neuro-Symbolic
Approaches
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and Ioannis Hatzilygeroudis

Abstract A central topic in the educational process concerns the engagement and
involvement of students in educational activities that are tailored and adapted to
their knowledge level. In order to provide exercises and learning activities of
appropriate difficulty, their difficulty level should be accurately and consistently
determined. In this work, we present a neuro-fuzzy and a neuro-symbolic
approaches that are used to determine the difficulty level of exercises on
tree-based search algorithms and we examine their performance. For the estimation
of the difficulty level of the exercises, parameters like the number of the nodes of
the tree, the number of children of each node, the maximum depth of the tree and
the length of the solution path are taken into account. An extensive evaluation study
was conducted on a wide range of exercises for blind and heuristic search algo-
rithms. The performance of the approaches has been examined and compared
against that of expert tutors. The results indicate quite promising performance and
show that both approaches are reliable, efficient and confirm the quality of their
exercise difficulty identification.
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4.1 Introduction

The advent of the web has changed the way that educational tasks and learning
processes are delivered to the students. It is a new platform that connects students
with educational resources providing a number of advantages, like more efficient
and personalized learning. Intelligent tutoring systems constitute a generation of
computer-based educational systems that encompass intelligence to increase their
effectiveness. Their main characteristic is that they adapt the educational task and
learning activities to the individual student’s needs, in order to maximize learning.
This is mainly accomplished by utilizing Artificial Intelligence (AI) methods to
represent the pedagogical decisions and the information regarding the domain to be
taught, the learning activities and the student characteristics [1]. Educational sys-
tems, in order to better adapt to the learner, should provide proper educational tasks
and leaning activities, tailored to the learner’s knowledge level. The selection of the
appropriate exercises to deliver to the student, according to the student’s model and
his/her knowledge level, is a central issue in intelligent e-learning [2, 3]. This
selection usually takes into account two pieces of information, which are the
student’s knowledge level and also the difficulty level of the available exercises,
and is mainly conducted by mimicking the corresponding human decision making.

The estimation of the difficulty level of exercises is of key importance in edu-
cational systems and assists in many vital educational processes. Good estimation
of exercises difficulty level can result in better exercises sequencing, adapted to the
student knowledge level. In this way, a tutoring system can offer more effective and
personalized learning activities, maximizing student’s comprehension [4]. More-
over, the assessment of the students can become more precise as well as the updates
of the students’ models and their knowledge levels, by taking difficulty level into
account [5]. In most educational systems, the difficulty levels of the exercises are
determined by the tutor when inserting them into the system. Such a determination
of an exercise’s difficulty level is a time-consuming task for the tutor and in some
degree non-consistent. Several studies show that it is quite difficult for tutors to
accurately estimate the difficulty level of questions or exercises in a consistent way
[6]. Therefore, a system that can automatically estimate the difficulty level of an
exercise in a consistent way could be a very useful support tool for a tutoring
environment.

The determination of the difficulty level of an educational task is a very complex
process. Tutors usually lack a formal reasoning mechanism to support their infer-
ence. In general, a tutor’s exercise difficulty estimation is based on his/her expe-
riences, sensitivities and standards. Of course, any tutor has intuitions about what
aspects of an exercise and in what degree contribute in its complexity and difficulty.
However, difficulty estimations by a tutor can be inconsistent and only approxi-
mations. Furthermore, every tutor has his/her personal subjective view of each
exercise difficulty and if a number of tutors are asked to give precise definition of it,
they will surely provide related but different statements [7].
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In an artificial intelligence (AI) course, a fundamental topic is “search algo-
rithms”. It is considered necessary for students to get a strong understanding of the
way those algorithms work and also of their implementation in solving various
problems. However, many students have particular difficulties in understanding
search algorithms. To assist students in learning search algorithms, we have
developed and are using in our department the Artificial Intelligence Tutoring
System (AITS). AITS [8, 9] is an intelligent tutoring system developed to help
students in learning several topics of the artificial intelligence domain and also
search algorithms. To this end, to assist students in learning search algorithms, a
wide variety of interactive exercises and visualizations are offered. The system has
been integrated into the artificial intelligence course curriculum in our department
and offers students an interactive way to implement algorithms in several leaning
scenarios and exercises. Students can study the theoretical aspects of the algorithms
and learn to apply them through various interactive practice exercises. In order to
tailor educational activities and exercises to the knowledge level and the perfor-
mance of students, the difficulty level of the exercises needs to be accurately and
consistently specified. However, AITS lacked a systematic approach and a mech-
anism to analyze the exercises and automatically determine their complexity and
hence their difficulty level.

In this work, we present two approaches, a neuro-fuzzy [10] and a neurule-based
one [11] for estimating the difficulty levels of exercises related to blind and heuristic
search algorithms. The approaches aim to provide tutors with automatic ways to
assess the difficulty levels of algorithmic exercises in a consistent and objective
manner. To achieve that, initially, exercises on search algorithms are analyzed and
characteristics or parameters that affect the complexity of the exercises are speci-
fied. Given that search algorithms mainly work on trees, such parameters are
extracted from the topology representation of the tree and concerns: the number of
the nodes, the average children that the nodes have, the depth of the tree and others.
Then, two models, a neuro-fuzzy and a neurule-based one are trained based on
exercise datasets created and annotated by expert tutors in agreement. The per-
formances of the two models are quite satisfactory. The approaches adopted can
help in representing tutor’s experience in a way that can be interpreted and allows
capturing tutor’s subjectivity as well. The results collected from the experimental
evaluation study are quite promising and show that both approaches are reliable,
efficient and confirm the quality of their exercise difficulty identifications. This
paper is an extension of [12].

The rest of the article is organized as follows: Sect. 4.2 presents the motivation
of our work and describes the basic aspects of the exercise difficulty estimation
area. Section 4.3 presents related work. Section 4.4 presents the neuro-fuzzy and
the neurule approaches and illustrate their functionality. Section 4.5 presents the
experimental study conducted and discusses the results collected. Finally, Sect. 4.6
concludes the article and provides directions for future work.
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4.2 Motivation and Background

4.2.1 Motivation

Determination of the difficulty level of learning tasks or activities delivered to the
students is very important and vital for maximizing learning efficiency and student
understanding. In the literature, the methodologies used to determine the difficulty
of educational tasks and exercises can be categorized in three main categories:
statistical, heuristic and mathematical approaches. Statistical approaches utilize
previous samples of students to estimate the difficulty level of an exercise. In
heuristic approaches, the difficulty is determined directly by the human expert.
Finally, mathematical approaches try to analyze the educational task and predict its
difficulty based on its characteristics [7].

The estimation of the difficulty level of educational tasks and exercises is not an
easy task and many studies question the ability of teachers to make consistent and
accurate estimation of the difficulty level, since teachers usually fail to identify
exercise’s difficulty level in line with the exercises parameters and the students’
ability [2, 13, 6]. Students could assist, in some degree, in determining exercises’
difficulty. In some cases, it is reported that students estimate problem difficulty
more accurate than tutors [14]. Additionally, tutors tend to misjudge students’
performance. In general, they overestimate the performance of the students and
underestimate the performance of borderline students [15]. In educational systems,
it is considered necessary that the students should get exercises that are tailored to
their learning needs and most of all are based on their knowledge level. The
delivery of very easy educational activities to a student, lower than his/her level,
can have no gain and cause learners lose any sense of learning and challenge. On
the other hand, the delivery of very difficult and complex exercises, which are
above his/her knowledge level and his/her previous performance, could frustrate
and let down the student resulting in opposite learning effects [16].

So, for improving the educational process and the learning outcome, an intel-
ligent education system should provide sequences of exercises and educational
tasks to the students, tailored to their knowledge level. For the selection of the
exercises that are proper to be delivered to the students, their difficulty levels should
be estimated as accurately as possible.

4.2.2 Exercises on Search Algorithms

The Artificial Intelligence Tutoring System (AITS) offers theory about blind search
(e.g. breadth-first, depth-first) and heuristic search (e.g. hill-climbing,
branch-and-bound, A* etc.) algorithms, interactive examples and two types of
exercises: practice exercises and assessment exercises. Practice exercises are
interactive exercises that are equipped with hints and guidance during the learning
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sessions, aiming to help the student in learning AI search algorithms. On the other
hand, assessment exercises are interactive exercises that are used to examine the
student’s progress and comprehension. An example of a simple interactive
assessment exercise is illustrated in Fig. 4.1. In the context of an exercise, students
are called to reach a specific goal node starting from the root (or an internal node of
the tree) and following a requested AI search algorithm. Students can select a node
to visit by clinking on it and the system provides guidance and feedback at student’s
actions during their interactions. Also, students can request for the system’s
assistance when stuck by clicking on the corresponding help button. AITS offer
tests and exercises that are adapted to students needs in terms of knowledge level
and performance. Adapted test can be generated and offered to students by the test
generator unit of the system, which utilizes a rule-based expert system approach for
making decisions on the difficulty level of the exercises to be included in the test
[17], so that the test is adapted to the knowledge level and needs of the student.
Created tests consist of a number of exercises that examine different aspects of
search (blind and/or heuristic) algorithms. More specifically, a test on AI search
algorithms consists of a number of interactive assessment exercises. For the
adaptation of the exercises and the test to the students’ needs, the accurate and
consistent estimation of the exercises’ difficulty level is needed. Due to the nature of
the exercises on the domain of search algorithms, the difficulty estimation is based
on the complexity of the graph or the tree representation of the exercise and also on
characteristics of the exercise’s solution.

Fig. 4.1 An interactive assessment exercise on “breadth-first” search algorithm
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4.3 Related Work

The accurate and consistent determination of the difficulty levels of exercises is of
key importance in educational systems and can assist in many crucial educational
processes. Several works study the determination of the difficulty of educational
tasks in various educational domains. In the work presented in [18], authors present
a hybrid AI approach which combines expert systems and genetic algorithm
approaches for determining the difficulty level of exercises. A genetic algorithm is
used to extract some kind of rules from the data acquired from the interactions of
the students with the educational system, when solving exercises, and those rules
are used to modify the expert rules provided by the tutor. In the work presented in
[19], authors present a difficulty estimation approach for exercises related to logic,
more specifically to formalizations of natural language sentences into first order
logic formulas. An empirical approach is followed, where a difficulty estimating
expert system is utilized to determine the difficulty level of exercises’ conversion
process based on a number of parameters related to the complexity of the process.
Also, in the work presented in [20] authors present two different approaches for the
determination of the difficulty of exercises on converting first order logic
(FOL) formulas into clausal form (CF). The first approach is based on the com-
plexity of the FOL formula, represented by a number of parameters, such as the
number of atoms and connectives, while the second approach is based on the
number and the complexity of the corresponding conversion steps needed for the
exercise. The above approaches rely on the idea of analyzing both the exercise’s
remark and the exercise’s answer in order to extract features and determine the
difficulty level of the exercises.

In the work presented in [6], the determination of the difficulty level of exercises
is achieved in two phases. In the first phase, the students’ responses are analyzed
and a fuzzy model generator creates classification rules and the fuzzy sets of the
input variables of the data. In the second phase, a fuzzy expert system is used to
infer the difficulty level of each exercise/question.

In many educational systems [21–23] the Item Response Theory (IRT) is utilized
to assist in student exercise adaptation. IRT tries to estimate the guessing proba-
bility for a student to provide the correct answer, independently of the knowledge
domain. This item parameter is termed difficulty and the guessing probability for
this model is given by:

PiðθÞ= ci + 1− ci
1

1+ e− ai θ− bið Þ

� �

where, ci is the guessing parameter for the probability that a student will answer
correctly an exercise, e is the constant 2.718, bi is the difficulty parameter, αi
represents the exercise discrimination parameter, stating how well the exercise can
discriminate students of slightly different ability level, and θ is the learner’s pro-
ficiency level. The variable b of an exercise difficulty level in most cases is denoted
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by the teacher. A system that implements IRT, in general, starts with exercises of
medium difficulty. A correct student response will cause a more difficult to be
offered next, while an incorrect response will cause a less difficult question to
follow. So, the automatic estimation of the difficulty level of an exercise could be of
great assistance in educational systems implementing IRT for the delivery of proper
exercises to the student.

Hybrid methods that combine two or more intelligent methods to face complex
problems have been applied to many aspects in the domain of intelligent educa-
tional systems. Neurules [24, 11] are a type of hybrid rules integrating symbolic
rules with neurocomputing and can offer a number of benefits to ITSs, which are
not offered by single ones. In the work presented in [17], authors present an ITS
which employs neurules to make decisions during the teaching process. Expert
knowledge is represented by neurules, which offer a number of benefits, such as
time and space efficiency and reasoning robustness.

Another popular combination concerns the neuro-fuzzy approaches which have
been used in various aspects of educational systems [25]. In general, neuro-fuzzy
combinations can be implemented in two ways. A neural network can be equipped
with the capability of handling fuzzy information or a fuzzy system can be aug-
mented by neural networks to enhance some of its characteristics, like flexibility,
speed, and adaptability. A representative of the latter combination is the
well-known and widely used Adaptive Neuro-fuzzy Inference System (ANFIS)
[10], which is utilized and examined in our work.

In the work presented in [26], authors present a neuro-fuzzy pedagogical rec-
ommender used to provide personalized learning experience by generating learning
content recommendation based on students’ knowledge and their learning style. In
the work presented in [27], authors developed an adaptive neuro-fuzzy inference
system to predict the student achievements in the engineering economy course. The
aim of the system is to help students and evaluators to obtain more reliable and
understandable results regarding students’ performance. In the work presented in
[28], authors present a neuro-fuzzy approach for student modeling. The authors
monitor students’ actions in an exploratory learning environment and collect best
available information for students’ diagnosis and assess their knowledge level.
Then utilize a neuro-fuzzy approach to classify students into different knowledge
level categories and report better performance than other methods, such as pure
neural-networks. In the work presented in [29], authors developed a fuzzy rule
system that consists of a set of 18 fuzzy rules, used in assessing student perfor-
mance and learning efficiency, obtained from experts. For the assessment, four
input parameters are taken into consideration, which are the average marks, the time
spent, the number of student’s attempts and the number of help requests. The
combination with the neural network leads to the application of an ANFIS
implementation, which reports quite promising performance. In the work presented
in [30], authors propose a student classification technique based on an adaptive
neuro-fuzzy system. They report that the adaptive neuro-fuzzy system fits in
modeling the field of control systems, expert systems and complex systems and in
the area of educational systems. The authors’ motivation behind their research work
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is to accurately identify exceptional and weak students for proper attention. In the
work presented in [31], authors present a neuro-fuzzy approach for classifying
students into different groups. The neuro-fuzzy classifier is based on previous exam
results and student related factors, such as gender, as input variables and labels
students based on their expected overall academic performance. The results showed
that the proposed approach achieved a high accuracy and outperforms other widely
used methods, such as neural networks, support vector machines, Naïve Bayes and
decision trees.

In this work, we study the performance of the neurule-based and neuro-fuzzy
approaches in determining the difficulty level of exercises on the domain of search
algorithms. Due to the high complexity and dimensionality of the domain’s con-
cepts and the tree representation of the exercises, hybrid and neural approaches
seem to be quite suitable in capturing the intuition and subjectivity of expert’s and
the work presented in this article is a contribution towards examining this direction.

4.4 Neuro-Fuzzy and Neurule-Based Approaches
for Exercise Difficulty Estimation

In this section, we present the neuro-fuzzy and the neurule approaches, describe
their principles and analyze their functionality. Initially, we illustrate the way that
exercises are analyzed and proper features are extracted. For the estimation of the
difficulty of exercises, the tree topology representation of the exercises is analyzed
and a set of features are specified from there.

4.4.1 Exercise Analysis and Feature Extraction

Initially, the exercises are analyzed, proper features are extracted and their corre-
sponding numerical parameters are calculated. Based on our cooperation with
experts, we specified the set of parameters that affect and contribute in the difficulty
level of the exercises. So, we resulted in a number of parameters, which can be
distinguished in:

• Input parameters: The number of the nodes, the average number of the children
of each node, the maximum depth of the tree, the length of the solution con-
cerning the nodes needed to visit in order to reach the goal node.

• Output parameters: The difficulty level of tree exercise which can take the
following values: very easy, easy, medium, difficult and advanced.

The input parameters and their value range are depicted in the following
(Table 4.1).
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Each one of the parameters that are presented above captures and conveys
different aspects of the complexity of an exercise. The number of nodes represents
the total nodes that the tree graph representation of an exercise consists of. In the
context of our experimental study, the test exercises that were used, consisted of up
to 40 nodes. The average number of the children, which the nodes of the tree
structure have, represents the possible expansion choices that can be made by the
students at each node of the exercise. This variable can take continuous values
ranging from 2 to 8. The depth of the tree represents the number of the levels of the
graph tree exercises and can take integer values ranging from 3 to 12. This
parameter is again related to the complexity of the tree graph; the larger the number
the more complex the tree hence the more difficult the exercise.

Finally, the solution length parameter represents the number of nodes that must
be visited in order to reach the goal node from the start node. This parameter takes
integer values and the highest value it can take is the maximum number of the
graph’s nodes which is set to 40. The parameter represents the steps that the student
has to make in order to complete the exercise, and in line with the other parameters,
can provide meaningful indicators of the complexity level of the exercises.

4.4.2 Neuro Fuzzy Approach

The neuro-fuzzy difficulty estimation mechanism takes as input specific charac-
teristics of the exercises and provides as output the difficulty level of the exercises.
In the ANFIS approach, fuzzy logic is used to capture the subjectivity of the teacher
and the linguistic description of the exercises parameters. In general, the
neuro-fuzzy model consists of 5 main layers as presented in Fig. 4.2.

In our case, Layer 1, which is the input layer of the neuro-fuzzy model, has 4
neurons, which represent the four input variables. The input layer sends out external
crisp values directly to the next layer (Layer 2), which is the fuzzification layer, and
the crisp values from the first layer are transformed to the appropriate linguistic
fuzzy values (low, average or high). The neurons of Layer 2 represent a fuzzy set
for each one of the input linguistic variables. The output of the layer is the degree of
membership of each input value for each fuzzy set. Each node output is considered
to represent the firing strength of a rule. The neurons of Layer 3 (fuzzy rule layer)
represent fuzzy rules (R1, R2, …, Rk) and each node calculates the ratio of the
associated rules’ firing strength. The outputs of this layer are called normalized
firing strengths. Layer 4 (output membership layer) consists of adaptive nodes,

Table 4.1 Input variables Input variable Range

Number of nodes 3–40
Average number of the children 2–8
Depth of the tree 3–12
Solution’s length 1–40
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which take inputs from the fuzzy rule neurons and merge them by using fuzzy
union operations. Parameters in this layer are referred to as consequent parameters.
Layer 5 (defuzzification layer) consists of a single fixed node labeled Σ, which
computes the output of our system as the sum-product composition of all incoming
signals.

In Fig. 4.3, the membership functions for the input parameter representing the
number of tree graph’s nodes are presented. The input parameter can take four
fuzzy sets (linguistic values) which are: “very-few”, “few”, “medium” and “many”
are presented.

Training ANFIS is based on a hybrid algorithm combining the widely used
least-squares and the gradient descent techniques. During the forward pass of the
hybrid learning algorithm, the outputs of the nodes go forward until layer 4 and the
consequent parameters are identified by the least-squares method. During the
backward pass, the error signals propagate backwards and the premise parameters
are updated by gradient descent. The error measure to train the above-mentioned
ANFIS is the following:

Fig. 4.2 The basic architecture of the neuro-fuzzy model
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E= ∑
n

k=1
fk −bfk

� �2

where fk and bfk are the kth desired and estimated output respectively, and n is the
total number of pairs (inputs–outputs) of data in the training set. The output error is
used to adapt the premise parameters used, utilizing the back propagation algo-
rithm. This hybrid algorithm is proven to be very efficient in training ANFIS
models [10, 32]. In the context of our study, the ANFIS model was trained based on
the dataset of exercises that were annotated by the experts in agreement. After the
training of neuro-fuzzy model is completed, it can be used to classify new exercises
into the appropriate difficulty category.

4.4.3 Neurule-Based Approach

Neurules (Neural rules) are a kind of hybrid rules. Each neurule (Fig. 4.4a) is
considered as an adaline unit (Fig. 4.4b). The inputs Ci (i = 1,…, n) of the unit are
the conditions of the rule. Each condition Ci is assigned a number sfi, called a
significance factor, corresponding to the weight of the corresponding input of the
adaline unit. Moreover, each rule itself is assigned a number sf0, called the bias
factor, corresponding to the bias of the unit. Each input takes a value from the
following set of discrete values: [1 (true), −1 (false), 0 (unknown)]. The output D,
which represents the conclusion (decision) of the rule, is calculated via the
formulas:

Fig. 4.3 Membership functions for the number of nodes parameter
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D= f ðaÞ, a= sf0 + ∑
n

i=1
sfiCi

where a is the activation value and f(x) the activation function, a threshold function:

f ðaÞ= 1 if a≥ 0
− 1 otherwise

�

Hence, the output can take one of two values, ‘−1’ and ‘1’, representing failure
and success of the rule respectively.

The textual form of a neurule is presented in Fig. 4.4c. Cis are the conditions and
D represents the conclusion (decision) of the rule. The significance factor sfi of a
condition represents the significance (weight) of the condition in drawing the
conclusion.

Neurules can be produced from empirical data through a well-defined process
[33]. The produced neurules constitute an integrated rule base, which can be used
for making inferences [33] and even produce explanations [34], through a
well-defined inference process [33].

4.5 Experimental Evaluation

We conducted an experimental study of the two approaches with the aim to evaluate
their performance. For the evaluation study, we used a dataset of 240 different
exercises on search algorithms. For the needs of the study, two expert tutors
teaching the course of artificial intelligence and having many years of experience,
were asked to assist in the difficulty annotation of the corpus of the exercises. For
each one, the tutors specified in agreement the proper difficulty level of the exercise
and after that, the dataset was created. The exercises of the dataset were collected
from textbooks and web resources and also created for the needs of this study. In
the dataset, each row includes values of the difficulty parameters of the exercise and

Fig. 4.4 a Neurule as an adaline unit. b Activation function. c Neurule textual form
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the corresponding difficulty level, annotated by the experts. For the needs of this
study, the two thirds of the dataset were used for training, i.e. for producing the
models of the two approaches, and the remaining one third was used for the
evaluation of the models.

Given that we have a multiple class output, we use the following four metrics:
average accuracy, precision, recall and F-measure. Average accuracy is the mean
value of the accuracies of the output classes and is calculated as follows:

Average Accuracy=
∑l

i=1
tpi + tni

tpi + fni + fpi + tni

l

where tp, fn, fp and tn correspond to true positives, false negatives, false positives
and true negatives respectively. F-measure is the harmonic mean of precision and
recall and is defined as:

F −measure=2×
prec× rec
prec+ rec

Initially, we present the performance results of the neuro-fuzzy approach. The
evaluation results of the performance of the ANFIS model classifier are presented in
Table 4.2. Evaluation refers to comparing the outputs of the neuro-fuzzy system
with the difficulty levels specified by the expert-tutors.

The results indicate that the mechanism has a very encouraging performance.
Approximately in 85 % of the cases the neuro-fuzzy model was able to specify the
correct level of difficulty of the exercises. Also, the performance results of the
neurules model are presented in Table 4.3.

Both models showed a very good performance. The best performance is
achieved by the neuro-fuzzy model, which accuracy and precision are better than
those of the neurule approach in the experimental study. Also, a noticeable point of
both models is that they have a very good precision which is 0.84 for both of them.
The fact that the models do not report 100 % accuracy, compared to the experts, it is
not actually a failure, given that experts have problems in accurately estimating

Table 4.2 Evaluation results
of the neuro-fuzzy model

Average accuracy 0.85

Precision 0.84
Recall 0.85
F-measure 0.84

Table 4.3 Evaluation results
of the neurules model

Average accuracy 0.78

Precision 0.84
Recall 0.78

F-measure 0.81
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difficulty levels of exercises in a consistent way. Also, they couldn’t consistently
explain the found differences.

In order to get a deeper insight of the performance of the approaches and their
agreement with the expert tutors, we calculate the Cohen’s Kappa statistic [35],
which is defined as follows:

k=
p0 − pe
1.0− pe

where po represents the proportion of rater exhibiting agreement and pe represents
the proportion expected to exhibit agreement by chance alone. Thus, “perfect
agreement” would be indicated by “k = 1” and no agreement means that “k = 0”.
In general, a value of kappa higher than 0.8 can indicate an almost perfect agree-
ment, whereas a value between 0.61 to 0.8 can indicate a significant agreement [36].
In the context of this study, the Cohen’s Kappa metric was adopted and was
calculated into order to specify if there was any agreement between the difficulty
estimations of the tutors and the difficulty estimations of the two approaches. The
results collected are presented in Table 4.4.

The results indicate that there was an almost perfect agreement between the
expert tutors and neuro-fuzzy approach, given that the metric was calculated to be
k = 0.81 (95 % confidence interval, p < 0.0005). In addition, the agreement
between the experts and the neurule approach was slightly lower and the Kappa
metric was calculated to be k = 0.72 (95 % confidence interval, p < 0.0005), which
indicates a very good agreement.

4.6 Conclusions

In this article we address the issue of automatically determining the difficulty level
of search algorithm exercises. The aim is to provide the tutors with an automatic
way to assess the difficulty level of algorithmic exercises in a consisted and
objective manner as well as to reduce their workload. The estimation of the exer-
cises difficulty, when made in a systematic way, can save considerable time for
tutors, especially when a large corpus of exercises is required. Moreover, accuracy
and consistency are usually difficult to be achieved by tutors, due to subjective
reasons and therefore a system that can automatically, consistently and objectively
determine the difficulty level of exercises is of great help.

In this work, we utilized a neuro-fuzzy and a neurule based approaches to learn
to classify exercises into the proper difficulty categories. Initially, exercises on
search algorithms were analyzed and proper features were extracted from their tree
representation. The neuro-fuzzy approach helps to represent tutor’s experience in a

Table 4.4 Cohen’s kappa
metric for neuro-fuzzy and
neurule approaches

Neuro-fuzzy Neurules

Expert human rater 0.81 0.72
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way that can be interpreted and allows capturing tutor’s subjectivity. At each
part/parameter of an exercise a linguistic term is annotated, combining fuzzy
evidences, which contributes in some degree to the overall difficulty/complexity
level of the exercise. Fuzzy logic and linguistic terms can be awarded to a single
exercise’s characteristic as well as to a group of exercises which have similar
characteristics and parameters. The neurule-based approach is also quite suitable. It
integrates symbolic rules with neurocomputing and can offer a number of benefits
such as time and space efficiency and reasoning robustness.

The evaluation experiments conducted and the results gathered indicate quite
satisfactory performance. Both approaches achieved quite satisfactory performance
where the neuro-fuzzy approach reported a better performance compared to the
neurules. In addition, the experts involved in the evaluation study stated that they
do not usually follow such a systematic and analytical way of estimating exercises’
difficulty and that they saw the creation of such a system as an opportunity to
express in a systematic way their views and experiences. On the other hand, they
admitted that they are not always consistent, mainly due to the fact that they usually
act intuitively. Given the above, they also admitted that the automatic approaches
examined and formulated in this work, can do better than them in some cases due to
their consistency.

However, there are directions that future work could focus on. Initially, con-
ducting a larger scale experimental evaluation and evaluating the system on a larger
number of interactive exercises on algorithms will give us a deeper insight of the
performances of the two approaches. Also, neurules can improve their performance
by incorporating case-based reasoning [24]. Applying this capability is another
direction for further research. In addition, currently the hybrid approaches presented
and examined in this work can estimate the difficulty of tree-based algorithm
exercises based on the analysis and the features of the tree representation of the
exercises. An extension will be the analysis and the difficulty estimation of
graph-based exercises, where search algorithms are to be applied on complex graph
networks. Finally, another direction for future work concerns the examination of
ensemble classifier schemas that combine base classifiers under different ensemble
approaches. Exploring this direction is a key aspect of our future work.
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Chapter 5
Generation and Nonlinear Mapping
of Reducts—Nearest Neighbor
Classification

Naohiro Ishii, Ippei Torii, Kazunori Iwata and Toyoshiro Nakashima

Abstract Dimension reduction of data is an important theme in data processing.
Reduct in the rough set is useful since it has the same discernible power as the
entire features in the higher dimensional scheme. But, classification with higher
accuracy is not obtained in the reduct followed by nearest neighbor processing. To
deal with the problem, it is shown that nearest neighbor relation with minimal
distance introduced here has a basic piece of information for classification. In this
paper, a new reduct generation method based on the nearest neighbor relation with
minimal distance is proposed. To improve the classification accuracy of reducts, we
develop a nonlinear mapping and embedding methods on the nearest neighbor
relation, which also adjust vector data relation and preserve data ordering to cope
with noise in classification.
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5.1 Introduction

Rough sets theory firstly introduced by Pawlak [1–4] provides us a new approach to
perform data analysis, practically. Up to now, rough set has been applied suc-
cessfully and widely in machine learning and data mining. The need to manipulate
higher dimensional data in the Web and to support or process them gives rise to the
question of how to represent the data in a lower-dimensional space to save space
and computation time. Thus, dimension reduction of data is an important problem
[5–7]. An important task in rough set based data analysis is computation of the
attributes or feature reducts for the classification. By Pawlak’s [1–4, 8, 9] rough set
theory, a reduct is a minimal subset of features, which has the discernibility power
as using the entire features. For the classification, nearest neighbor method [10] is
simple and effective one. We have problems for the application of the nearest
neighbor method to reducts classification [11–14]. Nearest neighbor relation with
minimal distance between different classes is proposed here as a basic information
for classification. We propose here a new reduct generation based on the nearest
neighbor relation with minimal distance. To improve the classification accuracy of
the reduct, firstly a classification based on the linearly separable condition is
developed from convex hull. Then, the condition developed here is reduced to the
construction of independent data vectors. For the independence of data vectors, the
reduct is mapped to higher dimensional space, which is realized by the product of
variables in a nonlinear mapping. The nonlinear mapping is based on the nearest
neighbor relation. It is shown that nonlinear mapping and embedding of the reduct
shows the classification with higher accuracy. Further, data classification is realized
in the vector operations based on the nearest neighbor relation.

5.2 Generation of Reducts Based on Nearest Neighbor
Relation

In [8, 9] decision table is represented as a discernibility matrix. This representation
has some advantages, since data dimensional reduction can be realized on the
discernibility matrix [1–4, 8]. The discernibility matrix is defined as follows.

Definition 5.1 An information system is composed of a 4-tuple as T = fU,A,C,Dg
where U is a finite nonempty set of n instances, fX1,X2, . . . ,Xng. A is a finite set of
attributes. C is a set of attribute value and D is a set of decision function. By a
discernibility matrix of T , denoted by MðTÞ, which is n× n matrix as

mij = fðα∈C: αðXiÞ≠ αðXjÞÞ∧ ðβ∈D, βðXiÞ≠ βðXiÞÞg
i, j=1, 2, . . . n

ð5:1Þ
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where α denotes a decision function of instance and β denotes decision function
of the class. This paper aims to newly develop a generation method of reducts based
on the nearest neighbor relation proposed here. A simple example of a decision
table is shown in Table 5.1. In Table 5.1, a, b, c and d are attributes for instances
{X1, X2,…, X7} with two classes +1 and −1. From Table 5.1, the discernibility
matrix is generated as shown in Table 5.2, which is made for the differences among
instances [1–4, 8]. We can define a new concept, a nearest neighbor relation with
minimal distance, δ. Instances with different classes are assumed to be measured in
the metric distances for the nearest neighbor classification.

Table 5.1 Data example of decision table

Attrib.

Inst.
a b c d class

1X 1 0 2 1 +1

2X 1 0 2 0 +1

3X 2 2 0 0 –1

4X 1 2 2 1 –1

5X 2 1 0 1 –1

6X 2 1 1 0 +1

7X 2 1 2 1 –1

Table 5.2 Discernibility matrix of the decision table

Inst.
Inst.

1
X

2
X 3

X
4

X
5

X
6

X

1
X

3
X a,b,c,d a,b,c

4
X b b,d

5
X a,b,c a,b,c,d

6
X b,c a,b,c,d c,d

7
X a,b a,b,d c,d
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Definition 5.2 A nearest neighbor relation with minimal distance is a set of pair of
instances, which are described in,

fðXi,XjÞ: βðXiÞ≠ βðXjÞ∧ Xi −Xj
�� ��≤ δg ð5:2Þ

where Xi −Xj
�� �� in Eq. (5.2) denotes the distance between Xi and Xj, and δ is the

minimal distance.
When Eq. (5.2) holds for the given δ>0, Xi and Xj are called to be in the nearest

neighbor relation with minimal distance δ. This nearest neighbor relation plays a
fundamental role for the generation of reducts from the discernibility matrix. In the
Table 5.1, to find the nearest neighbor relation with minimal distance δ, a lexico-
graphical ordering for the instances is developed as shown in Fig. 5.1, where the
values of the first two attributes are shown within the parentheses and the values of
the last two attributes are shown within a box. In Fig. 5.1, the Euclidean distance
between X6 (2110) in class +1 and X7 (2121) in class −1, becomes

ffiffiffi
2

p
. Similarly,

the distances between X5 (2101) and X6 (2110), between X1 (0021) and X7 (2121),
and between X3 (2200) and X6 (2110) are

ffiffiffi
2

p
.

In Fig. 5.1, (X6, X7), (X5, X6), (X1, X7) and (X3, X6) are elements of the
relation with a distance

ffiffiffi
2

p
. Thus, a nearest neighbor relation with minimal distanceffiffiffi

2
p

becomes

fðX1,X7Þ, ðX5,X6Þ, ðX6,X7Þ, ðX3,X6Þg ð5:3Þ

5.2.1 Generation of Reducts Based on Nearest Neighbor
Relation with Minimal Distance

Here, we want to introduce the nearest neighbor relation on the discernibility
matrix. Assume that the set of elements of the nearest neighbor relation are fnnijg.

Then, the following characteristics are shown. Respective element of the set
fnnijg corresponds to the term of Boolean sum. As an example, the element {a, b, c}
of discernibility matrix in the set fnnijg corresponds to a Boolean sum (a + b + c).
The following lemmas are derived easily.

7
2,1x

641

2 35

2,1 2,1 1,0

2,0 0,1 0,0
(1,0) (1,2) (2,1) (2,2)x x x

x x x→ → →

Fig. 5.1 Lexicographical ordering for nearest neighbor relation
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Lemma 5.1 Respective Boolean term consisting of the set fnnijg becomes a nec-
essary condition to be reducts in the Boolean expression.

This is trivial, since the product of respective Boolean term becomes reducts in
the Boolean expression.

Lemma 5.2 Boolean product of respective terms corresponding to the set fnnijg
becomes a necessary condition to be reducts in the Boolean expression.

This is also trivial by the reason of Lemma 5.1. Thus, the relation between
Lemmas 5.1 and 5.2 is described as follows.

Lemma 5.3 Reducts in the Boolean expression are included in the Boolean term of
Lemma 5.1 and the Boolean product in Lemma 5.2.

Figure 5.2 shows that nearest neighbor relation with classification is a necessary
condition in the Boolean expression for reducts, but not sufficient condition. The
distance δ of the nearest neighbor relation in the Definition 5.2 is compared with the
distance δ′ of the relation in the following theorem.

Theorem 5.1 If the distance δ is greater than the δ′, i.e., δ> δ′ in the Definition
5.2, the Boolean expression of the case of δ′ includes that of δ.

This is by the reason that the Boolean expression of the nearest neighbor relation
consists of the Boolean product of variables of the relation. The number of variables
in the distance δ′ are less than that of δ. Thus, the nearest neighbor relation with
distance δ′ includes the ellipse of δ in Fig. 5.2.

Two classes of attributes (variables), (A) and (B) are defined to extract reducts in
the nearest neighbor relation fnnijg.
(A): Attributes(variables) in the discernibility matrix includes those of any

respective element in fnnijg.
(B): Attributes(variables) in the discernibility matrix are different from those of

any respective element in fnnijg. The elements in class (A) are absorbed in
the corresponding elements of the set fnnijg in the Boolean expression.

Reducts

Nearest neighbor relation δ

Nearest neighbor relation δ ΄

Fig. 5.2 Boolean condition
of nearest neighbor relations
and reducts
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The Boolean sum of attributes is absorbed in the Boolean sum element with the
same fewer attributes in the set fnnijg. As an example, the Boolean sum of (a +
b + c) in the class (A) is absorbed in the Boolean sum of (a + b) in the set fnnijg.
Lemma 5.4 Within class (B), the element with fewer attributes (variables) plays a
role of the absorption for the element with more attributes (variables). Then, the
absorption operation is carried out within class (B).

Theorem 5.2 Reducts are derived from the nearest neighbor relation with the
absorption of class (B) terms in the Boolean expression.

In the relation (X1, X7) in Table 5.1, the X1 in the class +1 is nearest to the is X7

in the class −1. Similarly, (X5, X6), (X6, X7) and (X3, X6) are nearest relations. Then,
nearest neighbor relations in class (A) are shown in shading cell in Table 5.2 of the
discernible matrix. Similarly, instances of these relations are shown in shading cells
in Table 5.1. The Boolean product of these four terms becomes,

ða+ bÞ ⋅ ðb+ cÞ ⋅ ðc+ dÞ= b ⋅ c+ b ⋅ d+ a ⋅ c ð5:4Þ
which becomes a candidate of reducts. The third term in Eq. (5.4) is absorbed by

the product of variable {b} of the class (B) and Eq. (5.4). The final reducts equation
becomes

b ⋅ c+ b ⋅ d ð5:5Þ

Thus, reducts b ⋅ c and b ⋅ d are obtained.
As another example, let the attribute b of the instance x3 be changed to 1 and the

attribute c of the instance x4 be changed to 1 in the values in Table 5.1. Then, the
discernibility matrix in Table 5.2 is changed to that in Table 5.3.

In Table 5.3, the shadowed elements show the nearest neighbor with minimal
distance,

ffiffiffi
2

p
. From these elements, the nearest neighbor relation is represented as

Table 5.3 Dicernibility matrix in modified decision table

Inst.
Inst. 1

X
2

X
3

X
4

X
5

X
6

X

2
X

3
X a,b,c,d a,b,c

4
X b,c a,b,c,d

5
X a,b,c a,c,d

6
X a,c b,d c,d

7
X a,b a,b,d c,d
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ða+ bcÞ ⋅ ðd+ bcÞ= bc+ ad

In the Boolean expression. The element of the class (B) is only fb, cg in the
relation ðX4,X1Þ. Then, the following equation is derived.

b ⋅ ðbc+ adÞ= bc+ abd

and

c ⋅ ðbc+ adÞ= bc+ acd ð5:6Þ

Thus, the derived reducts become fbc, abd, acdg.

5.2.2 Modified Reduct Based on Reducts

In our previous studies [12–14], reducts—nearest neighbor classification is useful.
But, its classification does not always show the higher values. To improve the
classification accuracy, the reducts are developed to the modified reducts, in which
more variables are added to the reducts as follows. The attribute sequence b≻c≻a≻d
is obtained, where b≻c implies that the occurrence of attribute b is greater or equal
to that of c in the number of its occurrences. That of c is greater than that of a.
Similarly, based on c in reduct {b, c}, c≻ b≻ d≻ a is obtained. Further, based on d
in reduct {b, d}, d≻ b≻ c≻ a is obtained. Since the c≻ b≻ d, and d≻ b≻ c consist
of the same set of {b, c, d}, the set counted twice. Thus, the modified reduct is
adopted as {b, c, d}. The modified reduct {b, c, d} is shown in Fig. 5.3, which is
related to reducts, {b, c} and {b, d} [12, 13]. Based on the reducts {b, c} and {b, d},
the following three modified reducts are derived on the discernibility matrix.

b, c, af g , b, c, df g and b, d, af g ð5:7Þ

The classification accuracy is improved by using modified reducts. The accuracy
of the reducts {b, d} and {b, c} becomes 0.56 and 0.78, respectively, while that of
the modified reducts {b, c, a} and {b, c, d} becomes 0.95 and 0.86, respectively.

{b,c,d,a}

{b,d,a} {b,c,a} {b,c,d}

{b,c}     {b,d}

Fig. 5.3 Relation among
reducts, modified reducts and
the extended reduct
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5.3 Linearly Separable Condition in Data Vector Space

To improve the classification accuracy, the data vector space is developed here, in
which the classification is characterized by the data independent vectors. Then, the
basic analysis is based on the linear separable condition in the data vector space.

Two data sets A and B are said to be linearly separable if their convex hulls are
disjoint, that is if CðAÞ∩CðBÞ=ϕ, where CðZÞ shows a convex hull of the set Z
and ϕ is a null. The following theorem is mentioned in our study of pattern
recognition with threshold elements [15].

Theorem 5.3 Let S be a subset of the set Ω of all the inputs fXng, then the linearly
separable condition holds for all possible dichotomies of the set S if and only if the
vectors Xn

� �
are linearly independent, where the vector Xn is defined as the ones

that emanate from an arbitrary vertex and terminate at the other inputs,
Xn ∈ S, Xn ≠X0

n .
This is proved by rewriting the separable condition CðAÞ∩CðBÞ=ϕ into the

following equations. Let Ω be the set of inputs Xn and divide Ω into two sets, A and
B. The element of the convex hull CðAÞ of the set A, is described in,

∑
Xl
n ∈A

ClXl
n

where Cj is a scalar value. Similarly, the element of the convex hull CðBÞ of the set
B, is represented by

∑
Xm
n ∈B

CmXm
n

Then, the linearly separable condition is described as follows: If the equations

∑
Xl
n ∈A

ClXl
n = ∑

Xm
n ∈B

CmXm
n

and

∑Cl = ∑Cm , Cl ≥ 0 , Cm ≥ 0 ð5:8Þ

hold if and only if all the scalars, Cl and Cm, are zero.
Suppose that set S consists of (n + 1) inputs in Un, X0

n ,X
1
n ,X

2
n , . . . ,X

n
n . Then, the

vectors emanate from an arbitrary input denoted here by X0
n and terminate at the

other inputs denoted here by X1
n ,X

2
n , . . . ,X

n
n , are given by Xi =Xi

n −X0
n ,

i=1, 2, . . . , n.
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If the vectors Xi are linearly independent, the equation holds if and only if
Ci =0, i=1, 2, . . . , n.

∑
n

i=1
CiXi =0 ð5:9Þ

We can assume X0
n to be origin after the linear transformation without losing

generality. Then, Eq. (5.2) becomes

∑
n

i=1
CiXi =0, i=1, 2, . . . , n ð5:10Þ

This equation is divided to terms of A and B inputs subsets. Thus, since all the
coefficients Ci are zero, the linear independence satisfies the linearly separable
condition, which is a sufficient condition. The necessary condition is shown in the
following. If the linear independence is not satisfied, the following equation holds.

∑
n

i=1
CiXi =0, i=1, 2, . . . , n ð5:11Þ

with some Ci ≠ 0. Then, the equation is described as follows,

V = ∑
Xl ∈A

ClXl = ∑
Xm ∈B

CmXm Cl ≥ 0,Cm ≥ 0 ð5:12Þ

Since all the Cl and Cm are not zero, the intersection V exists between CðAÞ and
CðBÞ from Eq. (5.12). This does not satisfy the linear separable condition.

5.4 Nonlinear Mapping of Reducts Based on Nearest
Neighbor Relation

5.4.1 Generation of Independent Vectors Based on Nearest
Neighbor Relation

In the previous section, it is shown that independent data vectors are useful in the
classification. To generate independent data vectors, a nonlinear mapping is
developed here based on the reduct. Instances with the nearest neighbor relation are
needed to be independent vectors. As an example, the reduct {b, c} in the Eq. (5.5)
is adopted, which is shown in Table 5.4.

From Table 5.4, lexicographical ordering of reduct {b, c} is shown in Fig. 5.4.
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In Fig. 5.4, the nearest neighbor relation with minimal distance is generated as
shown in directed arrows between +1 class and −1 class. The relation consists of 4
data, (0, 2), (1, 2), (1, 1) and (1, 0). Then, the problem is how to generate the
nonlinear variables. The polynomial variables are candidate of the nonlinear
mapping. Thus, two variables bc, c2

� �
is adopted here. Thus, a nonlinear mapping

b, c, bc, c2
� �

is generated from the reduct b, cf g as shown. Then, the nonlinear
mapping b, c, bc, c2

� �
is represented in Table 5.5. Then, the nonlinear mapping of

the reduct is represented in Table 5.5. In Fig. 5.5, the nonlinear mapping is realized

(0,2)<(1,0)< (1,1)<(1,2)<(2,0)<(2,2)
Fig. 5.4 Lexicographical
ordering of reduct{b, c} data

Table 5.5 Nonlinear
mapping of reduct {b, c}

Var. b c bc c2 class

NNR

(0, 2) 0 2 0 4 +1
(1, 2) 1 2 2 4 −1
(1, 1) 1 1 1 1 +1
(1, 0) 1 0 0 0 −1

Table 5.4 Data of reduct {b,
c}

Attrib b c Class
Inst.

X1 0 2 +1
X2 0 2 +1
X3 2 0 −1
X4 2 2 −1
X5 1 0 −1
X6 1 1 +1
X7 1 2 −1

2c

bc

b 

c 

Fig. 5.5 Nonlinear mapping
of reduct {b, c}
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by a threshold element with the weighted summation of the input {b, c} and
nonlinear terms bc, c2

� �
summation and threshold of function with +1 and −1. The

nonlinear mapping of reduct is generalized based on generation of independent
input vectors by Theorem 5.3, which is realized by products of variables of reduct.
The generalized result is stated in the Theorem 5.4.

Theorem 5.4 A nonlinear mapping of the reduct is realized by the products of
variables of the reduct and a threshold element.

To make effective clustering after the nonlinear mapping, it will be useful to
make the independent vectors. The variable b in Table 5.3 is regarded as the vector
fbg= ð0111Þ. Similarly, the variable fcg= ð2210Þ, fbcg= ð0201Þ and
fc2g= ð4410Þ are also regarded as vectors. These vectors become independent
vectors, since we can compute the LU decomposition [16] from the matrix of the
vectors fb, c, bc, c2g. The matrix is full rank(= 4) in Table 5.3.

5.4.2 Characterized Equation of Nearest Neighbor Relation
for Classification

To improve the classification accuracy are assumed to be b and c, since the reduct is
{b, c}. The first step is to make the nonlinear data set as shown in Table 5.5, the
weighted transformation is introduced. The nearest neighbor relations must satisfy
the following inequalities.

0w1 + 2w2 + 0w3 + 4w4 ≥ +1

1w1 + 2w2 + 2w3 + 4w4 ≤ − 1

1w1 + 1w2 + 1w3 + 1w4 ≥ +1

1w1 + 0w2 + 0w3 + 0w4 ≤ − 1

ð5:13Þ

where the value at the right side in each inequality, +1 or −1 indicate + class or −1
class, respectively. In case of the equality of Eq. (5.13), the weights
w1,w2,w3,w4f g of the hyperplane are derived as

w1 = − 1,w2 = 9 2̸,w3 = − 1 2̸,w4 = − 2f g ð5:14Þ

Thus, the hyperplane is generated by the weight values of Eq. (5.14) and
threshold θ, which dichotomize sets of the nearest neighbor relation. To extend to
all the data classification, the characterized equation is introduced by using non-
linear terms. The variable fxig of the hyperplane is replaced by fb, c, bc, c2, . . .g,
computed fwig and θ value Then, the characterized equation becomes
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w1b+w2c+w3bc+w4c2 + . . . ≥ θ ðor< θÞ ð5:15Þ

All the data except nearest neighbor relation is checked whether Eq. (5.15)
classifies correctly. Then the following theorem is derived,

Theorem 5.5 All the data is classified correctly, if the set with the nearest neighbor
relation satisfies independent vector equation as Eq. (5.13) and the characterized
Eq. (5.15) is satisfied by all the data except the set of nearest neighbor relation.

As an example, by replacing x1 = b, x2 = c, x3 = bc, x4 = c2 and the obtained fwig
in Eq. (5.13) and θ=0, the characterized equation becomes,

− b+
9
2
c−

1
2
bc− 2c2 ≥ 0 ðor<0Þ ð5:16Þ

which is checked by all the data and classified correctly.

5.4.3 Data Characterization on Nearest Neighbor Relation

To cope with noise in classification, instance data may be adjusted or pruned. This
adjust processing is carried out based on the nearest neighbor relation vectors. Other
data except nearest neighbor data is characterized by the set of data of the nearest
neighbor relation, which forms the independent vectors in the matrix in Table 5.3.
For example, a testing data (b, c) = (2, 3) becomes a vector data, ð2 3 6 9Þt by the
nonlinear mapping. Then, the vector data is represented with independent vectors
ð0 2 0 4Þt, ð1 2 2 4Þt, ð1 1 1 1Þt and ð1 0 0 0Þt, which are row components made of the
nearest neighbor relation in Table 5.5. Since the matrix in Table 5.5 is full in rank,
these vectors become independent. Thus, the testing vector data, ð2 3 6 9Þt is rep-
resented as follows,

+ 1 class − 1 class + 1 class − 1 class
2

3

6

9

0
BBB@

1
CCCA=m1

0

2

0

4

0
BBB@

1
CCCA+m2

1

2

2

4

0
BBB@

1
CCCA+m3

1

1

1

1

0
BBB@

1
CCCA+m4

1

0

0

0

0
BBB@

1
CCCA ð5:17Þ

where m1,m2,m3 and m4 are coefficients of independent vectors. Then, the coef-
ficients become

m1 = −
3
2
,m2 = −

9
2
,m3 = − 3 and m4 =

1
2

ð5:18Þ
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Since the vector ð0 2 0 4Þt belongs to +1 class, the vector is assumed to be in
the + directive vector. But, since the coefficient m1ð− 3 2̸Þ is minus, the vector
m1ð0 2 0 4Þt becomes a—directive vector. Next, since the vector ð1 2 2 4Þt belongs
to the −1 class, the vector shows a—directive vector. Since the coefficient m2ð9 2̸Þ
is plus, the vector m2ð1 2 2 4Þt belongs to the—directive vector. Similarly, the
vector m3ð1 1 1 1Þt belongs to the—directive vector and the vector m4ð1 0 0 0Þt
belongs to the—directive vector. Thus, the testing vector composes from these four
minus directive vectors, which can be considered to be a minus deep vector in the
−1 class. This is clarified that the weight W ⋅X = ðw1 w2 w3 w4Þð2 3 6 9Þt in
Eq. (5.14), becomes − ð19 2̸Þ, which shows far from minus vectors computations
W ⋅X = − 1 of the nearest neighbor relation and the weighted values are derived
from the nearest neighbor relation vectors. m1ð0 2 0 4Þt, m2ð1 2 2 4Þt and
m4ð1 0 0 0Þt belong to the—directive vector, while m3ð1 1 1 1Þt belong to a + di-
rective vector. This shows data ordering can be made in the nonlinear space.
Classification accuracy based on nearest neighbor relation is compared among
reduct, modified reduct and nonlinear mapping based on the reduct developed here.
The modified reduct was developed [12, 13] for the improvement of the classifi-
cation accuracy of the reduct {b, c} in Fig. 5.6. Further, the classification accuracy
is improved in the nonlinear mapping.

5.4.4 Making Boundary Margin

Boundary margin is often discussed for classification. We develop an asymmetric
boundary margin for the classification developed here. To make a deep minus depth
than the value − 1

2, the following equations are developed. Since m1ð0 2 0 4Þt,
m2ð1 2 2 4Þt and m4ð1 0 0 0Þt with Eqs. (5.17) and (5.18) contribute to the minus
deep value of the testing vector, the variable Kð≥ 1Þ is set for W = ðw1 w2 w3 w4Þ in
the following equation.

Fig. 5.6 Comparison of
classification accuracy among
reduct, modified reduct and
nonlinear mapping
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0w1 + 2w2 + 0w3 + 4w4 ≥ +K

1w1 + 2w2 + 2w3 + 4w4 ≤ −K

1w1 + 1w2 + 1w3 + 1w4 ≥ +1

1w1 + 0w2 + 0w3 + 0w4 ≤ −K

ð5:19Þ

And for the testing vector X′ = ð2, 1, 2, 1Þ, the following equation is needed.

W ⋅X′ < −K ð5:20Þ

From Eq. (5.19) with equality, a solution W is derived as follows,

W = −K
4+ 5K

2
−K
2

− ð1−KÞ
� �

ð5:21Þ

From Eqs. (5.20) and (5.21), the K value is derived as follows,

K >2

Thus, by setting K =3, W = − 3− 19
2 − 3

2 − 4
� 	

is obtained. Then, for the testing
vector X′ = ð2, 1, 2, 1Þ,

W ⋅X′ = − 3.5 ð5:22Þ

which shows a deep minus value than the value, −K = − 3 of the independent
vectors based on nearest neighbor relations in Eq. (5.19). For other testing vectors,
W ⋅ ð2 0 0 0Þt = − 6, W ⋅ ð2 2 2 4Þt = − 9, and W ⋅ ð2 3 6 9Þt = − 22.5 hold. This
shows data ordering preserves in the nonlinear space. Classification accuracy based
on nearest neighbor relation is compared among reduct, modified reduct and
nonlinear mapping based on the reduct developed here.

5.5 Nonlinear Embedding of Reducts and Threshold
Element

A simplified nonlinear mapping of the reduct is realized by conjunction with other
variables. As the nonlinear mapping of the reduct, the nonlinear operation of the
products f c2g is shown in the dotted box in Fig. 5.7, which we call here an
embedding of the nonlinear variables. The nonlinear variable c2 is made from the
variable of the reduct {b, c} in Table 5.4 as shown in Fig. 5.7. Classification
accuracies of reduct {b, c}, modified reduct {b, c, d} in Sect. 5.2.2 and nonlinear
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mapping in Fig. 5.7 are compared as shown in Fig. 5.6. Nonlinear mapping
improves the classification accuracy. The summation of the nonlinear variable c2

and other variables {b, c, a, d} is realized in the final threshold element. The output
of this network is followed by the nearest neighbor classifier. The classification of
reduct data {X1, X2, X3,…., X6, X7} with variables {c2, b, c, a, d} is carried out by
weighting each variable. Then, the network in Fig. 5.7 is followed by the nearest
neighbor processing for +1 or −1 class for the respective instances. The final
classification accuracy in Fig. 5.8 followed by the nearest neighbor classification is
1.0. This shows the embedding of the nonlinear variable c2 plays an important role
for the classification.

To compare the accuracy of the classification with and without nonlinear
mapping, the classification of the data {X1, X2, X3,…, X6, X7} with variables {b, c,
a, d} followed by the nearest neighbor is carried out in Fig. 5.7, in which the dotted
square of the nonlinear mapping is removed. Then, the classification accuracy is
0.71 as shown in Fig. 5.8, when only variables {b, c, a, d} of the instances in
Table 5.1 are used for the nearest neighbor classification, while the embedding c2

Fig. 5.8 Classification
accuracy by variables {b, c, a,
d} and nonlinear embedding
{b, c} with other variables {a,
d}

2c

b

c

a

d

Fig. 5.7 Nonlinear
embedding of reduct with
other variables and threshold
element
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with other variables {b, c, a, d} shows 1.0 in the accuracy as shown in Fig. 5.8.
This shows the embedding of the nonlinear variables from the reduct is effective for
classification.

5.6 Conclusion

Reduct is introduced as the minimal set for the data classification in the rough set
theory. For the reduction of data dimension, the reduct is useful for the classifi-
cation. For the data classification, reducts followed the nearest neighbor classifi-
cation is simple and effective for the processing. In this paper, nearest neighbor
relation with minimal distance is proposed, which is the set of data instances with
minimal distance in the different classes. Reducts are generated effectively based on
the nearest neighbor relation. To improve the classification accuracy of the reduct
followed nearest neighbor classification, nonlinear mapping of variables of the
reduct is developed, which is based on the construction of independent data vector
of the reduct. To analyze the mapping easily and effectively, vector approaches are
carried out in the nonlinear transformation. Finally, it is shown that embedding of
the nonlinear variables also improves the classification accuracy.
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Chapter 6
New Quality Indexes for Optimal Clustering
Model Identification Based on Cross-Domain
Approach

Jean-Charles Lamirel

Abstract Feature maximization is an alternative measure, as compared to usual dis-

tributional measures relying on entropy or on Chi-square metric or vector-based mea-

sures, like Euclidean distance or correlation distance. One of the key advantages of

this measure taking inspiration both from Galois lattice theory and information re-

trieval is that it is operational in an incremental mode on traditional classification.

In this framework, it does not have the limitations of the aforementioned measures

in the case of the processing of highly unbalanced, heterogeneous and highly multi-

dimensional data. We present a new cross-domain application of this measure in the

clustering context for setting up new cluster quality indexes that are tolerant to noise

and whose efficiency ranges from low to high dimensional data.

6.1 Introduction

Unsupervised classification or clustering is a data analysis technique which is in-

creasingly widely-used in different areas of application. If the datasets to be analyzed

have growing size, it is clearly unfeasible to get ground truth that permits to work on

them in a supervised fashion. The main problem which then arises in clustering is to

qualify the obtained results in terms of quality. A quality index is a criterion which

makes possible to decide which clustering method to use, to fix an optimal number of

clusters and also to evaluate or develop a new method. Many approaches have been

developed for that purpose as it has been pointed out in [1, 23, 24, 27]. However,

even if recent alternative approaches do exist [4, 12, 13], the usual quality indexes

are mostly based on the concepts of dispersion of a cluster and dissimilarity between

clusters. Computation of the latter criteria themselves relies on Euclidean distance.

Most popular such indexes are the Dunn index [8], the Davis-Bouldin index [6], the

Silhouette index [25], the Calinski-Harabasz index [5] and the Xie-Beni index [28].

They implement the aforementioned concepts in slightly different ways.
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The Dunn index (DU) identifies clusters which are well separated and compact.

It combines dissimilarity between clusters and their diameters to estimate the most

reliable number of clusters. The Davies-Bouldin index (DB) is similar to the Dunn

index and identifies clusters which are far from each other and compact. The Sil-

houette index (SI) computes a width depending on the membership of a data point

in any cluster. A negative silhouette value for a given point means that the point is

most suited to belong to a different cluster from the one it is allocated. The Calinski-

Harabasz index (CH) computes a weighted ratio between the within-group scatter

and the between group scatter. Well separated and compact clusters should maxi-

mize this ratio. The Xie-Beni index (XI) is a compromise between the approaches

provided by the Dunn index and by the Calinski-Harabasz index.

As stated in [11, 27] usual indexes have the defect to be sensitive to noisy data

and outliers. In [19], we also observed that the proposed indexes are not suitable to

analyze clustering results in highly multidimensional space as well since they are

unable to detect degenerated clustering results. Also these indexes are not indepen-

dent of the clustering method with which they are used. As an example, a clustering

method which tends to optimize WGSS, like k-means [22], will also tend to natu-

rally produce low value for that criteria which optimizes indexes output, but does not

necessarily guarantee coherent results, as it was also demonstrated in [19]. Last but

not least, as Hamerly et al. pointed out in [14], the experiments on these indexes in

the literature are often performed on unrealistic test corpora made up of low dimen-

sional data with a small number of “well-shaped” (mostly hyperspheric) embedded

virtual clusters. As an example, in their reference paper, Milligan and Cooper [23]

compared 30 different methods for estimating the number of clusters. They classi-

fied CH and DB in the top 10, with CH the best but their experiments only used

simulated data described in a low dimensional Euclidean space. The same remark

can be made about the comparison performed in [27] or in [7]. However, Kassab et

al. [15] used the Reuters test collection to show that the aforementioned indexes are

often unable to identify an optimal clustering model whenever the dataset is consti-

tuted by complex data which need to be represented in both high-dimensional and

sparse description space, obviously with embedded non-Gaussian clusters, as is of-

ten the case with textual data. The silhouette index is considered one of the more

reliable indexes among those mentioned above especially in the case of multidimen-

sional data, mainly because it is not a diameter-based index optimized for Gaussian

context. However, like the Dunn and Xie-Beni indexes, its main defect is that it is

computationally expensive, which could represent a major drawback for use with

large datasets constituted by high-dimensional data.

There are also other alternatives to the usual indexes. For example, in 2009

Lago-Fernãndez et al. [17] proposed a method using negentropy which evaluates

the gap between the cluster entropy and entropy of the normal distribution with the

same covariance matrix, but again their experiments were only conducted on two-

dimensional data. Also other recent indexes attempts were limited by the researchers’

choice of complex parameters [27].

Our aim was to get rid of the method-index dependency problem and the issue of

sensitivity to noise while also avoiding computation complexity, parameter settings
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and dealing with a high-dimensional context. To achieve goals, we exploited features

of the data points attached to clusters instead of information carried by cluster cen-

troids and replaced Euclidean distance with a more reliable quality estimator based

on the feature maximization measure. This measure has been already successfully

used by Lamirel et al. to solve complex high-dimensional classification problems

with highly imbalanced and noisy data gathered in similar classes thanks to its very

efficient feature selection and data resampling capabilities [21]. As a complement to

this information, we shall show in the upcoming experimental section that cluster

quality indexes relying on this measure do not possess any of the defects of usual

approaches including computational complexity.

Section 6.2 presents a feature maximization measure and our proposed new in-

dexes. Section 6.3 presents our first experimental context based on reference datasets.

Section 6.4 details our first results. Section 6.5 draws our conclusion and ideas for fu-

ture work.

6.2 Feature Maximization for Feature Selection

Feature maximization is an unbiased measure which can be used to estimate the

quality of a classification whether it be supervised or unsupervised. In unsupervised

classification (i.e. clustering), this measure exploits the properties (i.e. the features)

of data points that can be attached to their nearest cluster after analysis without prior

examination of the generated cluster profiles, like centroids. Its principal advantage

is thus to be totally independent of the clustering method and of its operating mode.

Consider a partition C which results from a clustering method applied to a dataset

D represented by a group of features F. The feature maximization measure favours

clusters with a maximal feature F-measure. The feature F-measureFFc(f ) of a feature

f associated with a cluster c is defined as the harmonic mean of the feature recall

FRc(f ) and of the feature predominance FPc(f ), which are themselves defined as

follows:

FRc(f ) =
Σd∈cW

f
d

Σc∈CΣd∈cW
f
d

FPc(f ) =
Σd∈cW

f
d

Σf ′∈Fc,d∈cW
f ′
d

(6.1)

with

FFc(f ) = 2
(
FRc(f ) × FPc(f )
FRc(f ) + FPc(f )

)
(6.2)

where Wf
d represents the weight of the feature f for the data point d and Fc represents

all the features present in the dataset associated with the cluster c.
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There is some important similarities between Recall and Predominance used in

the proposed approach and Recall and Precision used in information retrieval. We

have already exploited this analogy more thoroughly in some of our former works,

like in [18], but the measures proposed here must be considered as generalizations of

such information retrieval measures which are no more based on agreement but on

influence of a feature materialized by a weight. Weight represents the importance of

a feature for a data and furthermore for a cluster. The choice of the weighting scheme

is not really constrained by the approach instead of producing positive values. Such

scheme is supposed to figure out the significance (i.e. semantic and importance) of

the feature for the data.

Feature recall is a scale independent measure but feature predominance is not.

We have however shown experimentally in [21] that the F-measure which is a com-

bination of these two measures is only weakly influenced by feature scaling. Never-

theless, to guaranty full scale independent behavior for this measure, data must be

standardized.

Feature maximization measure can be exploited to generate a powerfull feature

selection process [21]. In the clustering context, this kind of selection process can be

defined as non-parametrized process based on the content of clusters in which a clus-

ter feature is characterized using both its capacity to discriminate between clusters

(FPc(f ) index) and its ability to faithfully represent the cluster data (FRc(f ) index).

The set Sc of features that are characteristic of a given cluster c belonging to a parti-

tion C is translated by:

Sc =
{
f ∈ Fc ∣ FFc(f ) > FF(f ) and FFc(f ) > FFD

}
(6.3)

where

FF(f ) = Σc′∈C
FFc′(f )

|C∕f |
and FFD = Σf∈F

FF(f )
|F|

(6.4)

where C∕f represents the subset of C in which the feature f occurs.

Finally, the set of all selected features SC is the subset of F defined by:

SC = ∪c∈CSc. (6.5)

In other words, the features judged relevant for a given cluster are those whose

representations are better than average in this cluster, and better than the average rep-

resentation of all the features in the partition, in terms of feature F-measure. Features

which never satisfy the second condition in any cluster were discarded.

A specific concept of contrastGc(f ) can be defined to calculate the performance of

a retained feature f for a given cluster c. It is an indicator value which is proportional



6 New Quality Indexes for Optimal Clustering Model Identification Based . . . 115

Fig. 6.1 Principle of feature F-measure computation for sample data

to the ratio between the F-measure FFc(f ) of a feature in the cluster c and the average

F-measure FF of this feature for the whole partition.
1

It can be expressed as:

Gc(f ) = FFc(f )∕FF(f ) (6.6)

The active features of a cluster are those for which the contrast is greater than 1.

Moreover, the higher the contrast of a feature for one cluster, the better its perfor-

mance in describing the cluster content.

Below we give an example of the operating mode of the method, on the basis

of a toy-dataset encompassing two classes (Men (M), Women (F)) described with 3

features: Nose_Size, Hair_Length, Shoes_Size. Figure 6.1 shows the source data and

how the F-measure calculation of the Shoes_Size feature operates in the Men class.

As shown in Fig. 6.2, the second step in the process is to calculate the marginal

average F-measure for each feature and the overall average F-measure for the com-

bination of all features and all classes. In this figure, notation F(., .) stands here for

overall average FFD presented in (Eq. 6.3) and notation F(x, .) stands for marginal

average of class x, which is itself computed as:

F(x, .) = Σf∈Sx
FFx(f )
|Sx|

(6.7)

Features with F-measures that are systematically lower than the overall average

are eliminated. The Nose_Size feature is thus removed. Remaining features (i.e. se-

lected features) are considered active in the classes in which their F-measure is above

the marginal average:

1
Using p-value highlighting the significance of a feature for a cluster by comparing its contrast

to unity contrast would be a potential alternative to the proposed approach. However, this method

would introduce unexpected Gaussian smoothing in the process.



116 J.-C. Lamirel

Fig. 6.2 Principle of computation of overall feature F-measure average and elimination of irrele-

vant features

Fig. 6.3 Principle of computation of contrast for selected features

1. Shoes_Size is active in the Men’s class,

2. Hair_Length is active in the Women’s class.

Contrast ratio highlights the degree of activity and passivity of selected features

as regards their F-measure marginal average in different classes. Figure 6.3 illus-

trates how the contrast is calculated for the example presented. In the context of this

example, the contrast may be considered as a function that will virtually have the

following effects:

1. Increase the length of women’s hair,

2. Increase the size of men’s shoes,

3. Decrease the length of men’s hair,

4. Reduce the size of women’s shoes.

As already mentioned before, the active features in a cluster are selected features

for which the contrast is greater than 1 in that cluster. Conversely, the passive features
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in a cluster are selected features present in the cluster’s data for which contrast is less

than unity.
2

A simple way to exploit the features obtained is to use active selected

features and their associated contrast for cluster labelling as we proposed in [21]. A

more sophisticated method (as we shall propose hereafter) is to exploit information

related to the activity and passivity of selected features in clusters to define clustering

quality indexes identifying an optimal partition. This kind of partition is expected to

maximize the contrast described by Eq. 6.6. This approach leads to the definition of

two different indexes: PC and EC index.

The PC index, whose principle corresponds by analogy to that of intra-cluster

inertia in the usual models, is a macro-measure based on the maximization of the

average weighted contrast of active features for optimal partition. For a partition

comprising k clusters, it can be expressed as:

PCk =
1
k

k∑

i=1

1
ni

∑

f∈Si

Gi(f ) (6.8)

The EC index, whose principle corresponds by analogy to that of the combination

between intra-cluster inertia and inter-cluster inertia in the usual models, is based on

the maximization of the average weighted compromise between the contrast of active

features and the inverted contrast of passive features for optimal partition:

ECk =
1
k

k∑

i=1

⎛
⎜
⎜
⎝

|si|
ni

∑
f∈Si Gi(f ) +

|si|
ni

∑
h∈Si

1
Gi(h)

|si| + |si|

⎞
⎟
⎟
⎠

(6.9)

where ni is the number of data associated with the cluster i, |si| represents the number

of active features in i, and |si|, the number of passive features in the same cluster.

6.3 Experimental Data and Process

To objectively calculate the accuracy of our new indexes, we used several different

datasets of varying dimensionality and size for which the optimal number of clusters

(i.e. ground truth) is known in advance.

A part of the datasets came from the UCI machine learning repository [3] and

is more usually exploited for classification tasks. The four selected UCI datasets

represent mostly low to middle dimensional datasets and small datasets (except for

PEN dataset which is large). The ZOO and SOY datasets which include variables

with modalities are transformed into binary files. IRIS is exploited both in standard

2
As regards the principle of the method, this type of selected features inevitably have a contrast

greater than 1 in some other cluster(s) (see Eq. 6.3 for details).
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Table 6.1 Datasets overall characteristics (Binarization of IRIS dataset results in 12 binary fea-

tures out of 4 real-valued features)

IRIS IRIS-b WINE PEN SOY ZOO VRBF R8 R52

Nbr class 3 3 3 10 16 7 12–16 8 52

Nbr data 150 150 178 10992 292 101 2183 7674 9100

Nbr feat 4 12 13 16 84 114 231 3497 7369

and in binarized version to obtain clearer insight into the behavior of quality index

on binary data.

The VERBF dataset is a dataset of French verbs which are described both by

semantic features and by subcategorization frames. The ground truth of this dataset

has been established both by linguists who studied different clustering results and by

a gold standard based on the VerbNet classification, as in [26]. This binary dataset

contains verbs described in a space of 231 Boolean features. It can be considered a

typical middle size and middle dimensional dataset.

The R8 and R52 corpora were obtained by Cardoso Cachopo from the R10 and

R90 datasets, which are derived from the Reuters 21578 collection.
3

The aim of

these adjustments was to only retain data that had a single label. Considering only

monothematic documents and classes that still had at least one example of training

and one of test, R8 is a reduction of the R10 corpus (the 10 most frequent classes) to

8 classes and R52 is a reduction of the R90 corpus (90 classes) to 52 classes. The R8

and R52 are large and multidimensional datasets with respective size of 7674 and

9100 and associated bag of words description spaces of 1187 and 2618 words. These

datasets can be considered large and high dimensional.

The summary of the overall characteristics of datasets is provided in Table 6.1.

We exploited two different usual clustering methods, namely k-means [22], a

winner-take-all method, and GNG [10], a winner-take-most method with Hebbian

learning. For text and/or binary datasets we also used the IGNGF neural clustering

method [19] which has already been proven to outperform other clustering meth-

ods, including spectral methods [26], on this kind of data. We have reported on the

method that produced the best results in the following experiments.

As class labels were provided in all datasets and considering that the clustering

method could only produce approximate results as compared to reference categoriza-

tion, we also used purity measures to estimate the quality of the partition generated

by the method as regards to category ground truth. Following [26], we use modified

purity (mPUR) to evaluate the clustering results produced and this was computed as

follows:

mPUR = |P|
|D|

(6.10)

3
http://www.research.att.com/~lewis/reuters21578.html.

http://www.research.att.com/~lewis/reuters21578.html
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where P = {d ∈ D | prec(c(d)) = g(d) ∧ |c(d)| > 1} with D being the set of ex-

ploited data points, c(d) a function that provides the cluster associated to data point

d and g(d) a function that provides the gold class associated to data point d. Clusters

for which the prevalent class has only one element are considered as marginal and

are thus ignored.

For the same reason, we also varied the number of clusters in a range up to three

times that determined by the ground truth. An index which gave no indication of

optimum in the expected range was considered to be out-of-range or diverging in-

dex (- out-). We finally obtained a process which consists of generating disturbance

in the clustering results by randomly exchanging data between clusters to different

fixed extents (10, 20, 30 %) whilst maintaining the original size of the clusters. This

process simulated increasingly noisy clustering results and the aim was to estimate

the robustness of the proposed estimators.

6.4 Results

The results are presented in Tables 6.2, 6.3 and 6.4. Some complementary informa-

tion is required regarding the validation process. In the tables, MaxP represents the

number of clusters of the partition with highest mPUR value (Eq. 6.10), or in some

cases, the interval of partition sizes with highest stable mPUR value. When a qual-

ity index identified an optimal model with MaxP clusters and MaxP differed from

the number of categories established by ground truth, its estimation was still con-

sidered valid. This approach took into account the fact that clustering would quite

systematically produce sub-optimal results as compared to ground truth. The par-

titions with the highest purity values were thus studied to deal with this kind of

situation. For a similar reason, all estimations in the interval range between the op-

Table 6.2 Overview of the indexes estimation results on low dimensional data (Bold numbers

represent valid estimations)

IRIS IRIS-b WINE PEN SOY Number of correct matches

DB 2 5 5 7 19 2/5

CH 2 3 6 8 5 1/5

DU 1 1 8 17 8 0/5

SI 4 2 7 14 14 1/5

XB 2 7 -out- 19 24 0/5

PC 3 3 4 9 16 4/5

EC 3 3 4 9 16 4/5

MaxP 3 3 5 11 19

Method K-means K-means GNG GNG GNG
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Table 6.3 Overview of the indexes estimation results on average to high dimensional data (Bold

numbers represent valid estimations)

ZOO VRBF R8 R52 Number of correct matches

DB 8 -out- 5 58 1/4

CH 4 7 6 -out- 1/4

DU 8 2 -out- -out- 1/4

SI 4 -out- -out- 54 1/4

XB -out- 23 -out- -out- 0/4

PC 7 18 -out- -out- 1/4

EC 7 15 6 52 4/4

MaxP 10 12–16 6 50–55

Method IGNGF IGNGF IGNGF IGNGF

Table 6.4 Indexes estimation results in the presence of noise (UCI ZOO dataset)

ZOO ZOO Noise

10 %

ZOO Noise

20 %

ZOO Noise

30 %

Number of correct matches

DB 8 4 3 3 1/4

CH 4 5 3 3 0/4

DU 8 2 2 2 1/4

SI 14 -out- -out- -out- 0/4

XB -out- -out- -out- -out- 0/4

PC 6 4 11 9 1/4

EC 7 5 6 9 2/4

MaxP 10 7 10 10

Method IGNGF IGNGF IGNGF IGNGF

timal k (ground truth) and MaxP values were also considered valid. When indexes

were still increasing and decreasing (depending on whether they were maximizers

or minimizers) when the number of clusters was more than three times the number

of expected classes, they were considered out-of-range (-out- symbol in Tables 6.2,

6.3 and 6.4). The Fig. 6.4 depicts the trends of evolution of EC and PC indexes in the

case of the R52 dataset. It highlights what is a suitable index behaviour (EC index)

and in a parallel way what represents the out-of-range index behaviour we mentioned

before (PC index).

When considering the results presented in Tables 6.2 and 6.3, it should first be

noted that one of our tested indexes, the Xie-Beni (XB) index never provides any

correct answers. These were either out of range (i.e. diverging) or answers (i.e. min-

imum value when this index was a minimizer) in the range of the variation of k,

but too far from ground truth or even too far from optimal purity among the set of

generated clustering models. Some indexes were in the low mid-range of correct-

ness and provide unstable answers. This was the case with the Davis-Bouldin (DB),
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Fig. 6.4 Trends of PC and

EC indexes on Reuters R52

dataset

Calinski-Harabasz (CH), Dunn (DU) and Silhouette (SI) indexes. When dimension

increased, these indexes were found to become generally unable to provide any cor-

rect estimation. This phenomenon has already been observed in previous experi-

ments with Davis-Bouldin (DB) and Calinski-Harabasz (CH) indexes [15]. Davis-

Bouldin (DB) performed slightly better than average on low dimensional data. Our

PC index was found to perform significantly better than average on low dimensional

data but obviously remains a better low dimensional problem estimator than a high

dimensional one. Help from passive features somehow seems mandatory to estimate

an optimal model in the case of high dimensional problems. Hence, the EC index

which exploited both active and passive features was found to have from far the best

performance, whatever it faced with low (Table 6.2) or high dimensional estimation

problem (Table 6.3). According to our evaluation criteria, this index only do wrong in

the case of the PEN dataset. However, even in this case its estimation (model of size

9) is still in the close neighbour of the optimal one (model of size 10). Additionally,

the EC and PC indexes were both found to be capable of dealing with binarized data

in a transparent manner which is not the case of some of the usual indexes namely the

Xie-Beni (XI) index, and to a lesser extent, Calinski-Harabasz (CH) and Silhouette

(SI) indexes.

Interestingly, on the UCI ZOO dataset, the results of noise sensitivity analysis

presented in Table 6.4 underline the fact that noise has a relatively limited effect on

the operation of PC and EC indexes. The EC index was again found to have the most

stable behavior in that context. The Fig. 6.5 presents a parallel view of the different

trends of EC value on non noisy and noisy clustering environment, respectively. It

shows that noise tends to lower the index value in an overall way and to soften the

trends related to its behaviour relatively to changes in k value. However, the index is

still able to estimate, either the optimal model in the best case, or a neighbour model

in the worst case. The usual indexes do not work as well at all in the same context.

For example, the Silhouette index firstly delivered the wrong optimal k values on

this dataset before getting out of range when the noise reached 20 % on clustering

results. The Davis-Bouldin (DB) and Dunn (DU) indexes were found to shift from a

correct to a wrong estimation as soon as noise began to appear.
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Fig. 6.5 Trends of EC

indexes on UCI ZOO dataset

with and without noise

In all our experiments, we observed that the quality estimation depends little on

the clustering method. Moreover, we noted that the computation time of the index

was one of the lowest among the indexes studied. As an example, for the R52 dataset,

the EC index computation time was 125 s as compared to 43000 s for the Silhouette

index using a standard laptop with 2.2 GHz quadricore processor and 8 GB of mem-

ory.

6.5 Conclusion

Using a cross-domain approach taking inspiration both from Galois lattice theory

and from information retrieval we have proposed a new set of indexes for clustering

quality evaluation relying on feature maximization measurement. This method ex-

ploits the information derived from features which could be associated to clusters by

means of their associated data. Our experiments showed that most of the usual quality

estimators do not produce satisfactory results in a realistic data context and that they

are additionally sensitive to noise and perform poorly with high dimensional data.

Unlike the usual quality estimators, one of the main advantages of our proposed in-

dexes is that they produce stable results in cases ranging from a low dimensional to

high dimensional context and also require low computation time while easily deal-

ing with binarized data. Their stable operating mode with clustering methods which

could produce both different and imperfect results also constitutes an essential ad-

vantage. However, further experiments are required using both an extended set of

clustering methods and a larger panel of high dimensional datasets to confirm this

promising behavior.
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Chapter 7
A Hybrid User and Item Based Collaborative
Filtering Approach by Possibilistic Similarity
Fusion

Manel Slokom and Raouia Ayachi

Abstract Collaborative filtering is the most successful recommender system to

date. It explores techniques for matching people with similar interests and making

recommendations on this basis. Existing collaborative filtering methods are user-

based and item-based CF. The user-based calculates prediction based on similarity

weight between each pair of users. The item-based finds items rated by the target user

that are similar to the item being predicted. However, in both cases only partial infor-

mation from user-item matrix is employed to predict unknown ratings. Therefore, it

seems desirable to fuse preferences from both similar users and similar items. These

preferences are generally certain and perform accurate predictions. But this does not

reflect the reality which is related to uncertainty and imprecision by nature. Conse-

quently, this paper proposes a novel approach, called 𝛱 HCF, that combines on the

one hand, user-based and item-based collaborative filtering recommendation perfor-

mance and on the other hand possibility theory in order to cope with the uncertain

aspect of user-item preferences. Experimental results demonstrate that the proposed

method gives a better prediction and shows a considerable improvement of recom-

mendation.
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7.1 Introduction

Recommender systems have emerged in the past several years as an efficient tool

used to deliver users with more intelligent and proactive information service. Such

systems apply knowledge discovery techniques to personalize recommendations pro-

vided for each user. Recommender systems use several algorithms to help us sort the

masses of information and find the “good product” in a very personalized way [1,

14]. They recommend products or services that fit well the learned users’ preferences

and needs. These systems generally combine, on the one hand, information extracted

from users’ profiles and social interactions, and on the other hand, machine learning

techniques that are used to predict the user’s ratings or preferences.

Several types of recommenders have been proposed in the literature that can be

categorized into three major categories [14], namely content-based filtering, collabo
rative filtering, and hybrid filtering approaches. In this work, we focus on

collaborative filtering as it is considered as the most popular approach [8]. The

main idea consists in finding desired items on the basis of the similar users’ pref-

erences set. In fact, collaborative filtering methods compare other users’ preferences

degrees then, select the most likely items and generate the recommendation list.

Collaborative filtering algorithms are divided into two main categories, namely

memory-based and model-based. The first category focuses on the entire collection

of previously rated items, while the model-based one uses a model learned from the

collection of ratings to make predictions. In this work, we are in particular interested

in memory-based approaches based on user-item matrix which represents users pref-

erences.

Several memory-based collaborative filtering techniques, either user-based or

item-based, exist in the literature [12, 13, 18]. User-based methods exploit histori-

cal users, whose behaviors are similar to the one of the target user in order to predict

his preferences degrees. While item-based methods make use of similar items to

the target item to ensure the prediction. However, these methods are quite often not

deterministic, since ratings are generally unavailable as both user-based and item-

based CF algorithms only take into consideration a very small portion of ratings.

Therefore, predictions are often made from not so similar users or items. Conse-

quently, to solve these problems, recent few researches proposed to combine the two

types of predictions into a single value. In fact, authors in [22] presented an adap-

tive fusion mechanism to capture 3-dimensional correlations between users, items

and tags. Also, in [23] authors combined user-based and item-based CF techniques

in order to improve recommendation diversity by combining popular items of user

and item based collaborative filtering methods. Another aim behind combining user

and item -based CF approach is to alleviate the data sparsity problem, and this idea

was proposed in [10]. Based on this combination, the recommender system is able

to propose relevant recommendations for users.

Most of standard collaborative filtering techniques give good results in a cer-

tain context presupposing that the available preferences are precisely and exactly

defined, which is not always realistic. In fact, when dealing with real-world applica-

tions, users’ preferences can be imprecise and/or uncertain or even missing. Thus, the
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recommendation results are deeply affected if uncertainty is not considered. Conse-

quently, a good recommender should be able to suggest items even when information

about ratings is imperfect. For these reasons, few studies [16, 24] have introduced

uncertainty in the recommendation process. However, to the best of our knowledge,

no research studied a purely uncertain hybrid recommender system dealing with

uncertain ratings as input.

In this paper, we propose a new approach named “A possibilistic combination

of user-based and item-based collaborative filtering recommender”, denoted by 𝛱

HCF, which uses the possibility theory framework to cope with the uncertainty that

may pervade users ratings. In fact, our approach is based on four steps, namely:

1. Preferences representation handles users preferences using the possibility theory

framework.

2. Possibilistic predictions are divided into two steps:

∙ A possibilistic item-based collaborative filtering build on the assumption that

a person will favor the items that are similar to the items he liked in the past.

∙ A possibilistic user-based collaborative filtering build on the assumption that

each person belongs to a large group sharing similar interests.

3. Information fusion is a unified framework incorporating both user and item-based

collaborative filtering algorithms.

4. Recommendation generation consists in recommending the top-K most likely

items that can interest the target user.

The rest of this paper
1

is organized as follows. In Sect. 7.2, we will briefly present

background knowledge related to collaborative filtering and the possibility theory

framework. Section 7.3 is dedicated to previous hybrid research works. We describe

our possibilistic collaborative filtering approach 𝛱 HCF in Sect. 7.4. Section 7.5 is

dedicated to the experimental study. Finally, we conclude the paper in Sect. 7.6.

7.2 Background Knowledge

This section gives a brief overview on both collaborative filtering approach and the

possibility theory.

7.2.1 Collaborative Filtering

Recommender systems (for short RS) are a class of information filtering system look-

ing to predict the ratings that user would give to an item [14]. The goal of RS is to

provide the user with a list of recommendations that might meet their preferences,

1
This is an extended and revised version of the conference paper [19].
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or to suggest predictions on how much the user might prefer each item. The most

used techniques are [1, 14]: collaborative filtering and content-based systems. In

this paper, we are particularly interested to the collaborative filtering approach (CF)

as it is the most successful and popular recommendation technique to date [8, 10,

23], which aims at predicting users’ preferences on items by exploiting the historical

rating information.

In a CF recommender system, preferences data of users towards items are

represented as a user-item rating matrix. Typical collaborative filtering approaches

are [8, 23]:

7.2.1.1 User-Based Collaborative Filtering

Searches the most similar users of the target user, then calculates rating prediction

based on similarity between each pair of users. Central aspects to these algorithms

are [4]:

∙ how to identify neighbors forming the best strategy to generate item recommen-

dations for the target user.

∙ how to make use of the information provided by them.

In what follows, we detail the standard user-based process composed of two main

components: neighborhood identification and prediction computation:

∙ Neighborhood identification: is based on choosing the co-rated users who are

similar to the target user according to a similarity metric. The similarity S, between

two users is generally computed by finding a set of items that both users have inter-

acted with, then examining to what degree the users displayed similar behaviors

on these items. Several metrics are proposed to calculate the similarity or distance

between users such as pearson correlation and cosine distance. In this paper, pear-

son correlation coefficient is adopted, since several previous studies [2, 21, 25]

confirm that this latter performs better than others. In fact, such metric measures

the extent to which two variables relate with each other [21]. Formally, the Pearson

correlation between two users u and u′ is:

S(u, u′) =
∑

i∈I′ (ru,i − ru)(ru′,i − ru′ )
√∑

i∈I′ (ru,i − ru)2
√∑

i∈I′ (ru′,i − ru′ )2
(7.1)

where I′ is the set of items that both u and u′ have rated, ru,i is the rating of the

user u for the item i and ru is the average rating of the co-rated items of the user u.

∙ Prediction computation: To make a prediction for the target user u′ on a certain

item i, we consider the weighted sum of all other rated items on that item [21]

according to the following formula:

Pu′,i = ru′ +
∑

u∈U(ru,i − ru) ∗ S(u, u′)
∑

u∈U |S(u, u′)|
(7.2)
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Table 7.1 User-item preferences matrix

i1 i2 i3 i4 i5
u1 𝜋u1 (i1) = 1 𝜋u1 (i2) = 2 𝜋u1 (i3) = ? 𝜋u1 (i4) = 2 𝜋u1 (i5) = 1
u2 𝜋u2 (i1) = 2 𝜋u2 (i2) = ? 𝜋u2 (i3) = 5 𝜋u2 (i4) = 4 𝜋u2 (i5) = 3
u3 𝜋u3 (i1) = 3 𝜋u3 (i2) = 5 𝜋u3 (i3) = 4 𝜋u3 (i4) = 3 𝜋u3 (i5) = ?
u4 𝜋u4 (i1) = ? 𝜋u4 (i2) = 2 𝜋u4 (i3) = 5 𝜋u4 (i4) = 3 𝜋u4 (i5) = ?

where ru and ru′ are the average ratings for the user u′ and user u on all other rated

items.

Example 1 Considering the preference matrix of Table 7.1. We want to compute the

u2’s prediction for item i2, using the user-based collaborative filtering algorithm. To

this end, we proceed as follows:

x̂2,2 = x2 +
s(u2,u1)(x1,2−x1)+s(u2,u3)(x3,2−x3)+s(u2,u4)(x4,2−x4)

|s(u2,u1)+s(u2,u3)+s(u2,u4)|
= 4 where s(u2, u1) = 0.87,

s(u2, u3) = −0.29 and s(u2, u4) = −1.

7.2.1.2 Item-based Collaborative Filtering

Makes predictions for the target user based on how he has rated items that are similar

to the target item [18]. The item similarity computation is defined in terms of ratings

correlations between the target item and the other items. Similarities between items

are computed using the previously evoked metrics. Here, we will just present the

prediction computation component.

∙ Prediction computation: The simple weighted average is used to predict the

rating Pu,i for user u on item i. Formally:

Pu,i =
∑

j∈N ru,j ∗ S(i, j)
∑

j∈N |S(i, j)|
(7.3)

where the summations are over all other rated items j ∈ N for user u, S(i, j) is the

similarity between items i and j, ru,j is the rating for user u on item j.

Example 2 Considering the same example of Table 7.1, we want to compute 𝜋u2 (i2)
prediction based on item-based CF algorithm: x̂2,2 =

s(i2,i1)∗x2,1+s(i2,i3)∗x2,3+s(i2,i5)∗x2,5
|s(i2,i1)+s(i2,i3)+s(i2,i5)|

=
3 where s(i2, i1) = 0, s(i2, i3) = −0.8 and s(i2, i5) = 1.
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7.2.2 Possibility Theory

Originally, managing uncertainty has especially been explored in artificial intelli-

gence. Depending on the nature of imperfection and uncertainty, several tools have

been proposed such as, probability theory, fuzzy set theory [17], evidence theory

[20] and possibility theory [7]. During the recent years, these well established the-

ories have started to play a key role in modeling and treating uncertainty in reason-

ing processes. Among the aforementioned uncertainty theories, we are interested in

possibility theory which offers a natural and simple tool to handle uncertain infor-

mation. It differs from the probability theory framework by the use of a pair of dual

set-functions (possibility and necessity measures) instead of only one. Indeed, in

possibility theory, experts can express their uncertainty numerically using possibi

lity degrees or qualitatively using orderings on the possible values. These define

the two interpretations of possibility theory, namely, the quantitative and qualitative
settings. In this paper, we use the quantitative possibility theory. In this section, we

provide basic concepts relative to the possibility theory (for more details see [7]). Let

𝛺 denotes the universe of discourse, which is the Cartesian product of all variable

domains in V . Each element 𝜔 ∈ 𝛺 is called a state of 𝛺. 𝜔[Xi] = xi denotes an

instantiation of Xi in 𝜔. We denote 𝜙, 𝛼 the sub classes of 𝛺 called events and ¬𝜙
denotes the complementary set of 𝜙 i.e., ¬𝜙 = 𝛺 − 𝜙.

7.2.2.1 Possibility Distribution

The basic building block in the possibility theory is the concept of possibility dis-
tribution 𝜋, which corresponds to a function associating to each element 𝜔i from

the universe of discourse 𝛺 a value to a bounded and linearly ordered valuation set

(L, <).

Contrary to the standard probability theory, the possibilistic scale could be inter-

preted in twofold: a numerical interpretation when values have a real sense

(L = [0, 1]) and an ordinal one (>
𝜋

) when values only reflect a total pre-order

between the different states of the world. In this work, we will focus on the numerical

interpretation.

The degree 𝜋(𝜔) represents the compatibility of 𝜔 with available pieces of infor-

mation. By convention, 𝜋(𝜔) = 1 means that 𝜔 is totally possible and 𝜋(𝜔) = 0
means that 𝜔 is an impossible state. If 𝜋(𝜔) > 𝜋(𝜔′), this means that 𝜔 is preferred

to 𝜔

′
. In the possibility theory framework, there are two extreme cases:

∙ Complete knowledge: ∃𝜔0, 𝜋(𝜔0) = 1 and 𝜋(𝜔) = 0 ∀𝜔 ≠ 𝜔0 (only 𝜔0 is possi-

ble).

∙ Total ignorance: ∀𝜔 ∈ 𝛺, 𝜋(𝜔) = 1 (all states are possible).

A possibility distribution 𝜋 is said to be normalized if there exists at least one

totally possible state. Formally:

∃𝜔 ∈ 𝛺, 𝜋(𝜔) = 1 (7.4)
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Example 3 𝜋(T1 = win) = 1, 𝜋(T1 = equalize) = 0.7, 𝜋(T1 = lose) = 0.2, 𝜋(T1 =
win) = 1 means that it is fully possible for team 1 to win the game. The possibility

distribution given by the arbiter is normalized since max (1, 0.7, 0.2) = 1.

7.2.2.2 Inconsistency

In possibility theory, the inconsistency is measured by the degree of conflict between

uncertain information.

Inc(𝜋) = 1 − max
𝜔∈𝛺 𝜋(𝜔) (7.5)

In this case, 𝜋 is considered as sub-normalized, otherwise, 𝜋 is said to be normalized
(i.e. max

𝜔∈𝛺 𝜋(𝜔) = 𝜋(𝜔i) = 1). It is clear that, for normalized 𝜋, max
𝜔∈𝛺 𝜋(𝜔) = 1,

hence Inc(𝜋) = 0. The measure Inc is very useful in computing the conflict between

two distributions 𝜋1 and 𝜋2 given by Inc(𝜋1, 𝜋2) = Inc(𝜋1 ∧ 𝜋2), where ∧ is a con-

junctive t-norm operator. For simplicity, we take the minimum conjunctive (∧) opera-

tor. Obviously, when 𝜋1 ∧ 𝜋2 gives a sub-normalized possibility distribution, it indi-

cates that there is a conflict between 𝜋1 and 𝜋2. On the other hand, 𝜋1 ∧ 𝜋2 is nor-

malized, there is no conflict and hence Inc(𝜋1, 𝜋2) = 0.

Example 4 Let 𝜋1[1, 0.2, 0.5] and 𝜋2[0.8, 0, 0.3] be two possibility distributions.

We take the minimum as the conjunctive operator, we obtain: Inc(𝜋1, 𝜋2) = Inc
([0.8, 0, 0.3]) = 1 − 0.8 = 0.2. Thus, the two sources are inconsistent with each other.

7.2.2.3 Information Fusion

Is used to combine possibility distributions issued from distinct sources and which

should pertain to the same variable. There are different combination modes proposed

to deal with the problem of possibilistic information fusion. The choice of the com-

bination mode is related to the assumption about the reliability of sources [6].

In possibility theory, the two basic combination modes are conjunctive and dis-

junctive, each of which has some specific merging operators. In general, conjunctive
operators (e.g. minimum, product) are advised to combine information that is

reliable, consistent and agree with each other [5, 15]. On the other hand, the disjunc-
tive operators (e.g. maximum, probabilistic sum, etc.) are applied when it is believed

for sure that at least one of the sources is reliable but it is not known which one and

when there is a high degree of conflict among sources. Thus, disjunctive operators

are advised to merge inconsistent information. In fact, the degree of inconsistency of

merged information is widely used to assess how consistent that two pieces of infor-

mation are. Obviously, this value is not sufficient when multiple pairs of uncertain

information have the same degree of inconsistency [15]. Consequently, authors in [5]

elaborated an adaptive operator which allows a switch from conjunctive fusion to

disjunctive fusion, according to the amount of conflict Inc(𝜋1 ∧ 𝜋2) existing between

the two sources S1 and S2, when neither of them is suitable for merging alone.
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Table 7.2 The conjunctive, disjunctive and adaptive fusion

𝜋1 𝜋2 𝜋∨ 𝜋∧ 𝜋AD

T1 = win 1 0.8 max(1; 0.8) = 1 min(1;0.8)
0.8

= 1 max(1; 0.2) = 𝟏

T1 = equalize 0.7 1 max(0.7; 1) = 1 min(0.7;1)
0.8

= 0.875 max(0.875; 0.2) = 𝟎.𝟖𝟕𝟓

T1 = lose 0.2 0.5 max(0.2; 0.5) = 0.5 min(0.2;0.5)
0.8

= 0.25 max(0.25; 0.2) = 𝟎.𝟐𝟓

Therefore, the adaptive fusion operator is the following:

∀𝜔 ∈ 𝛺;𝜋AD(𝜔) = max(𝜋∧(𝜔);min(𝜋∨(𝜔), 1 − h(𝜋1, 𝜋2))) (7.6)

where:

∙ 𝜋∧(𝜔) =
min(𝜋1(𝜔),𝜋2(𝜔))

h(𝜋1,𝜋2)
is the normalized conjunctive fusion where:

– min(𝜋1(𝜔), 𝜋2(𝜔)) is the conjunctive fusion operator

– h(𝜋1, 𝜋2) = 1 − Inc(𝜋1, 𝜋2) expresses the degree of agreement of the two sources

∙ 𝜋∨(𝜔) = max(𝜋1(𝜔), 𝜋2(𝜔)) is the disjunctive fusion mode

Example 5 Let us continue with Example 3. We suppose that another arbiter S2 pro-

vide his opinion regarding the game result for team 1, in the form of a possibility

distribution, denoted by 𝜋2(T1). Thus, we obtain the two possibility distributions 𝜋1
and 𝜋2.

In the Table 7.2, we first calculate the conjunctive fusion between 𝜋1 and 𝜋2 in

column 4. Then in column 5 we compute the disjunctive fusion in order to lead to

the adaptive fusion in column 6.

7.3 Related Work

Collaborative filtering [8, 21] has attracted a considerable amount of researches

resulting in a large variety of collaborative filtering approaches. These methods are

often not deterministic. In fact, given an unknown target rating to be estimated,

they first measure similarities between target user and other users (user-based), or,

between target item and other items (item-based). Then, they compute prediction by

averaging ratings from not-so-similar users or not-so-similar items. In both cases,

only a very small portion information from the user-item matrix are taken into con-

sideration to predict unknown ratings. To overcome these problems, researchers have

recently attempted to combine user- and item-based CF approaches. In fact, Hu and

Lu [10] proposed the hybrid predictive user and item based CF with smoothing

sparse data (HSPA) algorithm, which computes unknown user’s preferences based
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on combining the strength of both user-based and item-based CF algorithm. In fact,

this framework aims to provide the data smoothing using the item-based methods,

then predicts the model based on both users’ aspects and items’ aspects in order

to ensure robust predictive accuracy. In the same context, Tso-Sutter et al. [22]

described a new method of personalized recommendation using users, items and

tags where tags are local descriptions of items given by users. Thus, they proposed

at first a generic method allowing tags to be incorporated to standard CF algorithms.

Then, they proposed an adaptive fusion mechanism to capture the 3-dimensional cor-

relations between users, items and tags. Also Wang and Yin [23] combined popular

items of both item and user -based CF methods in order to propose a more diverse

recommendation list of items for target user. By item popularity, it means the users’

rating frequency for each item in the system. Yamashita et al. [25] presented an adap-

tive fusion method for user-based and item-based collaborative filtering in order to

improve the recommendation accuracy. The method uses a weight parameter to unify

both algorithms. They first investigated the relationship between recommendation

accuracy and weight parameter. Then, they proposed an estimation of the appropri-

ate weight value based on absolute collected ratings.

These recent hybrid methods give good results in a certain context, presupposing

that the available ratings, from which prediction will be induced, are precisely and

exactly defined, which is not always realistic. In fact, when dealing with real-world

applications, users’ preferences are inseparably connected with imperfection. Thus,

ratings can be imprecise and/or uncertain. As a result, the recommendation results

are deeply affected. For these reasons, new few studies have considered uncertainty

in order to improve the recommender’s accuracy. In fact, Wang et al. [24] provided

a memory based CF in a probabilistic framework by fusing all absolute ratings from

three different sources:

∙ Prediction based on ratings of the same item by other users

∙ Prediction based on different item ratings made by the same user

∙ Ratings predicted based on data from other but similar users ratings and other but

similar items

In addition, they introduced two parameters in order to adjust the significance of

the three predictions. Last but not least, Miyahara and Pazzani [16] proposed an

approach that combines the item-based collaborative filter and the user-based col-

laborative filter in order to improve the performance of predictions. This approach

consists in filling out a pseudo score using both user and item-based collaborative

filters using the simple Bayes. Then, the proposed Bayesian collaborative filtering

recommender returns the combined results.

These uncertain researches handle the uncertainty aspect only in the fusion

process. To the best of our knowledge, no research studied the uncertainty phenom-

ena in users’ ratings from the beginning of the hybrid recommendation process. To

this end, we propose a new hybrid item-based and user-based recommender system

under a possibilistic framework.
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7.4 New Possibilistic Combination of User-Based
and Item-Based Collaborative Filtering Recommender

Our goal in this work is to take into account the uncertainty that may pervade users’

preferences. To assure this task, uncertain preferences will be presented using the

possibility theory framework, then a purely possibilistic information fusion mode

should be used to merge information issued from several possibilistic preferences.

Finally, the unknown preference degree is predicted. Accordingly, we propose a

new possibilitic combination of user-based and item-based collaborative filtering

approach, denoted 𝛱 HCF and based on four phases, namely preferences represen-
tation, possibilistic predictions, information fusion and recommendation generation.

The first phase consists in building the user-item matrix under a possibilistic

framework. The second phase is mainly divided into two steps: a possibilistic item-
based collaborative filtering, denoted by 𝛱 ICF and a possibilistic user-based col-
laborative filtering, denoted by 𝛱 UCF. The 𝛱 ICF is build on the assumption that a

person will favor the items that are similar to the items he liked in the past [24]. The

𝛱 UCF is build on the assumption that each person belongs to a large group sharing

similar interests [24]. The third phase is a unified framework incorporating both user

and item-based CF. The last phase, consists in recommending the top-K most likely

items that can interest the target user. The whole process of the proposed 𝛱 HCF

method is illustrated by the diagram of Fig. 7.1. In this section, we first present some

annotation, then we describe the different phases of 𝛱 HCF.

7.4.1 Annotation

∙ M users: U = {u1, .., um, .., uM}
∙ N items: I = {i1, .., in, .., iN}
∙ P: The possibilistic user-item matrix

∙ 𝜋um
(in) the preference degree of item in provided by user um

∙ 𝜋

ICF
um

(in): The item-based prediction for item in provided by user um

∙ 𝜋

UCF
um

(in): The user-based prediction for item in provided by user um

∙ uT
m the user um profile. It represents user’s items preference degrees

∙ 𝜋um
(in) = ? means the rating is unknown

7.4.2 Preferences Representation

The representation of users preferences is a primordial step in our approach. In fact,

each user should provide his preferences about items as a possibility distribution

where each degree corresponds to a satisfaction degree for an item i. When only one
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Fig. 7.1 The possibilistic hybrid user-based and item-based collaborative filtering process:𝛱 HCF
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Table 7.3 User-item preferences matrix

i1 i2 i3 i4 i5
u1 𝜋u1 (i1) = 1 𝜋u1 (i2) = 0.4 𝜋u1 (i3) = 0.8 𝜋u1 (i4) = 0.4 𝜋u1 (i5) = 0.2
u2 𝜋u2 (i1) = 0.4 𝜋u2 (i2) = ? 𝜋u2 (i3) = 1 𝜋u2 (i4) = ? 𝜋u2 (i5) = ?
u3 𝜋u3 (i1) = 0.6 𝜋u3 (i2) = 1 𝜋u3 (i3) = ? 𝜋u3 (i4) = 0.6 𝜋u3 (i5) = 0.7
u4 𝜋u4 (i1) = ? 𝜋u4 (i2) = 0.4 𝜋u4 (i3) = 0.5 𝜋u4 (i4) = 0.6 𝜋u4 (i5) = 1

item is fully satisfactory by a user and all remaining items are not satisfactory at

all, we deal with the extreme case of complete knowledge. While when all items are

satisfactory by a user, the total ignorance case is tackled. Based on the simplicity

of the possibility theory framework, we present users preferences using possibility

distributions described in Definition 1.

Definition 1 Under a possibilistic collaborative filtering framework, each user um
should provide his preferences about an item in using a possibility distribution. For-

mally:

𝜋um
∶ I → [0, 1], where 𝜋um

(in) denotes the satisfaction degree of in by um such

that:

∙ 𝜋um
(in) = 1: the item in is fully satisfactory.

∙ 0 < 𝜋um
(in) < 1, the item in is somewhat satisfactory.

∙ 𝜋um
(in) = 0, the item in is not satisfactory at all.

𝜋(in) expresses the preference degrees assigned to item in by all users.

Example 6 Table 7.3 depicts an example of a possibilistic user-item matrix com-

posed of five users {u1, u2, u3, u4, u5} and four items {i1, i2, i3, i4}, representing users

preferences of items using possibility distributions.

For instance, item i1 is fully satisfactory for user u4 and not satisfactory at all for

user u1, while ? for u2 means an unknown preference degree.

7.4.3 Possibilistic Predictions

In this section, we describe the item-based and the user-based collaborative filtering

processes from a point of view possibilistic.

7.4.3.1 The Possibilistic Item-Based Collaborative Filtering Process

Denoted 𝛱 ICF, looks into the set of items the target user has rated and computes

how similar they are to the target item by taking into consideration the uncertain

aspect of user’s preferences.
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The critical step in 𝛱 ICF approach is to compute the similarity between items.

In fact, to compute similarity between items i1 and i2 we should first isolate the users

who have both rated these items and then apply a possibilistic similarity measure.

In our work, we used the possibilistic similarity measure Information Affinity as it

combines two important criteria, namely distance and inconsistency. This combina-

tion is justified by the fact that using only a distance measure does not always decide

which is the closest distribution. Intuitively, information affinity takes into account

the classical informative distance, e.g. Manhattan or Euclidean which evaluates the

difference between two normalized possibility distributions and the inconsistency

measure which evaluates the conflict between the possibility distributions. Formally:

Aff (𝜋(in), 𝜋(in′ )) = 1 −
𝜅 ∗ d(𝜋(in), 𝜋(in′ )) + 𝜆 ∗ Inc(𝜋(in), 𝜋(in′ ))

𝜅 + 𝜆

(7.7)

where 𝜅 > 0 and 𝜆 > 0. d, denotes normalized metric distances between 𝜋(in) and

𝜋(in′ ). Inc(𝜋(in) ∧ 𝜋(in′ )) denotes the degree of conflict between the two preference

degrees where ∧ is taken as the product or min conjunctive operators.

The unknown preference of a target item by a target user can be predicted by

averaging the preferences of other similar items rated by this target user. Thus, we

use the Weighted Sum technique to obtain prediction as expressed in equation (7.8):

𝜋

ICF
um

(in) =
∑

Allsimilaritems Aff (𝜋(in), 𝜋(in′ )) ∗ 𝜋um
(in′ )

∑
Allsimilaritems |Aff (𝜋(in), 𝜋(in′ ))|

(7.8)

Example 7 Considering the preference matrix of Table 7.3. We want to compute the

user u2 prediction for item i2, i4 and i5 based on item-based CF using the Information

Affinity similarity measure. We obtain:

𝜋

ICF
u2

(i2) =
Aff (𝜋i2

,𝜋i1
)𝜋u2

(i1)+Aff (𝜋i2
,𝜋i3

)𝜋u2
(i3)+Aff (𝜋i2

,𝜋i5
)𝜋u2

(i5)
|Aff (𝜋i2

,𝜋i1
)+Aff (𝜋i2

,𝜋i3
)+Aff (𝜋i2

,𝜋i5
)|

⇒ 𝜋

ICF
u2

(i2) =
1.172
1.77

= 0.706 where:

∙ Aff (𝜋i2 , 𝜋i1 ) = 1 −
d(𝜋i2

,𝜋i1
)+Inc(𝜋i2

,𝜋i1
)

2
= 1 − 0.5+0.4

2
= 0.55 where:

– d(𝜋i2 , 𝜋i1 ) =
1
2
(0.6 + 0.4) = 0.5

– Inc(𝜋i2 , 𝜋i1 ) = 1 − max{0.4; 0.6} = 0.4

∙ Aff (𝜋i2 , 𝜋i3 ) = 1 −
d(𝜋i2

,𝜋i3
)+Inc(𝜋i2

,𝜋i3
)

2
= 1 − 0.6+0.3

2
= 0.575 where:

– d(𝜋i2 , 𝜋i3 ) =
1
2
(0.4 + 0.1) = 0.25

– Inc(𝜋i2 , 𝜋i3 ) = 1 − max{0.4; 0.4} = 0.6

In the same manner, we compute the others item-based predictions and we obtain:

𝜋

ICF
u2

(i4) = 0.681 and 𝜋

ICF
u2

(i5) = 0.671.
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7.4.3.2 The Possibilistic User-Based Collaborative Filtering Process

Denoted 𝛱 UCF, predicts a target user’s interest for a target item based on similar

users profiles and uncertain users preferences. Thus, 𝛱 UCF approach computes the

similarity between users u1 and u2 by isolating the items which have been both rated

by these users and then applying Information Affinity. Finally, we use the Weighted
Sum of others’ ratings technique to obtain prediction as expressed in equation (7.9):

𝜋

UCF
um

(in) = 𝜋(um) +
∑

Allsimilarusers Aff (𝜋(um), 𝜋(um′ )) ∗ (𝜋um
(in′ ) − 𝜋(um′ ))

∑
Allsimilarusers |Aff (𝜋(um), 𝜋(um′ ))|

(7.9)

Example 8 Considering the same example of Table 7.3, we want to compute respec-

tively 𝜋u2 (i2), 𝜋u2 (i4) and 𝜋u2 (i5) predictions based on user-based CF algorithm:

𝜋

UCF
u2

(i2) = 0.7 +
Aff (𝜋u2 , 𝜋u1 )(𝜋u1 (i2) − 0.56) + Aff (𝜋u2 , 𝜋u3 )(𝜋u3 (i2) − 0.725)

|Aff (𝜋u2 , 𝜋u1 ) + Aff (𝜋u2 , 𝜋u3 )|

+Aff (𝜋u2 , 𝜋u4 )(𝜋u4 (i2) − 0.625)
| + Aff (𝜋u2 , 𝜋u4 )|

= 0.7 + −0.112 + 0.165 − 0.112
2

= 0.667

where Aff (𝜋u2 , 𝜋u1 ) = 0.7, Aff (𝜋u2 , 𝜋u3 ) = 0.6 and Aff (𝜋u2 , 𝜋u4 ) = 0.5.

Other user-based predictions are computed: 𝜋
UCF
u2

(i4) = 0.722, and 𝜋

UCF
u2

(i5) =
0.655.

7.4.4 Information Fusion

One critical step in the 𝛱 HCF approach is to combine the predictions issued from

user-based and item-based process. Actually, once we have computed the prediction

on item in for user um separately according to user-based and item-based CF, the

next step is to combine the two types of predictions into a single value (as depicted

in Fig. 7.2). In the possibilistic framework, we will use the adaptive fusion [6] as a

combination mode for the fusion of uncertain prediction information. This choice

is justified by the fact that this mode allows a switch from conjunctive fusion to

disjunctive one according to the amount of conflict (Inc(𝜋UCF
um

(in), 𝜋ICF
um

(in))) existing

between the two sources S1 (Item-based CF) and S2 (User-based CF). Consequently,

it chooses to combine three important criteria, namely the normalized conjunctive

fusion, the disjunctive fusion and the degree of agreement. Intuitively, the norma

lized conjunctive fusion makes sense when both sources (user-based and item-based

CF) are considered as equally and fully reliable (i.e. They are consistent with each

other). The disjunctive fusion should be applied when it is certain that at least one
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Fig. 7.2 Information fusion of the co-rated items and users

of the sources is reliable but it is not known which one. The degree of agreement

h(𝜋UCF
um

(in), 𝜋ICF
um

(in)) is used to normalize the results. The final prediction is given in

Definition 2.

Definition 2 The Information Fusion: Let 𝜋
ICF
um

(in) and 𝜋

UCF
um

(in) be two possibilitic

prediction degrees using respectively, item-based and user-based CF. The adaptive

fusion, denoted by 𝜋

AD
um

(in), is defined as follows:

𝜋

AD
um

(in) = max(𝜋∧(um(in));min(𝜋∨(um(in)), 1 − h(𝜋UCF
um

(in), 𝜋ICF
um

(in)))) (7.10)

where:

∙ 𝜋∧(um(in)) =
min(𝜋UCF

um
(in),𝜋ICF

um
(in))

h(𝜋UCF
um

(in),𝜋ICF
um

(in))
is the normalized conjunctive fusion.

∙ 𝜋∨(um(in)) = max(𝜋UCF
um

(in), 𝜋ICF
um

(in)) is the disjunctive operator.

∙ h(𝜋UCF
um

(in), 𝜋ICF
um

(in)) = 1 − Inc(𝜋UCF
um

(in), 𝜋ICF
um

(in)) = 1 − max(𝜋UCF
um

(in)⊗𝜋

ICF
um

(in))
expresses the degree of agreement of the two sources.

Example 9 Since we have obtained the 𝜋
UCF
u2

(i2), 𝜋UCF
u2

(i4) and 𝜋

UCF
u2

(i5) predictions

based on user-based CF and the 𝜋

ICF
u2

(i2), 𝜋ICF
u2

(i4) and 𝜋

ICF
u2

(i) predictions based on

item-based CF. Now, we combine results using the adaptive fusion, we obtain:

𝜋

AD
u2

(i2) = max(𝜋∧(u2(i2));min(𝜋∨(u2(i2)); 1 − h(𝜋UCF
u2

(i2), 𝜋ICF
u2

(i2))))
𝜋

AD
u2

(i2) = max(0.944;min(0.706; 0.294)) = 0.944
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where h(𝜋UCF
u2

(i2), 𝜋ICF
u2

(i2)) = 0.706, 𝜋∧(u2(i2)) =
0.667
0.706

= 0.944 and 𝜋∨(u2(i2)) =
0.706.

The others fusion predictions are as follows: 𝜋

AD
u2

(i4) = 0.943 and 𝜋

AD
u2

(i5) =
0.976.

7.4.5 Recommendation Generation

The most important step in a collaborative filtering system is to generate the out-

put interface in terms of prediction. Once we calculate the combination of the co-

rated items (item-based algorithm) and the the co-rated users (user-based algorithm)

based on the adaptive fusion mode, the last step is to generate the recommendation

list. In this context, there are various ways to present recommendations to the user

either by offering the best items, or by presenting the top-K items as a recommen-

dation list, or by classifying items into categories, i.e. ‘highly recommended’, ‘fairly

recommended’ and ‘not recommended’. In this work, we choose to present the top-K
items as a recommendation list as it is the most used one [4, 8, 18].

Example 10 Once unknown ratings are predicted, the last step is to present the user

u2 top-3 items as a recommendation list as follow:

u2, i5, 𝜋AD
u2

(i5) = 0.976
u2, i2, 𝜋AD

u2
(i2) = 0.944

u2, i4, 𝜋AD
u2

(i4) = 0.943

Item i5 has the highest prediction value and consequently it will be in the top one

recommendation list for user u2 then item i2 and finally i4.

7.5 Experiments

In this section, we will describe the experimental protocol and we will present the

experimental results of 𝛱 HCF.

7.5.1 Experimental Data

To evaluate the effectiveness of 𝛱 HCF, we will use the well-known movieLens

data set available through the movieLens
2

website. This dataset is made up of a set

of users preferences about movies. These preferences are votes that are integer values

between 1 (dislike) and 5 (like). In our approach, as there are no uncertain datasets,

we have chosen to convert these MovieLens preferences from [1,5] into a normalized

2
1 http://movielens.org.

http://movielens.org
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possibility degrees between [0.1], {0 (not satisfied) and 1 (fully satisfied)}. The data

set contains in total 100.000 ratings collected by 943 users on 1682 movies, from

19-09-1997 to 22-04-1998. MovieLens data are represented as a sequence of events

in the following way:

∙ user u1 rates movie i1 with 1,

∙ user u1 rates movie i3 with 0.5,

∙ user u2 rates movie i1 with 0.6, etc.

The dataset is divided into 2 parts, 80% of the data is used for making predictions

(the training set) and the 20% left are the basis for measuring prediction accuracy

(the test set). Each target user’s ratings have been divided into a set of observed items

and one of held-out items. The ratings of observed items are an input for predicting

the ratings of held out items. To experimentally determine the impact of the test set

size on the recommended movies quality, we propose to test three scenarios:

∙ Set-1: For each user, we randomly select 90% of his ratings as instances in the

training set and the remaining ones will be used in the testing set.

∙ Set-2: For each user, we randomly select 50% of his ratings as instances in the

training set and 10% will be used in the testing set.

∙ Set-3: For each user, we randomly select 30% of his ratings as instances in the

training set and 10% will be used in the testing set.

7.5.2 Evaluation Metrics

In order to evaluate the performance of recommender systems, several metrics have

been proposed. According to [3], the evaluation metrics can be classified into three

categories: predictive accuracy metrics, classification accuracy metrics and rank
accuracy metrics. We introduce the commonly used CF metrics of each class.

1. Predictive accuracy metrics: measure how much the prediction pi is close to the

true numerical rating ri expressed by the user. The evaluation can be done only

for items that have been rated.

∙ Mean Absolute Error (MAE) takes the mean of the absolute difference between

each prediction and preference degree for all held-out preference degrees of

users in the testing set. The lower the MAE the more accurately the recom-

mendation engine predicts user ratings. Formally:

MAE =
∑

um,in
|𝜋um

(in) − 𝜋um
(in)|

N
, (7.11)

where N is the total number of preferences over all users, 𝜋um
(in) is the pre-

dicted preference degree for user um on item in, and 𝜋um
(in) is the actual pref-

erence.
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Table 7.4 Confusion matrix

Recommended Not recommended

Relevant RR RN

Not relevant FP NN

Total Rec = RR + FP NRec = RN + NN

∙ Normalized Mean Absolute Error (NMAE) normalizes MAE to express errors

as percentages:

NMAE = MAE
𝜋max − 𝜋min

, (7.12)

where 𝜋max and 𝜋min are the upper and lower bounds of the preferences.

2. Classification accuracy metrics: evaluate how predictions help the active user

in distinguishing good items from bad items. Therefore, it is useful in finding

if the active user will like or not the current item. With classification metrics

recommendation can be classified as:

∙ True positive (TP): an interesting item is recommended to the user.

∙ True negative (TN): an uninteresting item is not recommended to the user.

∙ False negative (FN): an interesting item is not recommended to the user.

∙ False positive (FP): an uninteresting item is recommended to the user.

Precision and recall are the most popular metrics in the classification accuracy

metrics. They are computed from a 2 × 2 table, such as the one shown in Table 7.4

where N is the number of items in the database.

∙ Precision: is used to evaluate the validity of a given recommendation list. In

fact, if an algorithm has a measured precision of 80%, then the user can expect

that, on average, 8 out of every 10 movies returned to the user will be used.

Precision = TP
TP + FP

(7.13)

∙ Recall: computes the ratio of all used items that were recommended for active

user relative to the total number of the objects actually collected.

Recall = TP
TP + TN

(7.14)

∙ F-measure: combines both the precision and recall measures and indicates an

overall utility of the recommendation list.

F − measure =
2 ∗ precision ∗ recall

precision + recall
(7.15)
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Fig. 7.3 The MAE and NMAE accuracy

In our experiment, we will adopt the most commonly used metrics [9], namely

the MAE and NMAE measures for predictive accuracy and the precision, recall and

F-measure for classification accuracy.

7.5.3 Experimental Results

In this section, we will first compare possibilistic approaches. Then, we will compare

our possibilistic approach to the probabilistic one.

7.5.3.1 Possibilistic Comparison

In order to demonstrate the feasibility of the proposed approach 𝛱HCF, we will

compare its results to the possibilistic item-based 𝛱ICF and the possibilistic user-

based 𝛱UCF using the MAE and NMAE as prediction measures and the precision,

recall and F-measure as recommendation measures. The obtained results are sum-

marized in Fig. 7.3 and Table 7.5.

1. Prediction: From Fig. 7.3, it is obvious that 𝛱 HCF performs better than 𝛱 ICF

and𝛱 UCF in terms of MAE and NMAE. In fact, we can deduce that the adaptive

fusion computation has a clear advantage in prediction as the user-average error

(equal to 0.0162) is significantly lower in this case. Similarly, the NMAE adaptive

fusion measure has the lowest value (equal to 0.02) compared to the possibilistic

user-based CF (equal to 0.0487) and the possibilistic item-based CF (equal to

0.0352). Therefore, we notice that combination contributes in the improvement
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Table 7.5 The precision, recall and F-measure values for Set-1, Set-2 and Set-3

Approach Set-1 Set-2 Set-3

Precision Recall F-

measure

Precision Recall F-

measure

Precision Recall F-

measure

𝛱ICF
(%)

39.71 48.57 43.69 35.78 48.57 41.2 28.4 31 29.64

𝛱UCF
(%)

30 35.04 32.32 27.3 33 29.88 23 30 26.03

𝛱HCF
(%)

76.83 84.93 80.67 66.66 82.17 73.6 45.85 77.04 57.48

of the prediction quality since it takes into consideration more predictions derived

from different sources.

2. Recommendation: We will exploit preferences degrees in the whole recommen-

dation list, Then, we will measure the number of items that are evaluated as rele-

vant and/or irrelevant by the recommender. These measures are computed thrice

using: our approach 𝛱 HCF, the possibilistic item-based 𝛱 ICF and the pos-

sibilistic user-based 𝛱 UCF. The obtained results are summarized in Table 7.5.

We can notice that 𝛱 HCF approach outperforms 𝛱 ICF and 𝛱 UCF in terms

of precision, recall and F-measure.

In fact in set-3, our approach is able to provide a varied and good recommenda-

tion list even with a small set of users’ data. Also, even with a large set of data 𝛱

HCF is still providing better recommendation. Likewise, the possibilistic hybrid

CF method is affording a better recommendation accuracy (i.e. 𝛱 HCF proposes

for one user an average of 80 good items out of every 100 recommended items

while 𝛱 ICF offers an average of 40 good items out of every 100 recommended

items and finally𝛱 UCF gives an average of 30 good items per user). As a conclu-

sion, we can say that 𝛱 HCF combination tends to increase the recommendation

efficiency and yields to high recommendation performance. This confirms that

combining 𝛱 ICF and 𝛱 UCF aims to solve the unavailability of data and to

generate an efficient predictive model based on both users’ and items’ aspects.

7.5.3.2 Possibilistic Vs Probabilistic Approaches

In this sub-section, we will compare 𝛱HCF to the standard probabilistic approach

described in [24] and denoted by PHCF.

1. Prediction: Figure 7.4 summarizes MAE and NMAE results of 𝛱 HCF and

PHCF approaches. In fact, 𝛱 HCF has a smaller MAE and NMAE than PHCF,

meaning a better performance. This is explained by the fact that taking into con-

sideration a purely uncertain user-item preferences matrix as input presents a sig-

nificant improvement on prediction quality. Therefore, the possibilistic HCF out-

performs the probabilistic one.
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Fig. 7.4 The probabilistic versus possibilistic MAE and NMAE

Fig. 7.5 Evaluation of classification accuracy metrics: Precision, recall and F-measure

2. Recommendation: From Fig. 7.5, results show that our approach outperforms

PHCF. In fact, we pinpoint that the precision of our approach is equal to 76, 83%,

which is higher than that of PHCF (equal to 42, 1%). Similarly, 𝛱 HCF’s recall

and F-measure are largely higher than PHCF’s ones.

This explained by the fact that the possibility theory, especially the use of infor-

mation affinity and the adaptive fusion measures have a considerable effect on
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the recommendation quality rather than the absolute ratings. This confirms that

considering uncertainty for the beginning of the process has a great impact on

recommendation results. Furthermore, combining item-based and user-based CF

methods has an appreciable effect in the improvement of recommendation results.

As a result, combining on the one hand item-based and user-based CF and on

the other hand the possibility theory framework have shown an improvement of

the inter-connectivity accuracy among users and items and consequently a better

quality of recommendation.

7.6 Conclusion

In this paper, we proposed a new possibilistic collaborative filtering approach 𝛱

HCF combining prediction results from the possibilistic user-based and item-based

collaborative filtering methods. The basic idea is to represent users preferences using

possibility theory framework, then compute predictions for both user-based and

item-based approaches using the possibilistic information affinity measure. Next, we

fused the two predictions lists into a single one using the possibilistic adaptive fusion
mode. Finally, items recommendations are provided based on other similar users and

items. The experimental results presented in this paper are very promising. In fact,

we showed that recommendation performance of 𝛱 HCF are clearly higher com-

pared to the probabilistic methods. This confirms that considering uncertainty for

the beginning of the process has a great impact on recommendation results. As a

future work, we will intend to study the cold start and sparsity problems under an

uncertain framework.
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