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Foreword 

This book on A d v a n c e s  in C o l d - R e g i o n  Thermal Engineering and 
Sc iences  consists of peer-reviewed articles and reviews presented as lectures 
at the Sixth International Symposium on Thermal Engineering and Sciences 
for Cold Regions, held at the campus of the Darmstadt University of Techno- 
logy, Darmstadt,  Germany, August 22 - 25, 1999, and is the sixth in a series 
of speciality meetings on the title topic: 1st, Edmonton,  Canada, 1987; 2nd, 
Sapporo, Japan, 1989; 3rd, Fairbanks, USA, 1991; 4th, Hanover, USA, 1993; 
5th, Ottawa, Canada, 1996. These symposia are not under the auspices of any 
particular society or organisation but, rather,  are a gathering of independent 
investigators with a broad interest in thermal aspects in cold regions. 

The exploration and development of natural  resources in the Arctic re- 
gions face many unique engineering and environmental problems, including 
those related to the climate and global change. Arctic or cold environments 
provide many unique freezing or melting phenomena, both in technological 
applications and in the natural context, involving water, air, soil, entire ice 
sheets (such as Antarctica), biological systems and much more. Processes of 
heat and mass transfer involving phase transitions or phase change interfaces 
are of basic importance to cold regions engineering design, construction and 
operation, but also to geotechnicians, geologists, climatologists, cryologists 
(ice and snow scientists), etc. The approaches are multidisciplinary from 
descriptive to deductive, often involving simultaneous knowlege of natural  
scientists, engineers, physicists and mathematicians together. 

The purpose of the symposium was to provide a forum for the review 
and dissemination of recent scientific and technical information related to all 
aspects of thermal engineering and sciences in cold regions. The topics that  
are particularly treated, may be headed as follows: 

• Ice formation and decay 
• Heat conduction with phase change 
• Convection with freezing and melting 
• Phase change in porous media 
• Thermal properties at low temperature  
• Frost heave and permafrost 
• Climate impact in cold regions 
• Icing on structures 
• Ice as a structural material 
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• Thermal design of structures 
• Solar energy and heat recovery 
• Bio-engineering in cold climates 
• Application of thermosyphons and heat pipes 
• Latent heat storage, etc. 

The symposium served both as a forum for the exchange of information and 
experience in cold region thermal science and engineering research, and as a 
means of encouraging cooperation and stimulation for future research. 

We decided to perform thorough reviews of the contributing papers and to 
present the papers together as a formal book, because the content is of general 
interest to graduate students and researchers and engineers in universities 
and research institutions involved in cold regions science and technology. 
The book contains 50 articles, most, but  not all, of the lectures tha t  were 
presented at the symposium. The articles are grouped together according to 
six different topics: 

• P a r t  I: Phase Change Phenomena 
• P a r t  II: Ice Physics 
• P a r t  I I I :  Large Ice Masses: Ice Sheets, Sea Ice 
• P a r t  I V :  Snow Thermo-Mechanics, Avalanches 
• P a r t  V: Glaciers, Permafl'ost, Porous Media 
• P a r t  VI: Heat Storage, Heat Recovery. 

Some could be grouped under different headings; all in all, they embrace 
equally the thermal engineering and the thermal sciences of cold regions. 

We sincerely hope that  this volume adequately adds to our current under- 
standing of the thermal engineering and sciences in cold regions, and that  it 
will also stimualte further research. If it helps us, moreover, in our concerted 
efforts to conserve or, if necessary, to restore the quality of our environment, 
both locally and globally, an important  aspect of our objectives will have 
been met. 

Darmstadt ,  June 1999 Kolumban Hut ter  
Yongqi Wang 
Hans Beer 
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S o m e  Observat ions  on the  His tor ica l  
D e v e l o p m e n t  of  C o n d u c t i o n  Heat  Transfer 

K w o  C h a n g  C h e n g  

Department of Mechanical Engineering, University of Alberta, Edmonton, 
Alberta, Canada 

A b s t r a c t .  An attempt is made to obtain historical perspectives on the develop- 
ment of the mathematical theory of heat conduction considering Newton's law of 
cooling (1701) and its close connection with Fourier's work from 1807 to 1822 result- 
ing in his epoch-making treatise on "The Analytical Theory of Heat". Fourier was 
the principal architect of the heat conduction theory. Fourier's work established a 
new methodology for the formulation and solution of physical problems, based on 
partial differential equations and marked a major turning point in the history of 
physics. The developments in the periods 1822 to 1900 and 1900 to 1950 are also 
briefly reviewed as are the classical (analytical) and numerical methods of solution 
for heat conduction problems. The analogy in heat, momentum, and mass trans- 
fer for transport phenomena is discussed. A list of recent conduction heat transfer 
books is presented to show the scope of recent developments. Some observations on 
Conduction heat transfer are noted. 

1 I n t r o d u c t i o n  

L'dtude approfondie de la nature est la source la plus f~conde des 
dffcouvertes math~matiques. 

Profound study of nature is the most fertile source of mathematical 
discoveries. Joseph Fourier (1822) 

I t  is almost 300 years since Newton's  first enunciation of the law of cooling 
in his short  paper  (4 pages) published in the Philosophical Transactions,  
Abridged, Vol. I I  (1701). Newton's  thermometer  was graduated by the use 
of two fixed points and may  have been the first one of the sort  with which 
useful observations were made. In 1738 Daniel Bernoulli 's "Hydrodynamica"  
was published. Joseph Fourier 's "The Analytical Theory  of Heat" appeared  
in 1822. Sadi Carnot ' s  "Reflections on the Motive Power of Fire" (1824) 
s tar ted  the beginnings of thermodynamics  in physics. One notes tha t  the 
three branches of thermal  sciences consist of fluid mechanics (18th century),  
heat  transfer (early 19th century) and classical thermodynamics  (mid-19th  
century) in the chronological order of development as a branch of physics. The  
theory of heat  in the 19th century physics includes thermometry ,  calorimetry, 
heat  conduction, heat  radiation, thermodynamics ,  kinetic theory of gases and 
statist ical  mechanics. 

In modern  heat  transfer text  books the three modes of heat  transfer,  
namely, 1) conduction, 2) convection and 3) thermal  radiation are usually 
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discussed separately following the classical synthesis of theoretical ideas con- 
cerning heat transfer established by physicists towards the end of the 19th 
century. The three modes of heat transfer are well discussed by Brush [1,2]. In 
1915 Wilhelm Nusselt pointed out, however, tha t  heat transfer has only two 
independent mechanisms, radiation and heat conduction, since heat could 
not be transferred by convection only without the action of thermal  conduc- 
tion [3]; the basic heat conduction equation of Fourier applies to both heat 
conduction and convection. Without  thermal  conductivity, the heat transfer 
from a solid body to the surrounding medium is zero, neither through con- 
duction nor through forced or natural  convection. If, however, the thermal  
conductivity of the fluid is not zero, then all the heat, except that  transferred 
by radiation, will be transferred through conduction and t ransported by fluid 
motion [3]. 

It is known that  heat is t ransported by fluid motion as a passive scalar 
quanti ty in forced convection. For natural  convection, the buoyancy forces are 
the driving forces for the fluid motion. The close relationship between mo- 
mentum and heat t ransport  is well known. For laminar flow, the distinction 
is represented by the Prandt l  number, but  for turbulent  flow, the turbulent  
Prandt l  number, depending on flow condition and location, appears addi- 
tionally. The amount  of heat transfer may be increased by the fact tha t  the 
fluid has a certain velocity, and this velocity affects the temperature  gradient 
of fluid at the surface of the body. Thus heat transfer has only two mech- 
anisms, conduction and radiation; convection indeed carries away what has 
been transferred by either one of the two mechanisms [3]. 

The purpose of this article is to review some aspects of the historical de- 
velopment of conduction heat transfer start ing with Newton's law of cooling 
(1701) and Fourier's mathematical  theory of heat conduction (1822). An at- 
tempt  is made to point out the connections or relations between the works 
of the pioneers and the present-day research on conduction heat transfer. 
The historical perspectives on the development of the subject are of special 
interest here. The review is based on published historical expositions on the 
subject, review articles, textbooks by leaders and experts, book reviews and 
various other sources. 

Experimentation (observation, measurement and experiment) and math- 
ematization (analysis) as scientific methods started with Galileo and Newton. 
Newton's classical mechanics (Principia, 1687) was based on the study of mo- 
tion of bodies during the phase of instantaneous rate of change. The same 
method was used by Fourier for tempera ture  change of heated or cooled solids 
in his development of the mathematical  theory of heat conduction. The major 
advances in scientific thoughts are usually based on previous theoretical or 
experimental works. Newton himself admit ted having stood "on the shoulders 
of giants". The developments of fluid mechanics and heat transfer were based 
on well-planned experiments and their descriptions in the mathematical  lan- 



Some Observations on the Historical Development 3 

guage. The method still continues today. The experiments can also take the 
form of thought experiment such as tha t  of the Carnot  cycle. 

2 N e w t o n ' s  L a w  o f  C o o l i n g  ( 1 7 0 1 )  

Isaac Newton 

Newton's (1642-1727) short paper describing his temperature  scale and 
measurements to determine the high tempera ture  such as red-hot iron con- 
tains also his law of cooling. The genesis of Newton's law of cooling was 
traced by Ruffner [4]. Grigull [5] presented a critical and definitive review 
on Newton's temperature  scale and the law of cooling. Cheng and Fujii [6] 
discussed Isaac Newton and heat transfer. Newton's determination of high 
temperatures beyond the capability of the thermometer  of his time was based 
on the law of cooling. His original paper is readily available [7,8]. The fol- 
lowing two quotations from his 1701 paper"A Scale of the Degrees of Heat" 
identify the origins of the law of cooling: 

"For the heat which the hot iron communicates in a given time to 
cold bodies which are near it, that  is, the heat which the iron loses 
in a given time, is proportional to the whole heat of the iron. And 
so, if the times of cooling are taken equal, the heats will be in a 
geometrical progression and consequently can easily be found with a 
table of logarithms." 

"For thus equal parts of the air are warmed in equal times and carry 
away a heat proportional to the heat of the iron." 

One notes that  in Newton's time the distinction between heat and temper-  
ature was not clear. In deducing the relationship between the tempera ture  
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excess of the hot iron over the tempera ture  of uniformly flowing air and the 
cooling time, Newton did not show his analysis. Today Newton's law of cool- 
ing in physics states that  the rate at which a hot body cools down should be 
in proportion to the body's  excess tempera ture  over its surroundings. Using 
equation, one obtains 

dT dT 
-d-~ ~ T  or - - f i -  ~ d T ,  (1) 

where T is the excess temperature  and 7- is the time. This yields 

- i n  T ,,~ ~- or ~- ~ - in T + constant .  (2)  

If one knows the time taken to cool from one measured temperature  to an- 
other, one can, given the cooling time, find any required tempera ture  [9]. 
Newton's method of measuring high tempera ture  was based on the pyromet-  
ric method described. Cardwell [9] observes that  Newton invoked his law of 
cooling, which seems to have been inspired analogously by his own demon- 
stration that  a moving body resisted in proport ion to its velocity decelerates 
in proportion to that  velocity. The analogy is of special interest here. 

At this point the origin of the concept of heat transfer coefficient is of 
special interest. Using the concept of a wall heat flux qw and introducing 
an empirical proportionality factor, Fourier [10] obtained his equation for 
external conductivity as 

qw = h - too) (3)  

where tw is wall temperature,  too is ambient tempera ture  and h = heat 
transfer  coeff icient  = constant. Equation (3) represents the first phe- 
nomenological heat transfer rate equation on record, now known generally as 
Newton's cooling law. Here one clearly recognizes Newton's legacy in convect- 
ive mode of heat transfer. One also notes clearly the tempera ture  difference as 
the driving force for convective heat transfer. The earliest heat rate equation 
laid down in 1701 by Isaac Newton represents an incidental by-product  of his 
unsuccessful a t tempt  to develop a high tempera ture  thermometer  [11]. Four- 
ier's application of Newton's law of cooling in his mathematical  theory of heat 
conduction takes the following form as the convective boundary condition 

(ot) 
- k  On = h ( t w - t o o )  

W 

(4) 

where n is the external normal to the boundary  surface. 
Newton's law of cooling indeed marks a turning point in the history of 

science of heat. After the formal establishment of the first law of thermody-  
namics in 1850, Newton's heat transfer driving force also represents the first 
law temperature difference for heat transfer in contrast  to the  thermodynamic 
potential for the Carnot cycle. 
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In light of the present knowledge, one notes some implications for New- 
ton's cooling problem. Using Clausius' definition of a differential entropy and 
Newton's law of cooling (see eq.(1) ), one obtains 

dT 
d S = -  Cp T - C p d ( l n T )  , (5) 

where Cp = specific heat at constant pressure. Thus one sees tha t  dS .~ d'r 
or Entropy ... T ime .  
Integrating eq.(5) yields, 

$ 2 - $ 1  = G (lnT1 - lnT2), T1 > T 2 .  (6) 

Analogously, from the abstract concept of entropy based on the statist- 
ical mechanics concepts of Boltzmann and Gibbs near the end of the 19th 
century, one obtains [11] 

$ 2 - $ 1  = k( lnp2 - lnp l )  (7) 

where p = thermodynamic probability (the number of possible microstates for 
a given macroscopic state) and k = Boltzmann's  constant.  Here the historical 
connection (or interrelation) is of considerable interest. 

In elementary (introductory) heat transfer textbooks,  a simple theoret- 
ical analysis (a simplified heat balance equation for Newton's cooling prob- 
lem) of first-order response for a tempera ture  sensor, for example, is usually 
discussed. Expressed in terms of Newton's law of cooling and Black's heat 
capacity equation, one obtains 

dt 
- p V C p - d ~  T = h A ( t - t o o )  (8) 

where t is the sensor temperature  at t ime ~- and p V is (density times volume), 
C~p is the specific heat capacity and A is the surface area of the sensor. 
The present formulation using the first-order, first degree, linear differential 
equation is known as the lumped heat capacitance or parameter  method 
representing Newton's cooling problem and has wide applications in design. 

It is significant to point out that  the concept of the conservation of heat is 
implicit in Newton's law of cooling or Newton's cooling problem. This aspect 
or interpretation of Newton's work is certainly of historical significance since 
without the concept of conservation of heat, Newton certainly could not have 
deduced the cooling law for his determination of high tempera ture  (red-hot 
iron). Newton simply observed that  heat removed from a hot object is carried 
away by the uniformly flowing wind. At this point it may be of interest to 
point out the role of 1 /T  in eq.(1) or (5). Consider a unit mass of gas of 
volume V. The first law of thermodynamics (the principle of energy balance) 
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becomes dQ = dE + P dV, where dQ is the heat introduced to the unit mass, 
E is its internal energy and P is the pressure. The expression for differential 
entropy dQ/T then becomes an exact differential and the expression 1/T 
plays the role of an integrating factor. The expression dT/T or A T/T occurs 
often in thermodynamics (see eq.(1), for example). 

3 F o u r i e r ' s  D e v e l o p m e n t  o f  t h e  M a t h e m a t i c a l  T h e o r y  

o f  H e a t  C o n d u c t i o n  i n  S o l i d s  ( 1 8 0 7 - 1 8 2 2 )  

3.1 Fourier ' s  m a j o r  publications 

Joseph Fourier 

The mathematical theory of heat conduction in solids was completed 
practically by Joseph Fourier (1768-1830) with the publication of his epoch- 
making manuscript on "The Analytical Theory of Heat" in 1822. A chronolo- 
gical account of Fourier's researches on heat is given by Herivel [12]. Fourier's 
important publications on heat are: 

1) The 1807 Memoir on the Propagation of Heat, presented to the In- 
stitut de France. The full text (234 pages) is reproduced with illuminat- 
ing commentary by Grattan-Guinness [13]. Fourier derived the basic heat 
conduction equation and the associated convective boundary condition, and 
solved various heat conduction problems (different geometrical shapes) using 
such mathematical techniques as separation of variables and Fourier series 
and other functions (eigenfunction and eigenvalue). Fourier's heat conduction 
problem itself lay outside the scope of rational and celestial mechanics which 
had been dominant in science since Newton's time. Hence Fourier's achieve- 
ments constituted a major extension of mathematical physics [13]. Fourier 
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submitted the theoretical investigation of the propagation of heat including 
a few tables of experimental results to the mathematical  and physical section 
of the Institut de France in Paris. Now Fourier, a man in his fortieth year 
had published only one paper in his life; a study of the Principle of Virtual 
Work, ten years previously [14]. 

2) The 1811 Prize Essay (M@moire sur la propagation de la Chaleur) on a 
prize problem "Give the mathematical  theory of heat and compare the result 
of this theory with exact experiments." 

The adjudicators were Lagrange, Laplace, Legendre, Ha/iy and Malus. 
Fourier won the prize, but  his work was severely criticized for its lack of rigour 
of analysis and methods, and the paper was not published at the time. Fourier 
always resented the t reatment  he had received. However, the importance of 
Fourier's work as a new approach and a powerful method in analysis was 
undeniable even from its beginning, and it sparked developments in pure 
mathematics [15]. It was only after Fourier became the perpetual  secretary 
of the French Academy of Sciences in 1824 that  his original paper was finally 
published in two parts in the Mhmoires de 1 Acad~mie Royale des Sciences 
(1819-20) and (1821-22) in the original form. 

3) The Analytical Theory of Heat (1822) (466 pages) Fourier incorporated 
in his most famous 1822 treatise, practically without change, the first part  of 
his 1811 memoir. After the publication of his treatise, it was recognized that  
the real advance had been made by him on the subject and the substantial 
accuracy of his reasoning was admitted. Fourier's treatise established on a 
firm mathematical  basis the theory of heat conduction. The publication of 
Fourier's Analytical Theory of Heat in 1822 represents the most important  
landmark in the development of the basic theory for solving boundary value 
problems governed by linear partial differential equations. Fourier's approach 
(analysis) is one of the most impor tant  landmarks in the development of 
applied mathematics. The English translation with historical notes by A. 
Freeman first appeared in 1878 and the new Dover edition was first published 
in 1955. 

4) Fourier's Collected Works (ed. G. Darboux, 2 Vols.) 1888-90. 

Fourier's "Analytical Theory of Heat" (1822) and his 1811 paper without 
the first 79 articles can be found in his collected works. His original derivation 
of the energy equation for moving fluids (laminar flow) in 1820 as noted in his 
1822 treatise can also be found in G. Darboux's  edition of his collected works. 
Fourier derived the convective terms in the energy equation corresponding 
to the inertia terms in Euler's equations of motion for an ideal fluid; his 
conduction terms representing molecular action correspond to the viscous 
terms in the Navier-Stokes equations derived at a later date. Volume 2 (1890) 
of his collected works contains also his memoires on terrestrial and planetary 
space temperatures (1827) and on secular cooling of the terrestrial  globe 
(1820). 
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3.2 T h e  r e l a t i o n s h i p  b e t w e e n  Four ier~s  h e a t  c o n d u c t i o n  t h e o r y  
a n d  n e w t o n ' s  coo l ing  p r o b l e m  

Newton's law of cooling apparently inspired the experimental  works of Amon- 
tons (1703), Lambert  (1779) and Blot (1804) dealing with the s teady-s ta te  
cooling of iron bar heated at one end. The related historical notes and the 
influence of Blot's work on Fourier are discussed in the historical monographs 
[13,16,17]. It is of interest to note that  the first historical overview of the heat 
conduction theory was made by Mach [16] and the critical review was also 
made by Truesdell [17]. Blot [18] heated one end of a long thin iron bar in a 
furnace and measured the temperature  of the bar at different distances with 
thermometers  placed in holes filled with mercury and determined the tem- 
perature of the furnace by extrapolation. Blot distinguished between internal 
conduction and external radiation but failed to deduce the exponential drop 
in temperature  by analysis using Newton's law of cooling; his work stimulated 
Fourier to study the problem of heat propagation in 1807; Fourier derived 
the correct diffusion equation predicting the exponential tempera ture  drop 
in fin problem (extended surface). Fourier's indebtedness to Blot is discussed 
by Grat tan-Guinness  [13]. 

Fourier's one-dimensional heat conduction equation can be writ ten as 

Ot 0 2 t 
OT a 0X 2 ' (9) 

where c~ is the thermal diffusivity and x is the spatial coordinate. The re- 
lated convective boundary condition is given by eq.(4). The classical method 
of solution for eq.(9), using the separation of variables, t = T ( 7 ) X ( x ) ,  leads 
immediately to 

and 

dT 
- ap2dT  or T(T) = A e - ~ p z "  (10) 

T 

d 2 X  
+ p 2 X  = 0 or X(x)  = B s i n p x  + C c o s p x ,  (11) 

dx 2 

where p 2 is the separation constant. The general solution of eq.(9) consists of 
the product  of the exponential function and the Fourier series. Equation (10) 
clearly corresponds to Newton's cooling problem. Also, by replacing the term 
0 2 t / Ox ~ by a finite-difference form, one can readily see that  the t ime rate of 
local temperature  change is proportional to the existing average tempera ture  
difference; this is clearly analogous to Newton's law of cooling. 

The substitution of Fourier series for X ( x )  in eq.(9) also leads to [16] 

dt 
_ p 2 ~  t .  (12) 

dT 
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It is seen that  the rate of change of temperature  is proportional  to the tem- 
perature itself [16]. Thus the close relationship between Newton's cooling 
problem and Fourier's heat conduction problem is quite apparent.  It is seen 
that  the exponential term involving time in the analytical solution of the 
transient heat conduction problem represents Newton's legacy and the tem- 
perature distribution such as the Fourier series for X(x) represents Fourier 's 
basic contribution. The inter-relationship between the two problems noted is 
of historical interest. One further notes tha t  the driving force for Newton's  
cooling problem is the finite temperature  difference and Fourier law of heat 
conduction is caused by the infinitesimal temperature  difference between two 
molecules. These temperature  differences represent the first law tempera ture  
difference for heat transfer. This is in contrast to the thermodynamic temper-  
ature difference (potential) between the heat source and sink in the Carnot  
cycle for motive power of heat. 

It is also of interest to observe that  the ordinary differential equation in 
the form of eq.(10) is identical to that  given in [19] for the linear flow of heat 
in an infinite medium by the Fourier transform method. 

3.3 S o m e  h i s t o r i c a l  n o t e s  r e l a t i n g  t o  F o u r i e r ' s  w o r k  

While Lambert ,  Biot, and others had developed more or less correct ideas on 
the heat conduction, it was Fourier who first brought order out of the confu- 
sion in which the experimental physicists had left the subject. Fourier's work 
represents the mathematizat ion of the heat conduction phenomena in solids 
based directly on the laws for the conduction of heat derived from experiments 
and observations made by Fourier's predecessors and clarified and extended 
by Fourier himself. For Fourier these laws represent the fundamental  axioms 
of the theory of heat just as Newton's laws of motion represented the funda- 
mental axioms of his theory of dynamics [20]. For Fourier the laws of heat as 
formulated by him in mathematical  terms represented a separate branch of 
physics which is independent of dynamics. 

The basic principles applied by Fourier to continuous bodies are noted 
below by Grat tan-Guinness  [14]. 

1. Calorimetry: Heat lost/gained at a given period of time = (mass) x 
(specific heat) x (fall/rise in tempera ture  of the point in that  time) 

2. The Principle of Communication of Heat: This is in fact Newton's law of 
cooling, improved from a proportionali ty statement to an exact relation: 
Heat diffused over an elemental area = (area of diffusion) x (coefficient 
of external conductivity) x (change in temperature)  

3. Temperature Gradient: Heat diffused at an interior point of the body = 
(area of diffusion) x (coefficient of internal conductivity) x ( temperature  
gradient at the point) 

This principle would replace principle 2) (the generalized Newton's law of 
cooling) for internal heat diffusion; principle 2) would deal solely with external 
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heat diffusion (convection and radiation). At last Fourier had in his hands 
the tools with which to create his equations [14]. The foregoing discussion 
of Grattan-Guinness [14] indeed puts a clear perspective on Fourier's work. 
Fourier solved various heat conduction problems for bodies of different shapes 
(circular or rectangular infinite cylinders, cubes, spheres, rings and others) 
with convective boundary condition. 

Fourier also studied the diurnal and annual variations of temperature 
underground and terrestrial temperatures. Fourier discussed the superficial 
temperatures of all the planets based on a radiation balance between the heat 
they receive from the sun and the cold of outer space. Fourier's application of 
his theory of heat to the following questions were discussed by Whewell [21]: 
a) The effect of solar heat upon the earth, and the laws of its distribution 
(motion) in the earth, b) the effect of the primitive central heat of the earth 
and the evidence of its existence (central heat), and c) the effect of the proper 
heat of the planetary spaces, and the evidence that  such heat exists (cosmical 
heat). Fourier concluded that  the temperature of the planetary spaces to be 
about 50°C below freezing without disclosing his reasoning. 

Fourier, in his Preliminary Discourse of the 1822 treatise [10], sets up 
a new cosmology, the cosmology of heat, based on heat phenomena of the 
globe (terrestrial heat) and the absorption and radiation of heat by the at- 
mosphere that  determine the great movements of air like the trade winds 
and the climates of the continents. Fourier's heat cosmology is separate from 
the mechanical cosmology of the 17th and 18th centuries based on Newton's 
Principia. Fourier has a comprehensive understanding of the phenomena of 
heat and an insight into its cosmological significance. He succeeded in estab- 
lishing the science of heat on a firm analytical or mathematical basis and 
thus systematized a wide range of phenomena in heat conduction problems 
[9] leading to the identification and clarification of the thermal conduction 
mode in modern heat transfer theory in engineering science. 

The influence of Fourier's contributions to general mathematical physics 
is wide-ranging and is well covered in books dealing with the history of 
physics or mathematics. For the present purpose, one notes the article [14] 
and book [13] by Grattan-Guinness, and references [22-26]. The importance 
of Fourier's theory of dimensions was first brought prominently before the 
scientific world by Clark Maxwell [26]. 

The importance of Fourier's development of an arbitrary function in the 
trigonometrical series as relating to the works of D'Alembert, Euler, Bernoulli 
and Lagrange on the problem of vibration of strings is reviewed by Mach 
[16], Carslaw [27] and others. In the middle of the 18th century there was a 
prolonged controversy as to the possibility of the expansion of an arbitrary 
function of a real variable in a series of sines and cosines and multiples of the 
variable. 

A detailed historical account of Fourier's work can be found in the mono- 
graphs by Herivel [12] and Grattan-Guinness [13]. An account of Fourier's 
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life is given by Arago [22], Ravetz and Gra t tan-Guinness  [23], and Herivel 
[12]. Fourier's contributions in science are also covered in numerous essays by 
historians in science. 

With a strong recommendation from Legendre, Fourier applied for ad- 
mission to the artillery school. He was refused with the statement,  "Fourier, 
not being of noble birth, cannot enter the artillery, not even if he is a second 
Newton." Fourier was the son of a poor tailor. 

In the preliminary Discourse of the 1822 treatise, Fourier provided a good 
exposition of his views, scientific approach, objectives, observations on sci- 
entific method and study of nature as the source of mathematical  discover- 
ies. His numerous famous statements (aphorisms) are quoted quite widely in 
monographs on heat conduction. 

The concept of thermal conductivity required nearly three hundred years 
for its development since the time of Galileo. Burr  [28] presented "Notes on 
the History of the Concept of Thermal  Conductivi ty".  Burr  [29] also presen- 
ted "Notes on the History of the Experimental  Determination of the Thermal 
Conductivity of Gases" covering the period 1780 to 1930. 

It is worth noting that  Fourier's last burst  of creative work came in 1817 
and 1818, when he achieved an effective insight into the relation between 
integral-transform solutions (Fourier transforms) and operational calculus 
[23]. He conceived the integral t ransform method of Fourier transform for- 
mulas and the Fourier identity. His endeavor to relate the analytical solutions 
to precise measurements also led to his revolutionary conceptions of dimen- 
sions and physical constants. 

In Chapter 5 of the 1822 treatise [10] dealing with the propagation of 
heat in a solid sphere, Fourier demonstrated his considerable physical insight 
into the physical meaning of his analytical solution. After carrying out an 
order of magnitude analysis for the terms in the exact series solution for the 
limiting case with very small Blot number,  Fourier obtained an asymptotic 
solution with the product of Blot and Fourier numbers in the exponent of 
the exponential solution. The analysis can be regarded as the solution to 
Newton's cooling problem. This is considered to be a remarkable feat. The 
significance of the Blot number was clearly recognized by Fourier. 

Fourier also applied his analysis on the cooling of a sphere of small dimen- 
sion to the movement of heat in a thermometer  surrounded by air or liquid. 
Apparently he noted the original concept of the time constant. He confirmed 
Newton's law of cooling experimentally and illustrated the method of de- 
termining the heat- transfer  coefficient experimentally. Thus the genesis of 
determining heat- t ransfer  coefficient in experimental  heat transfer can be 
traced to Fourier's remarks in Section 2 of his Chapter  5 [10]. In light of the 
present state of knowledge in heat transfer, the content of Chapter  5 is indeed 
remarkable. He demonstrated his penetrat ing physical interpretation of his 
analysis. Indeed one may conclude that  Fourier 's scientific method of con- 
firming theory with experiment is now a paradigm in heat transfer research. 
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It is quite puzzling that in spite of his faith in the importance of heat as 
a primary agent in the universe, Fourier seems to have shown no interest in 
the problem of the motive power of heat studied by Sadi Carnot (1824) [23]. 

4 D e v e l o p m e n t  i n  t h e  1 9 t h  C e n t u r y  A f t e r  F o u r i e r  

( 1 8 2 2 - 1 9 0 0 )  

Although Fourier treated a large number of cases for heat conduction prob- 
lems using Fourier series and integrals, his work was extended and applied 
to more complicated problems by his contemporaries Laplace (nonsymetrical 
heat flow in a sphere, 1820) and Poisson (nonsymetrical heat flow in cylinder, 
1821), later by many others, including Lam@ (1837, 1861), Lord Kelvin, and 
Riemann [30]. G. Green's potential theory (1835) led to significant applic- 
ations of Green's function to heat conduction problems in later years. The 
analytical solutions for ice formation problems were obtained by Franz Neu- 
mann (1860's) and J. Stefan (1891) assuming that there is no convection in 
the water, and the changes of volume on freezing or melting are neglected. 
This class of phase-change heat conduction problem is also known as the 
Stefan problem. The closely related problems are freezing or thawing of the 
soil, and natural or artificial refrigeration. 

Duhamel obtained equations of thermoelasticity in 1837, studied conduc- 
tion of heat in anisotropic solids (1832) and also obtained Duhamel's theorem 
for the case of surface condition prescribed as a function of time (1833) [31]. 
The mathematical theory of conduction of heat in crystals was studied by 
Duhamel (1832), Lam@ (1861), Stokes (1851) and Boussinesq (1901) [31]. 

It was remarked by Fourier himself that the age of the Earth can be 
roughly estimated using the measured value of the geothermal temperature 
gradient. The classical work on the age of the Earth (about 94 x 106 years) 
is Kelvin's paper (1861). With the development of Fourier series, Fourier in- 
tegrals, Fourier transforms, Laplace transforms, various operational methods, 
and special functions in applied mathematics by Bessel, Legendre, Green and 
others relating to the heat conduction problems in solids, the classical the- 
ory of heat conduction was completed by the end of the 19th century. One 
notes that heat conduction theory involving solids was developed in a rel- 
atively short period in time for applications to various cooling and heating 
problems encountered by the new technology in the early 20th century. The 
most authoritative treatise on the subject of heat conduction by Carslaw and 
Jaeger [31] contains much further information on historical notes relating to 
the works in the 19th century. The historical notes can also be found in Jakob 
[32]. 

5 C o n d u c t i o n  H e a t  T r a n s f e r  i n  t h e  P e r i o d  1 9 0 0 - 1 9 5 0  

In connection with a general review on the heat transmission across boiler 
heating surfaces, Dalby [33] presented a chronological summary of heat con- 
ductivity covering the period 1690-1909 listing over 500 papers relating to 
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heat transfer. Methods of measuring conductivity and the application of the- 
ory to practical problems were reviewed in [34]. Conduction heat transfer was 
reviewed by Jakob [35] and Knoblauch [36]. The exposition of heat transfer 
including heat conduction by early German heat transfer books by Grhber 
[37], ten Bosch [38], Merkel [39] and Schack [40] exerted considerable influence 
on subsequent heat transfer research worldwide and textbook writings in the 
first half of this century. The references quoted are of special interest. Lien- 
hard [41] made observations on the German origins of American heat transfer 
pedagogy. The same observations appear to be valid also to Japanese heat 
transfer origins. 

Carslaw's (1870-1954) [27,31,42-44] expositions on the mathematical the- 
ory of the conduction of heat in solids is considered to be the most authorit- 
ative in terms of its contents and bibliography. A list of his series of books is 
in order: 

1. Fourier Series and Integrals and the Mathematical Theory of Heat Con- 
duction, 1906 [42]. 

2. Introduction to the Mathematical Theory of the Conduction of Heat in 
Solids, 1921 [43]. 

3. Introduction to the Theory of Fourier's Series and Integrals, 1921 [43]. 
4. With Jaeger, Conduction of Heat in Solids. 1941, 1947, 1959 [31]. 
5. With Jaeger, Operational Methods in Applied Mathematics, 1941 [44]. 

The oldest book by Carslaw [42] dealt with the theory of heat conduction very 
much as Fourier did. New methods (Laplace transformation, use of Green's 
functions, integral transforms, and numerical methods) were added in sub- 
sequent revisions. The latest edition (1959) has been a standard reference 
work (over 700 references)for engineers and scientists and presents a great 
many exact solutions and results. 

Max Jakob's important treatise [32] on "Heat Transfer" deals with the ba- 
sic conduction equations, thermal properties of solids and fluids, and numer- 
ous solution methods including the classical, numerical, conformal mapping, 
sources and sinks, Heaviside operators, Laplace transforms, relaxation, finite 
differences and electrical analogy with a bibliography. The heat-conduction 
problems occupy about 360 pages in the book. McAdams' famous book [45] on 
"Heat Transmission" contains useful references to 1952. Numerous analytical 
solutions of heat conduction problems can also be found in the early Japanese 
monographs by Kodaira [46], Kawashimo [47] and Katto [48]. Kawashimo's 
book contains solutions for applied heat conduction problems (radiators, cool- 
ing fins, pistons) and high temperature heat conduction problems considering 
variable thermal properties. Early German books by Warburg [49], Hobson 
[50] and Bachmann [51] are also noted here. The applications of Fourier 
series to problems in applied mechanics can be found in S. Timoshenko's 
famous monographs on Theory of Elasticity (1951), Theory of Plates and 
Shells (1959), Theory of Elastic Stability (1936), Vibration Problems in En- 
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gineering (1928) and T. Von K£m£n and M.A. Blot's Mathematical Methods 
in Engineering amoung others. 

6 M e t h o d s  of Solut ion 
for Conduct ion  Heat  Transfer P rob lems  

Fourier's transient heat conduction problem is a parabolic problem which 
in steady state condition (Laplace equation) becomes elliptic. The solution 
methods can be classified into classical (analytical), approximate and numer- 
ical methods. 

The exact solution methods include; 1) separation of variables using Four- 
ier series, Fourier integrals, Bessel functions, Legendre functions etc., 2) 
Laplace transforms, 3) Fourier transforms, 4) Hankel transforms, 5) Green's 
function method, 6) Complex variables method (conformal transformations), 
and 7) methods of images and sources. For steady-state heat conduction, po- 
tential theory applies. One also notes that Fourier series solution converges 
slowly for small time and that Laplace transform solution is convenient for 
small time. 

The approximate methods include: 1) Profile method, 2) Variational me- 
thod, 3) Weighted residuals method (point-matching, least-squares, Galerkin 
procedure, integral method), and 3) Perturbation method. 

The numerical methods include; 1) Finite-difference method, 2) Finite- 
element analysis/method, 3) Boundary element method, 4) Monte Carlo 
method, and 5) Finite analytic method. One also has various analogue meth- 
ods. The evolution of solution methods for partial differential equations after 
the classical Fourier methods is of historical interest. 

It is of interest to observe that many basic approaches for the mathem- 
atical methods in heat conduction theory can be carried over directly to the 
solution of laminar convection heat transfer problems for the corresponding 
geometrical shapes such as internal flows in parallel-plate channel, pipe, an- 
nular pipe etc. For these problems the coordinate in the main flow direction 
corresponds to time in transient heat conduction problems. 

7 Analogy in Heat, Momentum,  and Mass Transfer 
for Transport  Phenomena  

The following phenomenological laws are analogous: 
1) Newton's law of viscous flow (1687), 2) Fourier's law of heat conduction 
(1822), and 3) Fick's law of mass diffusion (1855). The obvious analogy is 
due to random molecular motions for each process. One also notes that each 
physical quantity (momentum, heat and mass) can be transported by fluid 
motion. The idea of presenting a unified treatment of heat, mass, and mo- 
mentum transfer as transport phenomena based on analogy evolved quite 
naturally in the mid-1950's. The outcome was the publication of two text- 
books; one by Bird, Stewart and Lightfoot (1960) [52], and one by Rohsenow 
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and Choi (1961) [53]. It can be seen that  the genesis of the analogy can be 
traced to the three basic laws of momentum, heat and mass t ranspor t  noted 
above. 

The analogy between a class of transient heat conduction problems and 
convective heat transfer problems with slug flow (uniform velocity) is quite 
well-known [54]. Thus the thermal entrance region problem for slug flow in 
a circular tube with constant wall tempera ture  and uniform entry temperat-  
ure (Graetz problem, 1883 [55]) is analogous to the transient  heat conduction 
problem in an infinite cylinder with uniform initial tempera ture  and constant 
surface temperature.  Thus the analytical solution for the Graetz  problem 
(1883) with slug flow can be deduced immediately from the analogous ana- 
lytical solution obtained by Fourier (1822). One notes tha t  Graetz  number 
in convection corresponds to Fourier number in transient heat conduction. 
It should be pointed out that  apparently Graetz (1883) [55] was not aware 
of the analogy. Similarly the analogy between the transient heat  conduction 
problem in a semi-infinite solid and the convective heat transfer problem 
for slug flow on a flat plate with similar initial and boundary  conditions is 
obvious. As a mat ter  of fact the similarity variables for bo th  problems are 
identical if one observes the analogy. In both cases noted above, one has the 
development of thermal boundary layers for slug flows in a tube and on a flat 
plate. 

One also notes tha t  the developments of hydrodynamic and thermal bound- 
ary layers for the Blasius flow (laminar flow) are identical when the the 
Prandt l  number is unity. It is thus clear tha t  the analytical solutions for 
a class of transient heat conduction problems involving infinite cylinders of 
various cross-sections (circular, rectangular and other noncircular forms) with 
convective boundary condition, for example, can be transformed directly into 
the corresponding solutions for convective heat transfer problems with slug 
flow. The close relationship between Fourier's transient heat conduction prob- 
lem and convective heat transfer with slug flow is of special interest in the 
light of present laminar convective heat transfer theory. 

In 1972 Schlfinder [56] proposed that  one can define the instantaneous 
heat transfer coefficient for Fourier's transient heat conduction problem in 
an infinite circular cylinder similar to tha t  of the Graetz  problem in a circu- 
lar tube and obtain the time average heat transfer coefficient for Newton's 
cooling problem. The determination of the average tempera ture  for Fourier's 
problem is then seen to be equivalent to Newton's cooling problem with in- 
finite thermal conductivity. In determining the t ime average heat transfer 
coefficient, Sehlfinder [56] used the heat transfer coefficients for small time 
and large time. The implications for the Graetz problem (thermal entrance 
region problem) are quite obvious. Here one sees the close interrelationships 
between Newton's cooling problem (1701), Fourier's t ransient  heat conduc- 
tion problem (1822) and Graetz problem (1883) [52]. 
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8 R e c e n t  C o n d u c t i o n  H e a t  T r a n s f e r  B o o k s  

Since the recent literature on conduction heat transfer is very extensive, one 
must consult at first, recent monographs and review articles for technical 
information. The following books contain recent information and the related 
references. The ice formation problems can occur in the atmosphere, in water 
bodies (rivers, lakes, seas) on earth surfaces and underground (permafrost) 
with heat conduction as a dominant heat transfer mechanism. Some aspects 
of freezing and melting heat transfer phenomena in cold regions are reviewed 
in [57]. An enormous amount of work has gone into measuring various phe- 
nomenological thermal properties like thermal conductivity [58] in the past. 
For convenience the books related to cold regions science and engineering or 
freezing and melting heat transfer phenomena are also listed here. The list is 
incomplete. 

Table  1 C o n d u c t i o n  H e a t  Transfer  B o o k s  

• Schneider, P.J., Conduction Heat Transfer, Addison-Wesley, 1955 
• Crank, J., The Mathematics of Diffusion, Oxford, 1956 
• Carslaw, H.S. and Jaeger, J.C., Conduction of Heat in Solids, Oxford 

Univ. Press, 1959 
• Eckert, E.R.G. and Drake, R.M., Heat and Mass Transfer, McGraw-Hill, 

1959 
• Parkus, H., Instationfire Wdrmespannungen, Springer-Verlag, 1959 
• Bird, R.B., Stewart, W.E. and Lightfoot, E.N., Transport Phenomena, 

John Wiley & Sons, 1960 
• Boley, B.A. and Weiner, J.H., Theory o/ Thermal Stresses, John Wiley 

& Sons, 1960 
• Ribaud, G., Conduction de la Chaleur en Rdgime Variable, Gauthier 

Villars, 1960 
• GrSber, H., Erk, S. and Grigull, U., Fundamentals of Heat Transfer, 

McGraw-Hill, 1961 
• Datzeff, A., Sur le Probl~me de la Propagation de la Chaleur dans les 

Corps Solids, Gauthier-Villars, 1963 
• Schewmon, P.G., Diffusion in Solids, McGraw-Hill, 1963 
• Chalmers, B., Principles of Solidification, John Wiley & Sons, 1964 
• Boelter, L.M.K., Cherry, V.H., Johnson, H.A. and Martinelli R.C., Heat 

Transfer Notes, McGraw-Hill, 1965 
• Schuh, H., Heat Transfer in Structures, Pergamon Press, 1965 
• Arpaci, V.S., Conduction Heat Transfer, Addison-Wesley, 1966 
• Luikov, A.V., Analytical Heat Diffusion Theory, Academic Press, 1968 
• ()zisik, M.N., Boundary Value Problems of Heat Conduction, Interna- 

tional Textbook, 1968 
• Tye, R.P., (ed.), Thermal Conductivity, Vols. 1 and 2, Academic Press, 

1969 
• Datzeff, A., Sur le Probl~me Lin~aire de Stefan, Gauthier-Villars, 1970 
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• Myers, G.E., Analytical Methods in Conduction Heat Tranffer, McGraw- 
Hill, 1971 

• Eckert, E.R.G. and Drake, R.M., Analysis of Heat and Mass Transfer, 
McGraw-Hill, 1972 

• Kern, D.A. and Kraus, A.D., Extended Surface Heat Transfer, McGraw- 
Hill, 1972 

• Pivovarov, A.A., Thermal Conditions in Freezing Lakes and Rivers, John 
Wiley & Sons, 1973 

• Yamaguchi, M. and Nogi, T., Stefan Problem, Sangyo~Tosho, 1977 (in 
Japanese) 

• Andersland, O.B. and Anderson, D.M., (eds.), Geotechnical Engineering 
for Cold Regions, McGraw-Hill, 1978 

• Wilson, D.G., Solomon, A.D. and Boggs, P.T., Moving Boundary Prob- 
lems, Academic Press, 1978 

• 0zisik, M.N., Heat Conduction, John Wiley & Sons, 1980 
• Gray, D.M. and Male, D.H., (eds.), Handbook of Snow, Pergamon Press, 

1981 
• Higashi, A., Fundamentals of Cold Regions Engineering Science, Kokon- 

Shoin, 1981 (in Japanese) 
• Johnston, G.H., (ed.), Permafrost, Engineering Design and Construction, 

John Wiley ~ Sons, 1981 
• Lunardini,V.J., Heat Transfer in Cold Climates, Van Nostrand Reinhold, 

1981 
• Kinoshita, S., (ed.), Physics of Frozen Ground, Morikita, 1982 (in Japan- 

ese) 
• Hutter, K., Theoretical Glaciology, Reidel, 1983 
• Aziz, A. and Na, T.Y., Perturbation Methods in Heat Transfer, Hemi- 

sphere, 1984 
• Crank, J., Free and Moving Boundary Problems, Oxford Univ. Press, 

1984 
• Grigull, U. and Sander, H., Heat Conduction, Hemisphere, 1984 
• Kurz, W. and Fisher, D.J., Fundamentals of Solidification, Oxford Univ. 

Press, 1984 
• Manzoor, M., Heat Flow Through Extended Surface Heat Exchangers, 

Springer-Verlag, 1984 
• Mikhailov, M.D. and ()zisik, M.N., Unified Analysis and Solutions of Heat 

and Mass Diffusion, John Wiley & Sons, 1984 
• Beck, J.V., Blackwell, B. and St. Clair, C.R., Inverse Heat Conduction: 

Ill-Posed Problems, John Wiley & Sons, 1985 
• Kakac, S. and Yener, Y., Heat Conduction, Hemisphere, 1985 
• Rohsenow, W.M., Hartnett, J.P. and Ganic, E.N., (eds.), Handbook of 

Heat Transfer, Fundamentals (Vol. 1), Applications (Vol. 2), McGraw- 
Hill, 1985 

• Ashton, G.D., (ed.), River and Lake Ice Engineering, Water Resources 
Publications, 1986 



18 K.C. Cheng 

• Farouki, O.T., Thermal Properties o/Soils, Trans. Tech. Publications, 
1986 

• Ho, C.Y., (ed.), Specific Heat of Solids, Hemisphere, 1988 
• Lock, G.S.H., The Growth and Decay o/Ice, Cambridge Univ. Press, 1990 
• Cheng, K.C. and Seki, N., (eds.), Freezing and Melting Heat Transfer in 

Engineering, Hemisphere, 1991 
• Lunardini, V.J., Heat Transfer with Freezing and Thawing, Elsevier, 1991 
• Beck, J.V., et al., Heat Conduction Using Green's Functions, Hemisphere, 

1992 
• Alexiades, V. and Solomon, A.D., Mathematical Modeling of Melting and 

Freezing Processes, Hemisphere, 1993 
• Gebhart, B., Heat Conduction and Mass Diffusion, McGraw-Hill, 1993 
• Lock, G.S.H., Latent Heat Transfer, Oxford Univ. Press, 1994 
• Poulikakos, D., Conduction Heat Transfer, Prentice-Hall,  1994 
• Saitoh, T., Moving Boundary Heat Transfer, Yokendo, 1994 (in Japanese) 
• Kaviany, M., Principles of Heat Transfer in Porous Media, Springer, 1995 
• Fukusako, S. and Inaba, H., Heat Transfer Phenomena Under Low Tem- 

perature Environments and their Applications, Yokendo, 1996 
• Rohsennow, W.M., Hartnett ,  J.P. and Cho, Y.I., (eds.), Handbook of Heat 

Transfer, 3rd. Ed., McGraw-Hill, 1998 

9 C o n c l u d i n g  R e m a r k s  a n d  S o m e  O b s e r v a t i o n s  

The history of heat transfer is now nearly 300 years old beginning with the 
enunciation of Newton's cooling law in 1701. The classical work of the con- 
duction heat transfer belongs to applied mathematics. Fourier's work in 1822 
marked the beginning of theoretical work in heat transfer and provided the 
basic methodologies for subsequent developments in convection heat transfer. 
Heat conduction is the basic mechanism in convection heat transfer and con- 
vection is closely related to fluid mechanics. Thermal radiation is related to 
electromagnetic theory and quantum mechanics and, represents the applica- 
tion of physics. Conduction heat transfer is the basic mode in heat transfer 
dealing with the heating or cooling of solids and the field of application is 
wide-ranging. Over the years many useful analytical solutions to a broad 
range of heat conduction problems have been found [31]. 

The problem of terrestrial temperatures led Fourier to develop his conduc- 
tion theory. Fourier's exploitation of trigonometric series expansions greatly 
enhanced the power and scope for spectrum or harmonic analysis for the 
description of various physical processes in terms of frequencies (periodic 
wave-like motion). Brush's remark [59] in this connection is of interest: 

"Fourier's influence can be seen in both of the forms of quantum 
mechanics which were developed in 1925-26 : SchrSdinger's wave 
mechanics based on a partial differential equation for the "wave func- 
tion," and Heisenberg's matrix mechanics, based on the manipulation 
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of "Fourier coefficients" for transitions involving radiation of various 
frequencies." 

This article deals only with some aspects of the historical development. 
Many topics closely related to conduction heat transfer were not considered. 
Within the scope of this article, recent contributions relating to the topics 
listed in Table 2 were not discussed. 

Table 2 Examples  of Topics Closely Re la t ed  to 
C o n d u c t i o n  H e a t  Transfer  

1. Extended surfaces (fins) 
2. Direct contact heat transfer 
3. Temperature and heat flux measurements 
4. Temperature control systems 
5. Heat exchangers 
6. Freezing, melting and solidification phenomena 
7. Measurements and theoretical predictions of thermal conductivity (solid, 

liquid, gas) 
8. Thermal stresses (thermoelasticity) 
9. Hyperbolic heat conduction problems 

10. Freezing or thawing of soils - its controls and applications (natural or 
artificial refrigeration) 

11. Applications of molecular dynamics to heat conduction phenomena (mi- 
croscale thermal phenomena) 

12. Batch and unsteady processes in process heat transfer 
13. Materials processing (crystal growth, casting, welding, heat treatment, 

semiconductor device fabrication, etc.) and high technology applications 
14. Permafrost and frost heave phenomena 
15. Physical and biological environments in cold regions (geophysical applic- 

ations) 
16. Food processing applications 
17. Low temperature problems in biology 
18. Aircraft icing 

The list is incomplete and for reference only. For example, recent icing 
technology bibliography [60] lists 26 different topics and about 2000 refer- 
ences. A natural history of ice and snow is discussed in [61]. The phase- 
change heat transfer phenomena are also covered in geophysics (meteorology, 
oceanography, limnology), geology and glaciology. 

With the development of new materials meeting the demands of high 
technology, it is increasingly important to understand the thermo-fluid phe- 
nomena at the atomic and molecular levels. Heat conduction is related to 
molecular action and the fundamental mechanism of molecular heat diffusion 
is of special interest. One notes that molecular heat transfer has received 
much attention in recent years [62]. Recent work includes molecular and mi- 
croscale heat transfer in materials processing and other applications. The 
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concept of transmission of heat by waves was reviewed and interpreted by 
Joseph and Preziosi [63]. The field of conduction heat t ransfer  is very broad 
and the l i terature is very extensive. With  the new developments in manufac-  
turing and materials  processing involving high technology, the unsolved heat  
conduction problems remain and one expects further fundamental  advances 
in this field in the future. The scope of this article is ra ther  l imited and the 
content remains to be improved. 
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Abstract. Frosting of energy-recovery ventilators results in two major problems: 
increase of pressure losses and reduction of heat transfer rates. Frost formation 
of heat and mass exchangers used in these ventilation systems is investigated both 
experimentally and numerically. A numerical model for the prediction of the thermal 
behavior of the exchanger is presented. The model is validated with experimental 
data and is then employed to conduct a parametric study. Results indicate that 
the absolute humidity is the prevailing parameter for characterizing the frosting 
phenomenon. A frost-mass-fraction chart is established in terms of the absolute 
humidity of the warm exhaust stream and of the temperature of the cold supply 
stream. The effect of time and mass flowrate is also evaluated. The transient three- 
dimensional model shows that the absolute humidity and the temperature of both 
air flows vary nonlineaxly in the frosted zone. 

1 I n t r o d u c t i o n  

Frosting of heat-recovery ventilators (HRV) and ro ta ry  heat  and mois ture  
exchangers (RHE) is frequently observed in cold climates. Frost builds up 
when the exhaust  air s t ream from the exchanger is cooled below its dew point 
and moisture condenses on a cold surface below the freezing tempera ture .  
Frosting results in a reduction of the heat t ransfer  rates and in an increase 
of the pressure losses through the heat  exchanger. 

Hygroscopic air-to-air ro tary  heat  exchangers transfer  energy in bo th  sens- 
ible and latent heat forms in a periodic adsorpt ion-regenerat ion cycle. In the 
adsorption part ,  the dew point decreases as the exhaust  air s t ream flows 
through the microchannels and gives off water  to the desiccant. In the regen- 
eration part ,  the desiccant releases its humidity to the s t ream of dry air. 

Holmberg [1] as well as Pfeiffer and Hbner  [2] have conducted experi- 
mental  studies on the frosting phenomenon during the operat ion of ro ta ry  
regenerators. Frosting of such exchangers has also been investigated numer-  
ically by Att ia  and D'Silva [3] and by Stiesh et al. [4]. In both  models, heat  
transfer was two-dimensional and the underlying mechanisms of frost form- 
ation were ignored. The present paper  addresses this problem by developing 
a three-dimensional model which considers frosting. The model is validated 
with experimental  data  and is then used to examine the global performance 
of the RHE under frosting conditions. After the validation, the model will 
predict the impact  of frost formation on the thermodynamic  properties.  
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2 M a t h e m a t i c a l  M o d e l  

A mathematical  model of a hygroscopic rotary regenerator under frosting 
conditions was developed. The transient three-dimensional multiphase flow 
equations were derived for a representative control volume (RCV) of the ro- 
tor [5,6]. The RCV as shown in Fig. 1 may contain three major  constituents: 
a humid air flow (~,), a frost layer (with a solid phase alpha and the confined 
humid air beta), and a hygroscopic matr ix (a). These constituents are com- 
posed of additional components, notably dry air (a or a f )  and water vapor 
(v and v f ) .  

4, [a, v] 

Esf, 

[d, l] 

Fig. 1. Representative Control Volume (RCV) 

In the RCV, it is assumed that  the frost layer is a homogeneous porous 
medium with a uniform density. However, the frost properties are assumed to 
be time dependent. They are evaluated during the initial frost-layer-formation 
period and also during the full growth period. A previous paper has shown 
that  neglecting the initial frost layer formation period leads to poor predic- 
tions of the frost density and conductivity [7]. The mass and energy conserva- 
tion equations for the RCV have been presented in references [6,8] and need 
not be repeated here. 

The computational  methodology was thoroughly tested for heat and mass 
transfer in an RHE and the results were compared to those of Attia and 
D'Silva [3]. To further verify the accuracy of the model, experiments were 
conducted on rotary exchangers operating under total  energy recovery con- 
ditions. 
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3 E x p e r i m e n t a l  I n v e s t i g a t i o n  

The experimental setup is concerned with the frost formation in a rotary 
exchanger operating in conjunction with a total energy-recovery ventilation 
system. It consists of a hygroscopic thermal wheel installed in an enthalpy- 
recovery ventilator system. The test chamber controls the climatic condi- 
tions of the cold air supply whereas the exhaust-air-stream conditions are 
maintained by an independent furnace and humidifier (see Fig 2). Operating 
conditions range from -30°C to -40°C with dew point temperature ranging 
from -30°C to 20°C. The specific humidity of the inlet and outlet air streams 
are also recorded with the help of 4 dew point meters. The inlet and outlet 
temperatures of the air streams passing through the hygroscopic wheel are 
measured by an array of twenty uniformly distributed thermocouples connec- 
ted to a data acquisition system [5]. 

Fig. 2. Validation of the model: Temperature and Humidity Data 

Comparison between the experimentally determined and numerically pre- 
dicted outlet temperature and absolute humidity for the warm supply (WS) 
is provided in Fig. 3. These figures reveal that the numerical predictions are 
in good agreement with the experimental results. 

4 R e s u l t s  a n d  D i s c u s s i o n  

Series of numerical simulations were conducted to: (1) study the overall per- 
formance of RHE under frosting conditions, (2) predict the local thermody- 
namic properties, and (3) establish a frosting limit. 
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Fig. 3. Validation of the model: Temperature and Humidity Data 

Fig. 4 exemplifies the effect of the mass flow rate of air on the predicted 
enthalpic effectiveness and on the frost formation. The effectiveness, e, is 
defined here in terms of mass flow rates and enthalpies: 

mcs (Hws - Hcs) rowe (Hwe - Hcs) 
E = . = . . (1) 

m,~i,, (Hwe - Hcs) mmin  (Hwe - Hcs) 

The subscripts CE, CS, WE,WS stand for the inlet and the outlet of the 
exhaust and the supply air flows, respectively: Cold Exhaust,  Cold Supply, 
Warm Exhaust and Warm Supply. The frost mass fraction is defined as the 
ratio of the volume occupied by the frost layer to that  of the control volume. 
Each dot on these figures is the result of a full simulation of the thermal 
behavior of the RHE. 

Under normal operating conditions (without frosting), increasing the mass 
flow rate results in an increase of the thermal effectiveness. However, as de- 
picted in Fig. 4 (for operating conditions maintained for 2 hours at Tcs = 
-25°C, T~e = 22°C and RHwe = 40~0), when frosting occurs, increasing 
the mass-flow rate promotes frost formation, gradually reduces the flow pas- 
sage and, as a result, the enthalpic effectiveness declines. Other results have 
shown that increasing the thickness of the wheel reduces frost formation and 
increases enthalpic effectiveness [6]. 

Fig. 5 illustrates typical axial temperature profiles for air and matrix both 
in the adsorption and in the regeneration zones (Tcs = -25degC, RHc~ = 50~, 
Tw~ = 22degC, and RH~e = 40~0). It is observed, in the unfrosted portion of 
the wheel, that the temperature profile is quasi linear. Holmberg [I] suggests 
that the temperature profile may be approximated by a linear relation over 
the entire wheel using the inlet conditions. The present results show that this 
assumption is relevant in the unfrosted region of the wheel but may be off 
in the frosted region. Moreover, the bending of the temperature profiles is 
accentuated as the frost builds up. This figure also reveals that the frosting 
zone covers about one half of the width of the wheel. This zone is limited 
by an isotherm corresponding to a matrix temperature of 0°C (freezing set 
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Fig. 4. Effect of the mass flowrate on the enthalpic effectiveness (Eft.) and on the 
frost mass fraction (FMF) 

point). The frost threshold line reach this physical limit after only a few 
minutes (depending on operat ing conditions). Then,  the frosted zone stops 
its axial growth and it grows only in thickness and density. 
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Fig. 5. Axial air and matrix temperature profiles in the wheel 

The behavior of the interracial humidity ratio between the airflow and 
the cold surface ressembles tha t  of the corresponding t empera tu re  profiles 
exhibited in Fig. 5: the profiles are linear in the unfrosted zone and bend 
slightly in the frosted zone. 
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Fig. 6 exemplifies the evolution of the humidity ratio differential (between 
the surface of the matrix and the air flow) and of the frost mass fraction 
(FMF) across the wheel in both the adsorption and the regeneration zones. 
It is observed that the axial frost threshold is located near the center of the 
wheel (at about 58 mm) and that the driving force for the frost formation is 
maximum between the regeneration and the adsorption period (at 180°). 
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Fig. 6. Humidity gradient and frost mass fraction profiles in the wheel 

The numerical simulations performed also indicate that, as the relative 
humidity of the warm exhaust (WE) increases, the matrix temperature in 
the cold supply (CS) region may augment up to 3°C in the range of the inlet 
conditions studied (-30°C to 25°C). The sorption phenomenon increases the 
enthalpic effectiveness and, at the same time, it reduces frost formation. 

Fig. 7 illustrates the effect of temperature, humidity and time on the 
frosting limit. Examination of this figure reveals that after 30 minutes of 
operation, frosting may occur only under severe conditions (for Tcsunder 
-20°C or Wwe over 5 gkg-1). As time passes however, the likelihood of 
frosting augments and stabilizes and an operating period of about 2 hours 
may be seen as the upper limit. This chart may prove very useful to establish 
control strategies for defrosting RHE. For instance, if To8 -- -15°C and Wwe 
=7 g kg -1, one may envisage to preheat the cold supply air every 30 minutes 
to prevent frosting. On the other hand, if T~ = -20°C and W ~ = 4  gkg -~, 
cyclic preheating would be necessary only at every 2 hours. This figure also 
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reveals that it will take more than a day of constant operation to reach 
complete frosting at Tcs over -15°C and WWE under 2 g kg -1. 

Fig. 7. Effect of temperature, humidity and time on frosting limit 

As expected, frosting is strongly dependent of the exhaust air absolute 
humidity and on the cold supply temperature. The frosting limit is also in- 
fluenced by the efficiency of the exchanger and by the geometry of the RHE. 
The results emphasize the importance of the operating conditions and of the 
thermodynamic properties of the humid air. Optimization is required to in- 
sure that proper control strategies are implemented for operating RHEs in 
cold climate. 

5 C o n c l u s i o n  

Frost formation in rotary heat and mass exchangers was investigated both 
experimentally and numerically. A mathematical model, developed in [6] and 
[8], was used to predict the thermal behavior of the rotary exchanger. The 
transient three-dimensional model was validated with experimental data for 
temperature and humidity. 

Results indicate that the absolute humidity is the prevailing parameter 
for characterizing the frosting phenomenon. A frost-mass-fraction chart was 
established in terms of the humidity ratio of the warm exhaust stream, of the 
temperature of the cold supply stream, and of the time. Unlike the widely 
retained assumption, it was shown that the absolute humidity and the tem- 
perature of both air flows vary non-linearly in the frosted zone. 
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Melt ing  of Unf ixed Material  
Inside an Elliptical Capsule  
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Abs t rac t .  An approximate mathematical model of contact melting of an unfixed 
material in an elliptical capsule is developed. The main characteristic scales and 
non-dimensional parameters which describe the principal features of the melting 
process are found. Choosing the special heat flux distribution on the wall of the 
capsule allows us to derive a closed-form evolution equation for the motion of the 
solid, which also determines the melting rate. It is shown that the melting rate 
depends on the shape of the capsule. The elliptical capsules show higher rate of 
melting than the circular ones. The vertically elongated capsules provide more 
effective melting than the horizontally elongated ones, even though they have the 
same aspect-ratios and vertical cross-sectionai areas. The time required for complete 
melting can be achieved by the right choice of the shape of the capsule, which is 
specified by the value of the aspect ratio. This is especially important for the design 
of practical latent-heat-thermal-energy systems. 

1 I n t r o d u c t i o n  

Analysis of close-contact melting of a solid in a cavity is motivated by ap- 
plication in latent heat-of-fusion thermal-storage systems. Contact  melting 
in a circular horizontal cylinder has been studied numerically by Saitoh and 
Hirose [1], analytically and experimentally by Bareiss and Beer [2]. Contact  
melting in a spherical capsule was investigated numerically by Moore and 
Bayazitoglu [3] and later, applying the technique proposed in [2], Bahrami 
and Wang [4] and Roy and Sengupta [5] reported analytical solutions. The  
general scheme for the scale analysis of the contact melting problem was 
proposed by Bejan [6]. Although the aforementioned investigations highlight 
the main characteristics of contact melting inside a capsule, the effect of 
the shape factor of its cross-section has not been analyzed. In 1998 Saitoh 
[7] pointed out tha t  the shape of the capsule is an important  factor which 
should be taken into consideration for optimal design and construction of the 

t Present address: Institut fiir Mechanik, Hochschulstr: 1, Technische Universit~t 
Darmstadt, 64289 Darmstadt, Germany 
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la tent-heat- thermal-s torage systems. In the present paper  the approx imate  
approach developed by Bareiss and Beer [2] is applied with the higher order 
of accuracy for the mathemat ica l  modeling of contact  melt ing in a horizontal  
elliptical cylinder and ellipsoidal capsule. 

y* 

:iiiiiiiiiiii 'iii/.i: l *  

h* ~ Melting 
• X,_surface 

Fig. 1. Close-contact melting in an elliptical capsule 

2 System Model and Analysis 

The melting process within an elliptical capsule is i l lustrated in Fig.1. The  
equation (x*/a) 2 + (y*/b) 2 = 1 describes a generating curve of the surface of 
the capsule which can be an elliptical cylinder or an ellipsoid of revolution. 
In the first case (x, y) are Cartesian coordinates,  and in the second case (x, y) 
are cylindrical coordinates, where x is a radial distance and y is the axis of 
symmetry.  Initially, the elliptical capsule contains mater ial  in solid phase, 
which occupies the full space of the capsule. Then the wall t empera tu re  is 
raised to the value iF* > T*  and is held at this value during the period 
necessary to melt  the solid completely. The unfixed solid bulk sinks 1 because 
its density is higher than  tha t  of the molten liquid. The downward motion of 
the solid core is characterized by the t ime-dependent  shift s of a material-f ixed 
reference point, which is chosen to be the centre of the originally elliptical 
core. The motion of the solid bulk is accompanied by the generat ion of liquid 

1 We do not treat ice 
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at the melting surface. This liquid is squeezed up to the space above the solid 
through a narrow gap between the melting surface and the wall of the capsule. 
Conventionally, the solid-liquid interface can be divided into two parts  by 
the time dependent value le of the tangential coordinate (Fig.l):  a bo t tom 
interface (l < /e), which represents the close-contact melting area, where 
most of the intensive melting occurs, and the upper interface, where much 
slower "latent" melting takes place. Experiments on melting in a circular 
horizontal tube conducted by Bareiss and Beer [2] showed tha t  melting at 
the upper surface of the solid generated approximately 10-15 percent of the 
total melt. Moreover, in these experiments the upper surface of the solid core 
was very insignificantly changing its shape with time and, therefore, in the 
model the shape of this surface could be considered as approximately the 
same throughout  the entire process. It was also found that  the thickness of 
the molten layer in the close-contact area is considerably smaller than  the 
characteristic size of the cavity. On the basis of these results, the pr imary 
assumptions made in the present study are the following: 

(1) Melting at the upper surface of the solid core is negligibly small [2]. 
(2) The solid core is at the melting point. 
(3) Thermophysical properties of the materials are constant.  
(4) The pressure at the upper interface between the solid and liquid is hy- 

drostatic. 
(5) Since the thickness of the liquid layer in the close-contact area is very 

small in comparison with the dimension of the capsule, the lubrication- 
theory approach can be implemented for mathematical  modeling of the 
heat and mass transfer processes in the molten layer. Therefore, the local 
two-dimensional curvilinear orthogonal coordinate system (l, n), which is 
often used in the boundary layer problem, is applied as shown in Fig.1. 

(6) The motion of the liquid and the solid is non-inertial. 

2.1 G o v e r n i n g  e q u a t i o n s  

The transverse coordinate n* is normalized by dividing lengths by the molten 
layer thickness so that  n = 0 determines the capsule wall and n = 1 determ- 
ines the solid-liquid interface. For the case under consideration we choose the 
scales as 

s o = 2 b ,  l o = a ,  n o = h o ,  T o = T w o - T *  m ~  

Po = bg (ps  - Pl ) ,  Uo = a w o / h o .  

Here, Two is a characteristic temperature  of the wall of the capsule. The 
characteristic excess pressure P0 is taken as the typical difference between 
the gravitational and buoyancy forces acting on the solid per unit area of its 
surface. The other scales will be determined from investigation of the gov- 
erning equations. On the basis of assumption (5), the conservation equations 
of mass, momentum and energy in dimensionless form can be writ ten as 
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~W 
On 

1 0 ( x ~ h u )  
+ x v 0 ~  - 0, v = O, 1, (1) 

Op 71 02u #uoa 
01 h 2 cgn 2' ~ = poh~'  (2) 

Op 
0--~ = O, (3) 

S t e ( u ~  l w cgT) _ 1 c92T 
+ ~ h 2 On 2 '  

(4) 

where ~ = 0 corresponds to the elliptical cyl inder  and v =  I corresponds  to the  
ellipsoid of revolution. These are essentially the  lubr ica t ion equat ions  with an 
accuracy  of O(~) expressed in curvil inear coordinates .  Here the  te rms  of O(s)  
are neglected since the pa ramete r  ~ = ho/a,  which represents  the ra t io  of the  
gap width scale to  the character is t ic  d imension of  the  capsule, is very small 
and varies in the  range 10 -3  - 10 -2  for different phase  change mater ia ls  used 
in the thermal  s torage systems. Equa t ion  (1) is the  mass balance,  (2) and (3) 
express the longitudinal  and normal  force balance,  and (4) is the s t eady-s t a t e  
energy balance.  The  Stefan condi t ion at the  solid-liquid interface n = 1 yields 

[990T] k (Two - (5) 
W =  [hO-nnJn=l '  99-- hoplLmwo 

The transverse velocity at  the solid-liquid interface n = 1 can also be found 
to order O(e) as 

Os 2psb 
w = - a ~ 7  cosO , a =  . (6) 

ptwoTo 

From (3) it can  be seen tha t  p is a funct ion of  only one independent  variable 
l. Equa t ing  ~ = 1 in (2), 99 = 1 in the  Stefan condi t ion  (5) and a = 1 in (6) 
yields the scales for the mol ten  layer thickness,  the t ransverse  veloci ty and 
the t ime as follows 

2bps a4 S te  -~2 kl(Two - T *  ) To= ~ .  (7) 
h4 - Ar  P r  ' wo = pthoLm ' wopt 

Balancing the  forces act ing on the  solid in the  vertical  direction, namely  the 
gravi ta t ional  force and the force exer ted by the  liquid, yields with an accuracy  
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of o(c) 

px~dx  = F , ( s ) ,  

o 

v = 1, 0, (8) 

where 

• 2 8 3 
F o = ( a r c c o s s - s x / 1 - s 2 ) ,  F l = 5 - s + ~ .  (9) 

The magnitude of the gravitational force in the right-hand side of equation 
(8) depends on the solid bulk volume which varies with time since s is a 
function of time. As it can be seen from equations (9) in the final stage of 
the melting process when s tends to 1, the volume of the solid bulk and, 
therefore, the magnitude of the gravitational force vanish to zero. In the left- 
hand side of equation (8) the force acting in the direction opposite to the 
gravitational force is represented by the force of pressure in the liquid layer. 
The other component of this force caused by the shear stresses is ignored 
since its magnitude is of O(~). 

2.2 E v o l u t i o n  e q u a t i o n  

Integrating equation (2) twice with respect to n and taking into account the 
no-slip conditions on both the capsule wall and the melting interface yields 

h 2 0 p  
u -- 2 Ol (n2 - n).  (10) 

Substituting equation (10) into the continuity equation (1), integrating with 
respect to n and l, and taking into account (6) and the impermeability con- 
dition on the wall of the capsule, we derive the expressions for the pressure 
gradient and the transverse velocity 

Op 12x (ds /dT)  (11) 
Ol (u + 1)h 3 ' 

w = (ds /dT)  cos 0(2n 3 - 3n2). (12) 

Using the expression for the pressure gradient (11) we can write the force 
balance equation (8) in the form 

12(ds/dT)  
(v + 1) 2 

XV+2 

h 3 cos 0 dx = F , ,  
o 

1), (13) 
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where F0 and F1 are determined by equations (9). Integrating the energy 
equation (4) with respect to n in the interval (0, 1) and using the mass con- 
servation equation (1) and the Stefan condition (5), we derive the energy 
balance equation in the integral form 

1 

hx ~Ste ~(hxO ~ uTdn) = q~ -~ cos O, 

0 

(14) 

where qw = q~(1) is the transverse heat flux at the wall of the capsule. 

2.3 Simpl i f i ed  m o d e l  o f  c l o s e - c o n t a c t  m e l t i n g  

As it was already mentioned, the derivation of the mathematical  model 
presented above is based on the fact that  the parameter  c = ho/a "0 10 -3 - 
10 -2, therefore values of order O(~) are ignored. This model is governed by 
another small parameter  - the Stefan number. For a number of situations and 
a variety of phase-change materials Ste < 0.1. The lat ter  allows us to im- 
plement the per turbat ion methods and to neglect in the further analysis the 
terms of the order of O(Ste2). Within the bounds of the adopted accuracy 
the temperature  profile which should be substi tuted into the left-hand side 
of equation (14) can be taken as follows 

T = T~(1 - n) + O(Ste). (15) 

From the Stefan condition (5) and equation (15) it also follows that  

0± Tw = hcos d~- + O(Ste). (16) 

Substituting into the l e •hand  side of the energy balance equation (14) the 
expression for the tangential velocity (10) and the linear tempera ture  profile 
across the molten layer (15), where the pressure gradient cgp/cOl and the wall 
temperature  T~ are defined by equations (11) and (16) respectively, after 
integration over l, we derive with an accuracy of O(Ste 2) 

) ds ( u + l  / x V q ~ d  l (17) hcosO--~TSte= 2 ~ (dsTd-~)xv+i ° - 1 . 

If the heat flux distribution on the wall of the capsule qw = qw (l) is given, 
then (17) together with the force balance equation (13) consti tute the system 
of integro-differential equations, from which the shift of the solid core s = s(7) 
and the thickness of the molten layer h = h(l, ~-) can be determined. For the 
arbitrary q~ this system of equations can be solved numerically, however, 
the closed-form analytic solution can be readily obtained, provided that  on 



Melting of Unfixed Material 39 

the wall of the capsule the special heat  flux distribution is assumed as q~ = 
~eos0,  where ~ is constant  and cos0 = dx/dl = x/1 - x2/x/1 + ex 2. In this 
case equation (17) converts to 

h =  2 (q/dS - 1 )  / ( S t e ~  dv (18) 

from which it follows tha t  the product  h -- h cos 0 does not depend on x and 
can be a function of t ime only. As a result the force balance equation (13) 
reduces to 

12 / x ÷2 (dx  2 
( .  + 1)2F~ &r \d l  / dx. (19) 

o 

For the further analysis we assume (and prove it below) tha t  for the specified 
case the liquid t empera tu re  is a function of n only. Based on this assumpt ion 
we reduce the energy equation (4) by ignoring the first te rm on the left-hand 
side. Then,  substi tut ing expression (12) for w into (4) yields 

~ OT 02T 
Ste h(2n 3 - 3n 2) On - con 2 (20) 

For the case under consideration, the boundary  conditions at the solid liquid 
interface (5) and T = 0 (sufficient to solve (20)) do not depend on l. Therefore, 
because (20) does not include coefficients depending on l, the t empera tu re  T 
will be a function of n only and the wall of the capsule is isothermal.  The 
tempera ture  distribution therefore can be readily found 

1 

n 

(21) 

If instead of the given heat flux as considered above the t empera tu re  on 
the wall of the capsule is given, Tl~=o = T~, then after expansion of the 
exponential  functions on Ste in (21) wri t ten for n = 1 and some simple 
manipulat ions we derive 

-h(ds/dT) = T~(1 - 7SteTs/20). (22) 

Substi tut ing equation (22) into the force balance equation (19) leads to the 
equation for the downward velocity of the solid bulk 

2 3 ds/dw = [(y + 1) F,T~,(1 - 7SteT~/20)a/12G~] 1/4, (23) 
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where for u = 0 

(2 + 3s2)(1 - s2)3/2/15, c = O, 

- ( 1  - s2) 3/2 , ,1 . 1 , ,  / .  2 arctan(~/c(1 - s2)) ,  

- ( 1  - s2) 3/2 .1 1 . .  /1  2 a r t h ( x / - c ( 1  - s2) ,  
+ / c + ~ ) ( w - s  - ~ j, 

and for u = 1 

c > 0 ,  

c < O  

(1 + 2s2)(1 - s2)2/12, c = O, 

G1 = ( 1 - s 2 )  2 ( l + c ) ( 1 - s  2) l + C l n ( l c  + 1 82), 
4 ~  + 2c 2 - 2c ------g- 

C # 0. 

Equation (23) includes only two dimensionless parameters .  Pa rame te r  c = 
(b/a) 2 - 1  depends on the aspect  rat io b/a of the ellipse and the Stefan number  
characterizes the effect of the mater ia l  propert ies and wall tempera ture .  Since 
the wall t empera ture  is constant  (with regard to t ime also) and the functions 
F and G depend only on s and c, we can eliminate the factor at the r ight-hand 
side of (23) depending on T~o and Ste  by rescaling the t ime 7 

= T[(u + 1)2T~3 (1 - 7SteTw/20)a/12] 1/4 

to derive in new variables 

ds/d{- = [GIGs] 114 (24) 

Therefore, knowledge of the function s(~, c) when b/a is fixed permits  us to 
find the solution of the problem for all quantities of the cross-sectional area  of 
the ellipse, wall t empera ture  and mater ial  properties.  On the other hand,  if s* 
and the t ime of complete melting T* are found from natural  experiments  on 
melting of any particular mater ia l  in an elliptical capsule of fixed aspect  rat io  
and arbi t rary  cross-sectional area, then s* and 7* can be readily obtained 
for any other material ,  wall t empera ture ,  cross-sectional area  and the same 
elliptical aspect ratio by means of scale t ransformation.  

Let us consider a different situation, when the ellipse cross-sectional area  
r 2 = ab and the Stefans number  are fixed, whereas the aspect  ratio is changed. 
Considering two cases of melt ing of the same mater ial  induced by the same 
wall t empera ture  inside the capsules with different ellipse aspect ratios, which 
are denoted by subscripts 1, 2, we have T ~ I / T *  2 = (bl/b2)l/sT,~l/~'m2, where 
Vm depends only on the aspect  rat io  of the ellipse. Hence, the rat io of di- 
mensional times required for complete melting is affected only by the values 
of the aspect ratios and does not depend on the cross-sectional area of the 
capsule, material  properties and wall tempera ture .  
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3 R e s u l t s  a n d  D i s c u s s i o n  

Among the different phase-change materials  used in the thermal  energy stor- 
age systems, n-octadecane is most frequently used. Physical propert ies of this 
material  are well documented. Even though numerical computa t ions  provided 
below are for n-octadecane melting conditions, general conclusions can be 
drawn. In order to est imate the effect of the shape factor on the effective- 
ness of melt ing it is reasonable to consider capsules of the same cross-sectional 
area, which means tha t  the quanti ty r 2 = ab is fixed. Since the adopted scales 
depend on a and b, we present results of computa t ions  for an elliptic cylinder 
with T~ = 1, Ste = 0.1 and different a and b using the scales obtained above 
when a = b = r,  which corresponds to a circular cylinder. Variables in these 
scales are denoted by bars. 

1,0 

M/Mt~ 

0,5 

I 
0 1,5 

2 3 

/ j '  2 -  b/a=2,0 
3 - b/a=0.5 

I I 

0.5 ] ,0 

Fig. 2. Time variation of the fraction of the molten mass inside the elliptical cap- 
sules of the same cross-sectional area and different aspect ratios 

Time variation of the molten mass fraction for the capsules of the same 
cross-sectional area and different aspect ratios is presented in Fig.2. As can 
be seen, for circular cylinders (b/a = 1) our results completely coincide with 
those obtained by previous authors. The elliptical capsules show higher rate  of 
melting than  the circular ones. Fig.3 shows how the complete t ime of melting 
varies with the aspect  ratio (b/a) n. For the vertically elongated capsules the 
exponent n = 1 and the aspect-rat io b/a > 1, for the horizontally elongated 
capsules n = - 1  and, hence, the aspect-rat io b/a < 1. The  results show tha t  
the paramete r  b/a can be used as a control pa rame te r  for the t ime of melting. 
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For instance the capsule with a circular cross-section requires longer t ime of 
melting since the curve in Fig.3 has the m ax i mum in the point b / a  = 1. 
The vertically elongated capsules (b /a  > 1,n = 1) provide more effective 
melting than  the horizontally elongated o n e s ( b / a  < 1, n : - 1 ) ,  even though 
they have the same surface and cross-sectional areas. The  t ime required for 
complete melting can be achieved by the right choice of the shape of the 
capsule, which is specified by the value of the aspect ratio. 

1,3 

1,2 

1.1 

1,0 

0,9 I I I I I 
2 3 4 5 6 

1-1 
[b/a] 

Fig. 3. Variation of the time of complete melting inside the elliptical capsules of 
the same cross-sectional area vs the ellipse aspect ratio 

N o m e n c l a t u r e  

S p a t i a l  characterist ics:  

l tangential  coordinate = l * /a ,  as shown in Fig.l;  
n transverse coordinate = n * / h * ,  as shown in Fig. l ;  
x dimensionless horizontal coordinate = x * / a ,  
y dimensionless vertical coordinate = y*/b ,  
h non-dimensional molten layer thickness, 

projection of h on the y-direction, 
0 = ( n , y )  the angle, as shown in Fig.l ;  
a, b horizontal and vertical semi axes of the ellipse, 
c pa ramete r  = b2/a  2 - 1, 
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s shift of the reference point fixed in the solid core = s*/2b, 
capsule aspect ratio = b/a (b > 1 for vertically elongated 
and b < 1 for horizontally elongated capsules), 
ratio of the molten layer thickness scale to the capsules 
radius = h*/a, 

= O, 1 parameter  determining if an elliptical cylinder or an ellipsoid 
of revolution is considered. 

T h e r m o d y n a m i c  fields:  

u, w dimensionless tangential and transverse velocities, 
liquid pressure, 

p excess liquid pressure = (~* - ptg(b - y*))/Po, 
qw transverse heat flux through the wall of the capsule, 

constant =qw / cos 0, 
T non-dimensional liquid temperature,  
T~ non-dimensional wall temperature,  
T*, dimensional melting temperature,  
Two characteristic wall temperature,  
~- non-dimensional time, 
Tm time required to complete melting of the solid core, 
g gravitational acceleration. 

T h e r m o p h y s i c a l  m a t e r i a l  p r o p e r t i e s :  

Ar Archimedus number = plgb3(ps - pl ) /#  2, 
cl liquid specific heat, 
Lrn melting latent heat, 
kl liquid heat conductivity, 
Pr  Prandtl  number = clp/kl,  
Ste Stefan number = ct(Two - t m ) / L m ,  
p liquid viscosity, 
Pl density of the liquid, 
P8 density of the solid. 

S u p e r s c r i p t s :  

* dimensional quantity. 

S u b s c r i p t s :  

1 liquid, 
m melting, 
s solid, 
w wall of the capsule, 
0 scales. 
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E x p e r i m e n t a l  S t u d y  on the  Crit ical  Hea t  F l u x  
of  Ice A c c r e t i o n  A l o n g  a F ine  Wire  I m m e r s e d  
in a Cold  Air F low wi th  Water  Spray  
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1 Kushiro National College of Technology, Nishi2-32-1,Otanoshike, Kushiro 
084-0915, Japan 

2 Hokkaido University, Kital3,Nishi8,Kita-ku, Sapporo 060-8628, Japan 

Abstrac t .  An experimental study was carried out on the critical heat flux of ice 
accretion along a horizontal wire immersed in a cold air stream with water spray. 
The critical heat flux was defined as the minimum heat flux, which could maintain 
de-icing along a wire. The air stream velocity and temperature range were from 
about 3 to 8 ms -1 and from -5 to -15 deg. C, respectively, and the average droplet 
diameter of the water-spray range was from 140 to 640/_tm. In order to determine 
the effect of the wire diameter on the critical heat flux, three diameters, namely, 
0.5, 0.8 and 1.0 mm were selected. The critical heat flux was determined from the 
profile of the variation of the wire temperature with the loading electric power on 
the wire. It was found for the conditions of the present experiments that  the critical 
heat flux showed a linear increase with an increase in the air stream temperature 
and velocity. Moreover, the effects of the profile of droplet and wire diameter on 
the critical heat flux were examined. 

1 I n t r o d u c t i o n  

Ice accret ion on s t ruc tures  occurs  f requent ly  in winter  in cold regions, and  
causes various accidents. Recently, a number  of  problems concerning b o t h  
anti- icing and de-icing of  s t ructures  have been investigated. In  order  to  eco- 
nomical ly  establish pract ical  counter-measures ,  quant i ta t ive  s t u d y  of  heat  
t ransfer  on icing or de-icing on the  surface of  a s t ruc ture  is needed. 

There  have been m a n y  repor ts  on the character is t ics  of  ice accre t ion 
on the  surfaces of s tructures.  For example,  L .Makkonen  [1], G.S .Lock  and 
I .B.Foster  [2], P .Personne  and J . F . G a y e t  [3] s tudied the  mass  and  profile of  
ice accret ion on a cylindrical  surface. L .Makkonen  [4] ana lyzed  numerica l ly  
the  heat  balance along a wire in a cold air s t ream. P .Personne  and  J . F . G a y e t  
[3] and  N.Seki et al. [5] repor ted  da t a  for anti-icing on a cyl indrical  surface. 
E .M.Ga tes  et al. [6] invest igated numerical ly  the character is t ics  o f  the  velo- 
ci ty and t empera tu re  of  droplets  in a cold air s t ream. The  present  au thors  
[7] on the  o ther  hand  proposed  a formula  based on exper iments  which is 
conecerned with the critical heat  flux for a single d is t r ibut ion of  the  drople t  
d iameter  and three wire diameters.  
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In the present study, we examined the adequateness of this exper imental ly  
based formula for three cases of the distribution of the droplets.  The effect 
of the diameter  of the droplet on the critical heat  flux was also investigated. 

2 E x p e r i m e n t a l  A p p a r a t u s  a n d  P r o c e d u r e s  

2.1 Experimental apparatus 

A diagram of the experimental  test  facility is shown in Fig. 1. The main 
components of the experimental  appara tus  are a wind tunnel, test  section, 
spray-generation system, and associated measurement  instruments.  The  wind 
tunnel was set up in a refrigeration room (2.8m wide x 1.8m long x 2.2m 
high), the t empera ture  of which was controlled in the range from 20 to -30 
deg. C, by an evaporator  and defrosting heater.  The air s t ream in the wind 
tunnel was generated by suction of a fan. The  air s t ream flowed to the test  
section through a guide vane and an area of fine grids. Droplets were injected 
from a water spray nozzle at the end of the contraction section. 

A fine plat inum wire is horizontally fixed in the test  section located 
750mm downward from the nozzle. The  cross section of the test  section was 
60 x 60 mm. The test  section was made  of a t ransparent  plastic plate. Wires 
of three different diameters (0.5, 0.8 and 1.0mm) were tested. The supply 
rate  of the droplets was adjusted by operat ing a valve. The  air s t ream and 
droplet temperatures  were measured by thermocouples (d=0 .3mm,  Cu-C) 
and the t empera ture  of the water in the nozzle was controlled by a heater.  

Fig. 2 shows the measurement  circuit of the wire. The circuit consists of 
a platinum wire, a s tandard resistor and a constant  current power source. 
The wire has a compensation section at  each end. The length of each section 
is 5mm. I t  is assumed that  the t empera tu re  distribution in the direction 
along the wire is uniform and tha t  the influence of the axial t empera tu re  
distribution is negligible. 

2.2 Experimental procedures 

The water spray was injected at a constant  flow rate  for given values of 
t empera ture  and velocity of the airflow. A video camera  was used to confirm 
the beginning of refrigeration along the wire. Potentials  at bo th  ends of the 
wire were recorded simultaneously and continuously using a digital multi  
meter.  Measurements were s topped when ice had formed along the whole 
length of the wire. An electrical current  tha t  had sufficient power for anti- 
icing along the wire was passed through the wire at the beginning of each 
run, and the power was then gradually and linearly decreased with time. A 
computer  program was used to control the electric power. 

Experiments  were conducted under the following conditions: range of air 
temperature ,  -8 to -20 deg. C; air velocity, 3 to 15 m s - l ;  mass-flow rate,  5 to 
15 k g m - 2 h  -1 ; and diameter  of droplets, 140 to 640#m. 
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Fig. 1. Schematic diagram of experimental apparatus 
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Fig. 2. Electric circuit for the measurements 

The accuracies of the measured values were within ±0.05~0 for the po- 
tential at both  ends of the wire, ±0.270 for the heat  flux along the wire and 
±0.3% for the t empera tu re  of the wire surface. The  accuracy of the tem- 
perature  difference of the wire surface and airflow was within ±0.3%; the 
accuracies of the airflow velocity and droplet  d iameter  were not clear. 

2.3 D i s t r i b u t i o n  o f  air f low v e l o c i t y  in t h e  w i n d  t u n n e l  

Fig. 3 shows three profiles of airflow velocity in the test  section of the wind 
tunnel. These profiles were measured using a Pi to t  tube  with an outer dia- 
meter  of 1.2 mm. Each profile was obtained from da ta  on 90 grid points in the 
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cross section. Perhaps  the entrance effect does not entirely disappear ,  how- 
ever every distribution of the velocity is nearly uniform in the test  section 
except for the area near the wall. The influence of the t ransi t ional  velocity 
profile on the present problem is not discussed. 

WIND DIRECTION 

ua [ms-'l 

Fig. 3. Velocity profiles of air flow at a horizontal cross section of test section 
(Ua --  2.8, 5.2, 6.4ms -1) 

2.4 Profile of  droplet  d iameter  

Three kinds of spray nozzle were used, and the three average droplet  dia- 
meters were 140, 220 and 640#m. Here, the average d iameter  is defined at  
the Sauta mean diameter  (see the table of nomenclature) .  These three aver- 
age diameters of the droplets were es t imated from the distribution shown in 
Fig. 4. These profiles were obtained by analysis, using an image-processing 
program, photographs taken of spray tha t  was t r apped  by an oil pan set at 
the end of the wind tunnel. The profiles shown in Fig. 4 are based on an 
analysis of thousand droplets. 

2.5 M e t h o d  for e s t imat ing  the  critical  heat  flux 

The critical heat flux on the surface of the wire can be determined by meas- 
uring the variation of the t empera tu re  of the wire with the reduction in the 
electric power supplied to the wire. Fig. 5 shows an example of the trans- 
itional wire t empera tu re  as a function of the electric power. An electrical 
current powerful enough for anti-icing along the wire was passed through the 
wire at the beginning of the run, and then the power was gradually linearly 
decreased with time. Consequently, the wire and the water  layer along the 
wire were slowly cooled, and the t empera tu re  of the water  film dropped to 
below the freezing point. When this process was continued, the water  film 
began to freeze while radiating latent heat  along the wire. As a result, the 
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Fig. 4. Profile of droplet diameter 

temperature  of the wire rose again and reached the freezing point. The heat 
flux of the wire surface at this moment was easily determined from the electric 
power, as shown in Fig. 5. This procedure can not be accomplished without 
electronically monitoring it. 

3 R e s u l t s  a n d  D i s c u s s i o n  

3.1 Ef fec t s  o f  airflow temperature and velocity 

Fig. 6 shows that  the critical heat flux obtained from these experiments (the 
average droplet diameter was 140#m) correlates with the airflow temperature .  
The experimental parameter  was the mean velocity of the airflow in the wind 
tunnel. Although the sample is small, it can be seen that  the critical heat 
flux increased rapidly as the tempera ture  of the airflow decreased and its 
velocity increased. These results indicate that  the airflow tempera ture  and 
velocity play an important  role in determining the critical heat flux. It is 
obvious that  the volume of the electric power supplied to the wire must be 
increased in order to compensate for increased icing as the super-cooling of 
the droplets entering the test section is intensified by the reduction of the 
airflow temperature.  On the other hand, the effect of the airflow velocity on 
the critical heat flux is more difficult to explain, because the velocity of the 
droplet affects both the super-cooling of the droplets and the heat transfer 
on the surface of the wire. The results shown in Fig. 6 indicate that ,  when 
the velocity of the airflow is increased, the increment of heat radiat ion by 
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Fig. 5. Method for estimating the critical heat flux 

enhancement of the heat transfer along the wire becomes more predominant  
than the electric power supplied to the wire to be decreased by weakening 
the super-cooling of the droplet. This weakening of the super-cooling of the 
droplet is caused by the fact that  the time, which the droplet is exposed in 
the cool airflow becomes short with increment of the airflow velocity. 

The data  obtained by Horibe et al. [8] are shown in Fig. 6 for compar- 
ison. Their  data  were obtained under the following experimental  condition; 
cylinder diameter = 30mm, airflow velocity = 6ms -1, and average droplet 
diameter = 200#m. As shows in Fig. 6, the results of their experiments are 
not inconsistent with the present data. 

3.2 Ef fec t s  o f  d r o p l e t  d i a m e t e r  p ro f i l e  a n d  w i r e  d i a m e t e r  

In order to examine the influence of the droplet diameter on the critical heat 
flux, we performed experiments using droplets of three different average dia- 
meters. Fig. 7 shows that  the data obtained from these experiments correlate 
with the velocity of the airflow in the wind tunnel. That  the critical heat flux 
increases with the velocity of the airflow in each case is thought to be caused 
by the heat transfer coefficient along the wire surface which increases as the 
airflow velocity increases. 

The results shown in Fig. 7 also indicate tha t  the droplet diameter  has a 
remarkable effect on the critical heat flux. A possible reason for this is tha t  the 
heat capacity of the droplets increases as they increase in size; consequently, 
large droplets are not as super-cooled by the air stream as are smaller droplets 
by the t ime they come in contact with the wire. Therefore, larger droplets 
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Fig. 6. Effects of airflow temperature and velocity on the critical heat flux 
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Fig. 7. Effects of the droplet-diameter profile and the wire diameter on the critical 
heat flux 

transfer greater amounts of heat energy to the wire. It is thought,  therefore, 
that  the heat input into the wire necessary to compensate for the loss of latent 
heat through refrigeration is lower when large droplets are used. Further, 
Fig. 7 also indicates that  the effect of the wire diameter on the critical heat 
flux becomes more significant when the diameter is larger. However, this 
relation is presently not clearly understood. 
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3.3 A r r a n g e m e n t  b y  n o n - d l m e n s i o n a l  p a r a m e t e r s  

The authors [5] proposed two empirical equations by which the non-dimen- 
sional critical heat transfer coefficient, tha t  is, the critical Nusselt number,  
can be correlated to the Reynolds number  by introducing the Stefan number  
as a mediating parameter .  For definitions of these see the table of nomen- 
clature. These experimental  formulae are based on the da ta  obtained from 
experiments in which the average droplet d iameter  was 140tim. The two em- 
pirical equations are 

N u c  = 1.34 x 10 - 4  - e - 1 8 S t  . R e  172, 100 ~ R e  <_ 250, (1) 

N u c  = 4.82 × 10 -3 • e -22st • R e  1"°2, 250 < R e  <_ 700. (2) 

The values of the constants and exponents  in these equations are obta ined 
by the least squares method.  These equations and experimental  da ta  are 
shown in Fig. 8. When the average droplet d iameter  was 140#m, it was found 
tha t  the diameter of the wire had little influence on the value of the critical 
Nusselt number. However, as these equations were not determined under wide 
conditions, this validity must  be verified for different situations. 

Fig. 9 shows the results obtained by entering the da ta  collected by the 
above experiments into these two equations. The  uppermos t  lines are plot ted 
using Eqs. (1) and (2). The values derived from these equations vary accord- 
ing to the average droplet diameter.  This suggests tha t  the average droplet  
diameter  must be considered for the formulation of the data.  

However, the formula expressed as N u c  = A • e x p ( - B  • S t ) R e  n appears  
to be valid. Before this formula can be applied more  generally, it is necessary 
tha t  it is modified so tha t  the constants A includes the average diameter.  As 
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shown in Fig. 9, the slope of the fitted line is nearly the same in every case of 
the droplet,  therefore, the constant B does probably  not contain the average 
diameter  of the droplet. 
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Fig. 9. Reduction by non dimensional parameters for critical heat flux 

4 C o n c l u s i o n s  

Our investigation of the critical heat flux along a fine pla t inum wire leads us 
to the following conclusions: 

• The critical heat  flux along a fine wire decreases linearly with the t emper -  
ature of the airflow, and it increases as the average diameter  of droplets 
in the spray increases. 

• The effect of wire diameter  on the critical heat flux becomes more signi- 
ficant as the droplet diameter  is increased. 

• The dependence of the critical heat  flux on the t empera tu re  and velocity 
of the air s t ream can be expressed as a non-dimensional relation express- 
ing the Nusselt number  as a foundation of the Reynolds and the Stefan 
numbers.  

• A more general formula tha t  includes the distribution of the diameters  of 
the droplets in the spray is needed in order to more accurately  es t imate  
critical heat flux. 

A c k n o w l e d g e m e n t :  We wish to thank Associate Professor, Masahiko Ya- 
mada  of the Hokkaido University and Associate Professor, Akihiko Horibe of 
the Okayama University for impor tan t  suggestions. 
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N o m e n c l a t u r e  
Cp : specific hea t  a t  cons t an t  p re s su re  
D : d i a m e t e r  of  wire 

d :  d rop l e t  d i a m e t e r  ( S a n t a  m e a n  d i a m e t e r  (S .M.D) --  Z A n d ~ / Z A n d ~ )  
L : l a t en t  hea t  of  f reezing 
N : t o t a l  n u m b e r  of d rop le t s  
n : n u m b e r  of d rop l e t s  
i u :  i u s s e l t  n u m b e r  ( =  qc" D/[A~.  (Tpt - Ta)]) 
q : hea t  flux 
R : res i s tor  
Re : Reyno lds  n u m b e r  ( =  Ua • D/v~)  
St : S tefan  n u m b e r  ( =  (Ta - T f ) .  Cp/L)  
T : t e m p e r a t u r e  
t : t ime  
U : average  ve loc i ty  
V : vo l t age  

: t h e r m a l  c o n d u c t i v i t y  
: k inema t i c  v i scos i ty  

S u b s c r i p t s :  
a : air  flow 
c : c r i t ica l  
f : f reezing 
p t  : p l a t i n u m  wire 
s : s t a n d a r d  res i s to r  
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Abstract .  An experimental  investigation was undertaken to characterize the ef- 
fect of environmental conditions on frost growth on a vertical plate in a parallel 
flow geometry. Humid air was conditioned to have a dew point  below 0°C and lain- 
inar flow prevailed. The test section was fabricated by using three cooling plates 
with individual insulators to minimize longitudinal  conduction. It is known tha t  
frost formation on the heat exchanger surfaces seriously affects the performance 
of the system. The frost is dominantly formed in the inlet region of a heat ex- 
changer. In order to understand the characterist ics of frost growth in the entrance 
region, several experiments were carried out. The experimental  parameters  were 
plate temperature,  air humidity, air tempera ture ,  air Reynolds number,  location, 
and uncooled inlet length. The frosting conditions were limited to air tempera t -  
ures from 5 to 15°C, air Reynolds numbers from 1600 to 2270, air humidi ty ratios 
from 0.00275 to 0.0037 kg~/kg~, and plate  temperatures  from -10 to -20°C. Frost 
growth toward the front of the plate was thicker and denser than toward the rear. 
In the low humidity conditions below 0°C dew point frost growth increased with 
decreasing plate temperature  and increasing humidi ty  . For laminar flow, the dew 
point below 0°C and non-cyclic frosting period, the frost thickness increased with 
increasing air temperature.  This behavior can be explained by an increase of the 
transfer rate and a non-cyclic frosting without  melting in a subl imat ion-abl imat ion 
process. The average growth thickness at three locations showed litt le dependence 
on the Reynolds numbers. However, there were only small differences in the front 
and rear plates. Frost thickness decreased with increasing uncooled inlet length. 
This result could be used to suppress frost growth in the plate finned tube heat  
exchanger. 

1 I n t r o d u c t i o n  

W h e n  a humid  ai r  s t r e a m  is b r o u g h t  in to  con t ac t  wi th  a cooled surface  be low 
the  dew and  freezing t e m p e r a t u r e s ,  f ros t  will form on the  surface.  As the  
frost  thickens,  i t  decreases  t he  air  flow a r e a  and  ac ts  as a t h e r m a l  insu la to r .  
These  are  wel l -known facts  in p rocesses  where  hea t  is t r ans f e r r ed  to  a re- 
f r ige ra ted  surface as in a i r - to -a i r  h e a t  p u m p s  and  r e f r ige ra t ion  equ ipmen t .  
F ros t  f o rma t ion  over  cold surfaces m a y  i m p a i r  t he  t h e r m a l  p e r f o r m a n c e  and  
even tua l ly  lead  to  ser ious o p e r a t i o n a l  p r o b l e m s  in the  compressor .  In  those  
c i rcumstances ,  the  sys tems  us ing a i r - t o - a i r  e v a p o r a t o r  mus t  also have  a de-  
f ros t ing  process .  To fac i l i t a te  the  des ign  t a s k s  a n d  the  se lec t ion  of  the  def ros t  
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cycles of such cooling equipment, it is necessary to throughly unders tand 
the frost formation process both theoretically and experimentally as well as 
under realistic operational conditions. 

The frost formation process accompanied with simultaneous heat and 
mass transfer is complex because of the continuous changes of the frost prop- 
erties and the frost structures, which are also affected by many environ- 
mental conditions. Impor tant  environmental conditions are air temperature ,  
air humidity ratio, Reynolds number and cooling plate temperature.  In spite 
of more than several decades of research by a large number of researchers, 
many important  characteristics of frost growth can not yet be accurately pre- 
dicted. As for the effect of the air tempera ture  on frost growth, Trammell  [1] 
remarked that  air temperature  had a lesser effect on the rate of increase of 
frost thickness than the other parameters.  Brian [2] showed in experiments 
that  the frost thickness decreased with increasing air temperature.  However, 
there was no coincidence of the Reynolds numbers. O'Neal and Tree [3] re- 
port  data  for which there was no difference in height, during the first three 
hours; at the end of six hours, the difference in frost height was less than  7~.  
They concluded that  air temperature  had almost no effect on frost growth 
for air temperatures in the range from 5 to 12 °C. Tao [4] numerically calcu- 
lated that  for air temperatures below freezing frost thickness increased with 
increasing air temperature.  They explained the increase of the frost thickness 
with increasing air temperature  by sublimation and ablimation processes. As 
for the effect of the air velocity on frost growth, many experimental  studies 
were done. Studies pertaining to flat plate geometry are those of Yonko [5], 
Trammell [1], Biguria [6] and Wokura [7]. Studies on parallel plates include 
those of Brian [8], Yamakawa [9], O'Neal [3] and Lee [10]. Despite the relat- 
ively large number of experimental articles dealing with the effect of the air 
velocity on frost growth, there exist still gaps and inconsistencies. 

The present experimental investigation a t tempts  to understand the influ- 
ence of environmental conditions on frost growth, especially low humidity and 
laminar flow. The tested geometries were parallel plates because more than 
90% of the heat transfer area is combined to the fiat plate finned coil. Also, 
in order to investigate the entrance effect on the frost growth, the test section 
was fabricated with three cooling parts with individual insulators. The ex- 
perimental parameters are: plate temperature ,  air humidity, air temperature ,  
air Reynolds number, location, and uncooled length of the inlet. 

2 E x p e r i m e n t a l  A p p a r a t u s  

The experiments were performed by using a closed circuit of wind tunnel 
as shown in Fig. 1. The experimental system was largely composed of three 
sections: climate chamber, test section and blower chamber. The tempera ture  
and the humidity of the air was controlled in the climate chamber. The frost 
was formed and investigated in the test section. The air s t ream was forced 
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Fig. 1. Experimental apparatus 

to circulate and regulated in the blower chamber.  The conditioned air from 
the climate chamber was brought into the test  section. Following the test  
section, the air was drawn into the blower chamber and then returned to the 
climate chamber through the acrylic pipe. The wind tunnel had a test  section 
10mm wide by 164mm high and 306mm long. The main component  of the test  
section was a parallel-plate-heat exchanger. One of the heat-exchanger  plates 
was constructed of stainless steel while the other was acrylic plastic. The 
stainless steel side was composed of three cooling modules as shown in Fig. 
2. In the fabrication of the test section, cork insulator with 5mm thickness was 

306 

II! . . . . . . . . . . . . . . . . .  . . . . . . . . .  ! 1 1 ~ 1  
Airin /If ~ 1  "~1 Airout ( a ) T o p v i e w  
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o -  o ., 
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Fig. 2. Test section 
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used between cooling modules to minimize the longitudinal heat  conduction. 
Each cooling module had a cooling area 82mm wide by 164mm high and 
was made by using a thermoelectr ic device to refrigerate the stainless steel 
side. Its detailed s tructure is shown in Fig. 3. The  thermoelectr ic  device 

~01 82 I~0~ 

3ctric 

steel 

, nermocouple 

Fig. 3. Cooling module 

(MELCOR model CP-2-127-06L) is capable of imposing t empera tu re  in the 
range from -40 to 100°C and deliver up to 120W. A chilled ethylene glycol 
solution from a refrigerating system cooled the a luminum jacket of the cooling 
module. The hot side of the thermoelectr ic device is a t tached to the surface 
of the aluminum jacket by using a high thermal  conductivity thermal  paste.  
Depending on the voltage of the DC power supply to the thermoelectr ic  
device and ethylene glycol solution tempera ture ,  the plate can be cooled 
and maintained at tempera tures  ranging from -30 to -5°C. A PID controller 
controls the DC power and can set the plate t empera tu re  with an accuracy of 
0.5°C. In order to measure the t empera tu re  distribution in the stainless steel 
plate, three holes with 0.8mm diameter  perpendicular  to the thickness were 
drilled 41mm deep at the center position of the plate. T type thermocouples  
with 0.2mm diameter  were inserted in each hole. 

The frost thickness was measured by a micrometer  with a resolution of 
0.001ram. A reading was taken when the shaft of the micrometer  touched 
the frost surface. To ensure the accuracy of the measurement ,  the end of the 
micrometer  shaft was observed visually using an infrared ray with illumin- 
ation from the bo t t om side. The criterion for reading was when there was 
no light between the end of the shaft and the frost surface. The error in the 
measurement  was est imated as 0.1mm. A thickness value was determined by 
taking the average of three measurements .  

Once all environmental  conditions reached s teady state, each exper iment  
was conducted over 3 hours. The frost thickness was measured every 10 
minutes at the front, middle and rear plates. The distances were 61, 153 
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and 245mm from the leading edge. The other measurements were recorded 
every 1 minute to the PC by GPIB communication. 

3 R e s u l t s  a n d  D i s c u s s i o n  

Fig. 4 and Fig. 5 show the variation of the frost thickness with time for the 
locations along the plates. As seen in the figures, frost growth toward the 
front plate is much larger than toward the rear. This is attributed to the 
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Fig. 4. Variation of frost thickness with time for the locations along the plate 

fact that the heat and mass-transfer coefficients are higher toward the front 
in the developing region. Since the flow will be restricted most where the frost 
growth is highest, this point is disadvantageous to the plate finned tube heat 
exchanger. A uniform growth over the cooling surface is needed. This concept 
is important in the design of plate-finned-tube-heat-exchanger operating un- 
der frosted condition. In the entrance region of the parallel plates, the heat 
and mass-transfer coefficients change rapidly. The length of the plate-finned- 
tube evaporator to the air stream is short, and the front of the plate may be 
positioned in the developing region. Therefore, it is necessary to investigate 
the effect of the flow pattern in the entrance on the frost growth. The flow 
pattern is changed by inserting insulated flow guide plates ahead of the test 
plate. Fig. 6 represents the variation of the frost thickness with the dimen- 
sionless length of the flow guide, xo/Dh, xo is the length of the flow-guide 
plate and Dh is the hydraulic diameter based on the parallel plates. An inter- 
esting result occurred in determining the effect of the flow guide on the frost 
growth. Frost growth decreased with increasing length of the flow guide. It 
should be mentioned that the heat and mass-transfer coefficients decrease by 
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Fig. 5. Variation of frost thickness with the locations along the plate and paramet- 
erized for time 

the effect of the development of the velocity profile. Its result may be useful 
in suppressing the frost growth toward the front plate. 
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Fig. 6. Variation of frost thickness with time and dimensionless uncooled inlet 
lengthl xo/Dh 

Fig. 7 shows the effect of the plate-surface tempera ture  on the frost 
thickness. The plate-surface temperatures  were -20°C and -10°C. The higher 
growth rates occurred at the lower surface temperature.  Similarly to the res- 
ult displayed in Fig. 4, frost growth in the front of the cooling plate is much 
larger than in the rear. In Fig. 8, the dependence of the frost thickness on the 
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humidi ty is shown. The frost thickness increases with increasing humidi ty as 
a result of the increased water  content at large humidity. 
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Fig. 7. Variation of frost thickness with time for two different plate temperatures 
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Fig. 8. Variation of frost thickness with time for two different humidity ratios 

Fig. 9 indicates the variation of the frost thickness with the Reynolds 
number.  The  values of the Reynolds number  considered in the  present  work 
are limited to laminar  flow. The frost thickness is slightly different in the 
front and the rear, however the average values on the three locations are 
approximately  the same. In the front plate, the frost thickness for the small 
Reynolds number  was thicker than tha t  for the high Reynolds number,  by 
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contrast, this was opposite in the rear plate. As known from previous re- 
search, it would appear tha t  with regard to the effect of the air velocity or 
Reynolds number the frost growth results are not always in agreement.  For 
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Fig. 9. Variation of frost thickness with time for two different Reynolds numbers 

a flat plate, Yonko [5] found that  frost growth was increased with increas- 
ing air velocity, instead, data  taken by Biguria [6] showed that  frost growth 
decreased. Tokura [7] concluded that  frost growth was independent of the 
air velocity. For parallel plates, da ta  taken by Yamakawa [9] and O'Neal and 
Tree [3] showed increased frost thickness with increasing Reynolds number. 
However, those of Brian [8] showed a decrease. Surveying the above results, 
there are many factors affecting the frost growth: transfer coefficients, driv- 
ing potentials in the heat and mass transfer, melting on the frost surface, 
frictional drag and location. These factors are complexly coupled with each 
other. In general, frost thickness tends to increase for increased transfer coef- 
ficients and driving potential. Factors for decreasing frost thickness are the 
melting phenomena and the increased frictional drag on the frost surface. 
In Fig. 9, the decrease of the frost thickness in the front with increasing 
Reynolds number may be due to frictional effects on the frost growth. More 
research is needed on the effects of frictional drag and transfer rate, before 
definite inferences can be made. 

Finally, Fig. 10 shows the effect of the air tempera ture  on the frost growth. 
The frost thicknesses for an air tempera ture  of 15°C are larger than those 
for an air tempera ture  10°C. This is different from results of O'Neal an 
Tree [3] who showed data  for which the frost thickness decreased by 7% with 
increasing air temperature.  Previous investigators explained this result as the 
melting process with increasing air temperature.  However, we experimented 
with conditions for which the dew point was below freezing. Even though we 
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do not show the data  for the frost-surface tempera ture  in this paper, they were 
below 0°C during the three hours run. Therefore, melting cannot have caused 
a decrease of thickness. Tao [4] reported simulations according to which the 
frost thickness increased with increasing air tempera ture  under conditions 
of the air temperature  below freezing. They explained this observation as 
sublimation and ablimation process, but,  they commented that  experimental  
validation was needed. The present result is a t t r ibuted to the above reason. 
In conclusion, frost thickness increases with increasing air temperature  under 
which the dew point is below O°C. 
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Fig. 10. Variation of frost thickness with time for two different air temperatures 

4 C o n c l u s i o n s  

We investigated the characteristics of frost growth in the developing region 
of parallel plates. In particular, the effect of environmental conditions, such 
as low humidity with dew point below 0°C and laminar flow conditions, on 
the frost growth were experimented. The following results were obtained: 

• The location is a important  factor on the frost growth in the developing 
region. The frost thickness is more thick near to the leading edge. 

• The frost growth decreases by inserting an inlet flow guide. Therefore, 
this guide could be used to suppress frost growth on the front side of the 
evaporator. 

• The effect of the air humidity and plate tempera ture  on the frost growth 
is in agreement with the previous results even under low humidity with 
dew point below 0°C. 
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• By varying the Reynolds number  in the laminar region, there were small 
differences in the front and rear plates. However, the average frost thick- 
ness was almost  independent of the Reynolds number.  

• The frost thickness increases with increasing air t empera tu re  when the 
dew point is below 0°C. This result supports  Tao's  simulation and means 
tha t  the air dew point is an impor tan t  factor on the frost growth. 
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Effect of Ul trasonic  Waves  
on Freezing of Supercoo led  Water  
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Abstract. In order to confirm the effect of ultrasonic waves on freezing of super- 
cooled water, various levels of ultrasonic waves were applied to supercooled water. 
The frequencies of the waves applied were 28 kHz, 40 kHz, 45 kHz, 50 kHz, and 
1 MHz. In order to clarify the mechanism of the effect of the ultrasonic waves, 
several experimental conditions were selected and the results were compared. Each 
test section was cooled at a constant cooling rate, and the ultrasonic waves were 
continuously applied to all test sections, varying the frequency and the intensity. It 
was found that the existence of a free surface touching a metal bar with an addition 
of ultrasonic waves has an effect on freezing of supercooled water. 

1 Introduction 

The existence of supercooled states is one of the most frequent problems in 
the development of ice storage devices. Hence, the s tudy of the mechanism of 
the supercooling phenomenon is indispensable. There are a few reports which 
point out the effect of ultrasonic waves on freezing of supercooled water. 
Smith-Johannsen [1] applied to supercooled water ultrasonic waves whose 
frequency was 1 MHz. He reported that  the ultrasonic wave is effective to 
maintain the supercooled state. On the other hand, Inada et al. [2, 3] applied 
ultrasonic waves of 28 kHz and 45 kHz to supercooled water. They  said 
that  these waves are effective for freezing supercooled water. Taking such a 
background into consideration, the investigations of applying ultrasonic waves 
to ultra pure water under several conditions were carried out. The effect of 
ultrasonic waves on freezing of supercooled water is discussed. 

2 E x p e r i m e n t  

In order to confirm the effect of ultrasonic waves to freezing of supercooled 
water, various levels of ultrasonic waves were applied to supercooled water. 
The applied frequencies of the waves were 28 kHz, 40 kHz, 45 kHz, 50 kHz, 
and 1 MHz. In order to clarify the mechanism of the effect of ultrasonic waves, 
eight experiments, i.e. tests A to H, were selected as shown in Table 1. 

They were separated according to the conditions as follows: (i) existence of 
a free surface or oil-water interface, (ii) volume of water, (iii) purity of water, 
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Table 1. Test conditions 

Test f I Volume Surface Metal bar Type 

No. [kHz] [W cm -2] [cm 3] 

A 28 0.03 0.8 oil insertion Vibrating bar 

28 0.10 0.8 oil insertion 

0.8 oil insertion 

B 40 0.04 0.2 oil Vibrating from 

40 0.12 0.2 oil underneath 

0.2 oil 

C 45 0.13 1.0 air Vibrating from 

1.0 air underneath 

D 45 0.13 1.0 oil Vibrating from 

1.0 oil underneath 

E 45 0.13 1.0 air insertion Vibrating from 

1.0 air insertion underneath 

F 45 0.13 1.0 oil insertion Vibrating from 

1.0 oil insertion underneath 

G 50 0.10 0.8 oil insertion Vibrating bar 

50 0.8 oil insertion 

H 1 MHz 0.06 0.2 oil Vibrating from 

0.2 oil underneath 

(iv) existence of a dipped metal bar, (v) variation of the frequency and (vi) 
intensity of the ultrasonic waves. In Table 1, f and I are the frequency and 
the intensity of the ultrasonic wave, and "Volume" is the volume of the water 
sample. "Surface" is that  material interface which touches the surface of the 
water sample. "Metal bar" indicates the existence of the dipped metal bar 
into the water sample, and "Type" shows the kind of ultrasonic vibrator, 
i.e. vibrating from underneath the sample or vibrating the dipped bar. The 
samples of tests A to H are arranged into four different ways as shown in Fig. 
1. 

1. The water surface is exposed to the atmosphere, 

2. The water surface is covered with silicone oil, 
3. The water surface is exposed to the atmosphere and a stainless bar is 

dipped into the water, 
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4. The water surface is covered with silicone oil and a stainless bar  is dipped 
into the water. 

\ 
Test tube 

- - s i l i c o n e  oil 

Ultra pure water 

stainless bar 

( 1 )  (2) (3) ( 4 )  

Fig. 1. Samples of tests A to H 

The sample vessel is a test tube  which is made of polypropylene.  The  size 
of this vessel is 12 m m  in outer diameter,  11 m m  in inner diameter  and 120 
m m  in height. The size of the stainless bar  is 4 m m  in diameter  and 130 m m  
in length. The tip of this bar is grinded. 

The experimental  system is depicted in Fig. 2. The ul t ra  pure water  which 
has passed through an ultra filter, an ion exchanger and a distiller, is put  into 
the sample vessel. Impurit ies larger than  1.0× 10 -9 m were removed, and the 
specific resistance was kept larger than  18.3 Mf2cm. The sample vessel is put  
in a cooling ba th  and a constant cooling ra te  of 0.1 K rain -1 is applied. The 
water  sample eventually becomes supercooled. When the measured tempera t -  
ure reaches 0°C, ultrasound is applied to the water  sample. The  experiment  
is carried out until the water  in the  vessel solidifies. The  degree of super- 
cooling at freezing is determined by measuring the t empera tu re  just  before a 
rapid increment of t empera ture  due to freezing. During the experiment ,  the 
process of freezing is recorded by a V T R  camera  which enables to take 30 
photographs per second. Then, the instance of freezing and its location in 
the water are observed. Each sample vessel is cooled at a constant  cooling 
rate  and the ultrasonic wave is continuously applied to each sample vessel. 
In order to confirm tha t  the results do not depend upon the configuration 
of the apparatus, many samples are used in the experiment under the same 
conditions. Likewise, to avoid the influence of preceding experiments, each 
water sample and vessel was used only once. 
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, . . . . - . ~ ~  Sample vessel 
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-"-" Brine 

Cooling bath 

Ultrasonic wave 

Fig. 2. Outline of the tests 

3 E x p e r i m e n t a l  R e s u l t s  

A typical example of temperature measurements is shown in Fig. 3. When the 
water sample freezes, the measured temperature increases rapidly. The tem- 
perature just before solidification is called the temperature of supercooling 
at freezing, T. The absolute value of T is called the degree of supercooling 
at freezing, AT. 

0 

time 

Fig. 3. Relation between temperature and time at supercooling 

The average values, A~Tave, for the tests A to H are compared in Table 2: 
N is the frequency of distribution for freezing. No cavitation was observed in 
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T a b l e  2. Test conditions 

69 

Test No. Total of N z~Tave, K f ,  kHz I ,  W / c m  2 Surface Stainless bar  

No. of N [K] [kHz] [W cm -2] 

A 40 14.6 28 0.03 oil insertion 

30 15.2 28 0.10 oil insertion 

50 14.5 oil insertion 

B 70 17.2 40 0.04 oil 

31 17.2 40 0.12 oil 

161 16.9 oil 

C 27 17.1 45 0.13 air 

27 18.3 air 

D 27 16.0 45 0.13 oil 

27 17.1 oil 

E 33 8.6 45 0.13 air insertion 

31 12.4 air insertion 

F 22 15.0 45 0.13 oil insertion 

31 14.4 oil insertion 

G 31 15.0 50 0.10 oil insertion 

50 14.5 oil insertion 

H 16 17.0 1 MHz 0.06 oil 

161 16.9 oil 

any  tes t .  I t  was found t h a t  a d i s t i nc t  difference in z3Tave be tween  the  case in 
which the  u l t r a son ic  wave was app l i ed  and  the  case w i t h o u t  i t  a p p e a r e d  on ly  
in t e s t  E. 

Fig.  4 shows the  resul t  of tes t  E. T h e  p r o b a b i l i t y  Pi is def ined as t he  
p r o b a b i l i t y  of f reezing a t  t e m p e r a t u r e  Ti when the  wa te r  is cooled f rom 0°C 
at  a cons t an t  cool ing ra te .  W h e n  the  u l t r a son ic  wave was appl ied ,  ATave = 
8.6 K was ob t a ined ,  which was d i s t i nc t l y  different  f rom the  value for t he  case 
w i t h o u t  u l t r a sound ,  i.e., 12.4 K. W h e n  the  u l t r a son ic  wave was app l i ed ,  the  
d i s t r i bu t i on  sp read  out  wide ly  f rom A T  = 1 to  22 K.  Therefore ,  a l t h o u g h  
ATave = 8.6 K is r a t h e r  high,  i t  is found  t h a t  mos t  samples  froze a t  A T  = 2 
K. A smal l  p e a k  in the  d i s t r i b u t i o n  was found  a t  A T  = 20 K,  bu t  th is  oc c u re d  
wi th  only  th ree  samples .  Hence,  if t he  t o t a l  f r equency  of  the  d i s t r i b u t i o n  is 
cons idered ,  ATa,~e should  be  closer to  A T  = 2 K. On the  o the r  hand ,  f reezing 
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was most frequent in the A T  = 8 to 12 K range when no ul trasound was 
applied. 
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Fig. 4. Relation between Pi and AT of test E 

The locations of nucleation were observed as follows: It could not be 
specified in the case of tests B, D and H. These are the groups of samples 
which have oil-water interfaces and no bar was inserted. It is confirmed that  
most locations of nucleation in tests A, F and G are at the tip of the dipped 
stainless bar. The most frequent locations of nucleation in the case of test 
C are at the free surface. The most frequent locations of nucleation in the 
case of test E with the application of the ultrasonic wave are at the touching 
point of the free surface and the dipped stainless bar, and are at the tip of 
the bar when no ultrasound was applied. 

4 D i s c u s s i o n  

The effect of ultrasonic waves on freezing of supercooled water can be con- 
sidered from the experimental point of view as follows: 

(1) In the case of the water samples exposed to the atmosphere, the ultrasonic 
waves had no effect on freezing of supercooled water. 

(2) In the case when the water samples were covered with silicone oil, the 
ultrasonic waves had no effect on freezing of supercooled water, even when 
the frequency and the intensity of the waves were varied. 
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(3) In the case when the water  samples were exposed to the a tmosphere  and 
a metal  bar was dipped into the water,  the ultrasonic waves were effective 
to freezing of supercooled water. 

(4) In the case when the water  samples were covered with silicone oil and a 
metal  bar  was dipped into the water,  the ultrasonic wave had no effect 
on the freezing of supercooled water,  even when the frequency and the 
intensity of the waves were varied. 

The purpose of condition (2) was to isolate the water  sample from the 
outside and no other factor than the ultrasonic waves should be of influence. 
From the results of tests B, D and H it was found tha t  the ultrasonic waves 
have no effect on the freezing of supercooled water. In the case of condition 
(1), there is possibly some influence, different from tha t  of ultrasound, i.e. 
existence of a free surface. However, f rom the results of test  C, it was found 
tha t  the ultrasonic waves have no effect on freezing of supercooled water  
with only a free surface. In the case of condition (4), there is also a possible 
influence on freezing other than the ultrasonic waves, i.e. a dipped metal  bar  
into the water sample. From the results of tests A, F and G, it was found tha t  
the ultrasonic waves have no effect on freezing of supercooled water  with only 
a dipped metal  bar. On the other hand,  in the case of condition (3), there 
are two possible influences on freezing other than  the ultrasonic waves, i.e. 
the existence of a free surface and a dipped metal  bar. The results of test  
E indicate that  the existence of a free surface and a dipped metal  bar with 
ultrasonic waves has an effect on freezing of supercooled water. In most  cases 
of test  E, the location of the nucleation was observed at the touching point 
of the free surface and the dipped meta l  bar. 

5 C o n c l u s i o n s  

The experiments and considerations reveal tha t  the combination of a free 
surface touching a metal  bar  dipped into the water  with the addit ion of ul- 
trasonic waves has an effect on the freezing of supercooled water.  On the other 
hand, if the water surface is covered with another  substance or no meta l  bar  
is dipped into the water, there is no influence of the ultrasonic waves on the 
freezing of supercooled water  even when the frequency and the intensity were 
varied. 
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Numerical  Modeling of Dendritic Ice Crystals 

M a s a a k i  I s h i k a w a  1, P a t r i c k  H .  O o s t h u i z e n  2, a n d  T e t s u o  H i r a t a  t 
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2 Queen's University, Kingston Ontario K7L3N6, Canada 

A b s t r a c t .  It is useful to be able to predict the growth of a mushy region accurately 
for designing a harvest-type ice storage system. The discussion here is focused on 
non-isotropic thermal conductivity and the effects of non-equilibrium conditions, 
which are not considered in conventional models. Because the non-isotropic struc- 
ture depends on subcooled conditions, it is important to consider these effects on 
the growth of a mushy region. In this study, some ideas are proposed for consid- 
ering the non-isotropic conductivity which reflects the inner structure. When the 
subcooling degree when nucleation starts is given, it is possible to consider the ef- 
fects of subcooling on growth of a mushy region by applying the Universal Law and 
Fourier's Law to changing the crystal growth mode. 

1 I n t r o d u c t i o n  

Small fragments  of ice in chilled water  are useful in thermal  energy storage 
techniques because of liquidity. An aqueous solution is a useful mater ial  for 
making ice with liquidity (liquid ice). When the solution whose concentrat ion 
is lower than  its eutectic concentration is cooled, the layer called the "mushy  
zone" can be observed. This mushy layer consists of small dendrites of pure  
ice and unsolidified solution. In a harves t - type ice storage system [1], for ex- 
ample, we can get liquid ice by collecting the mushy layer mechanically. In this 
system, it is impor tant  to have available reasonable mathemat ica l  models for 
the prediction of mush generation. In this study, the discussion is focused on 
non-isotropic thermal  conductivity and on the parameters  which are needed 
for making proper numerical models. Then  the effects of non-equilibrium are 
discussed because the non-isotropic structures depend on subcooled condi- 
tions. An ethyleneglycol-water solution is assumed in numerical results. 

In tradit ional  numerical methods,  only an enthalpy balance of each control 
volume is used to determine the local solid fraction. In most  cases [4,7,9], 
thermal  conductivities are also given by the ari thmetic average according to 
the local solid fraction. The  assumption of locM equilibrium then gives the  
relation between local t empera ture  and local concentration according to the 
equilibrium diagram. Thus the local solid fraction can be determined from 
the diagram. However, such relations are reasonable only when the s t ructure  
is isotropic. Actually, the s t ructure  of a mushy region depends not only on a 
simple enthalpy balance but  also on the surrounding structures and the local 
conditions. 

The  two current problems are 
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• Thermal conductivity and other physical properties depend on the inner 
structure of a mushy region because of non-isotropicity. 

• There is a limit to the assumption of local thermal equilibrium. 

2 N o n - i s o t r o p i c  S t r u c t u r e s  

2.1 Universa l  law 

The shapes of each ice crystal plate in subcooled pure water are described 
by the following equations, these being shown in Fig. 1 [2]. 

log V = 0.2546(log A T )  2 + 3.4201 log AT -- 1.3959 (1) 

R~/do = 425AT -°5s  (2) 

Ry/do = 4532AT - ° s6  (3) 

0.001 _< A T  <_ 0.07 

These equations are based on the Universal Law [3,5] of ice crystal growth. 
Some examples are shown in Fig. 2. Even if the supercooling degree is changed, 
or even if the local subcooling is completely disappeared, the structure is still 
assumed to keep the characteristic shape. Thus applying these equations to 
each crystal growth is a reasonable model to s tar t  with. When subcooling is 
small (0.1°C), the shape of ice crystal is round and thick. While subcooling 
becomes large (2.0°C), crystals become thin. The t ime scale is also different 
in each case. 

Fig. 1. Tip shape of each crystal 

2.2 C o n d u c t i v i t y  

Consider one single numerical control volume as shown in Fig. 3. Each control 
volume here is taken to be a cube of 2mm. It is divided into three dimensional 
subgrids, each of which has sides of 50#m. Positions of primary arms are set 
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 side  
I Front I t 

Side 

Fig. 2. Shape of each crystal: Left: Ts~b = 0.1°C, dt = 180sec, Right: Ts~b = 2.0°C, 
dt = 0.3sec 

to have suitable intervals on a bo t tom plane. The ice crystals grow normal  
to the bo t tom surface. Secondary branches are not considered. The shapes 
of each crystal are expressed by the Universal Law. The positions of s tar t ing 
pr imary  arms are related to the mean distance between them.  In this study, 
the positions and the flat directions are determined by random numbers  as 
is shown in Fig. 4. The minimum distance between those points is chosen as 
100#m and 200#m respectively. Bianchi et.al. [6] chose the mean distance as 
100#m. The inner s t ructure  is described as solid-liquid flags in each subgrid. 
Some structures which are used for calculating non-isotropic conductivi ty are 
shown in Fig. 5. 

The conductivity for each direction is calculated numerically as shown in 
Fig. 6. The parallel model  means tha t  the solid par ts  are located parallel to 
the direction of the heat flux, while the series model means tha t  the solid par ts  
are normal to the heat flux direction. In the case tha t  the min imum distance 
is 100#m, when the subcooling is 0.1°C, the s tructure in the z-direction is 
close to the series model, and the s t ructures  in the x and y directions are 
close to the parallel model. While in the case tha t  the subcooling comes to 
2.0°C, the results are opposite, i.e. the s tructure in the x and y-direction is 
close to the series model,  while tha t  in the z direction is close to the parMlel 
model. 

y•.Z 
Cooled surface 

umerical 

"~x Crystals 

volume 

Fig. 3. Overview of a numerical grid 

~ X  

y [, ",.;_ ; ;:-  d 

v > x  

Fig. 4. Initial positions and directions 
of crystals: Left: 100pro, Right: 200pm 
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2.3 Other possible parameters 

According to the above models, the average conductivity in a control volume 
depends on the structure of dendritic ice crystals. However, in pract ical  cal- 
culations, it is impossible to calculate this type of numerical simulation in 
each control volume. Then the average conductivity models tha t  reflect this 
fact are needed as described before. The  possible parameters  tha t  should be 
contained in representative values of a control volume are as follows: 

• subcooling degree 
• local concentration 
• dimensions of control volume 
• position and distance of each crystal  
• directions of pr imary arms 
• effects of secondary branches[6,8] 

3/8 7/8 3 / 8 B ~ 7 / 8  

2/8 6/8 2 / 8 B ~ 6 / 8  

)X ~X 

118 

Fig. 5. Inner structure: Black part means solid, Left: T~b = 0.1°C, Right: T~b = 
2.0°C, All planes are normal to z-axis and the distances from the bottom are 1/8, 
2/8 ... and 8/8 

3 N o n - e q u i l i b r i u m  C o n d i t i o n s  

3.1 P r o b l e m s  

Fig. 7 shows the coordinate system of a sample problem. A mushy region 
grows from the bo t tom towards the top: In a tradit ional  enthalpy method,  the 
phase change is based on the local equilibrium condition. The local condition 
changes along A, B and C in Fig. 8 (left), and the local solid fraction is 
DC/EC. However, the actual  process proceeds along A, B and C in Fig. 8 
(right) because subcooling A 'B occurs. In this case, the local solid fraction 
and the local conductivity change along A'B, which affects the growth of a 
mushy region. In this section, the discussion is focused on how to take the 
effect of subcooling into account for a macroscopi c numerical simulation. 



Numerical Models of Ice Crystals 77 

2.5 

-~ 2.0 

"~ 1.O 
o 

0,5 
0,0 

0 XorY(0. I de 
r'l /~tu. 10eg) 

A XorY(2.0deg 
O Z(2.0deg) ~ | 

. . . . .  sono  

Parallel • ~f_J~ i~io* 

~ ..-"ta . 9 " - -  

0.2 0.4 0.6 0.8 1.0 

Solid Fraction 

2.5 o XorY(0.1deg) 
I::] Z(0.1 deg) 

Z(2.0deg) ~ ° 
. .  _ . .  Series . • 

• 1 , 5  P ~ r ~ l e l  I . 

f t .  f . D ' -  • [] 

0.5 
0.0 0.2 0.4 0.6 0.8 ! .0 

Solid Fraction 

Fig. 6. Conductivity of each direction: Upper: 100#m, Lower: 200#m 

Z ~ Top O.O(deg) 
40mm / ~ 

Std f l  ~ 1  Liquid 
"¢s I . ~ R ' ~ ~  ~Mushy reg i°n 

Adiabatic k ~  

y 

A~'F40mm ~',Bottorn -6.0(deg) 

Fig. 7. Coordinate systems of a sample problem 

3.2 Bas i c  e q u a t i o n s  

The structure of each numerical volume is shown in Fig. 9. In an equilibrium 
model, the temperature  in a volume in which phase change is occuring is 
regarded as uniform and is Tf.  However in the process from B to C in Fig. 8 
(right), temperatures  in the solid and liquid parts  are different. Thus by 
treating the temperature  in each phase separately, non-equilibrium conditions 
can be taken into account. Fhrthermore in this idea, no special t rea tment  is 
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Fig. 8. Equilibrium chart: Left: Equilibrium solidification, Right: Subcooled solid- 
ification 

Fig. 9. Control volume 

needed for a solid-liquid interface because ds/dt is the only parameter  tha t  
gives the solid-liquid boundary condition in the basic equations. The  total  
latent heat released is psLdv~, which is transferred to both the solid and 
liquid parts. The energy equations for the solid and liquid parts  are 

OpsCp~Ts ~ OTs ds 
Ot + Oxj ( - ~ x j )  = ap~n-~ (4) 

(5) OptCptTt 0 

The effects of density change also appear  in the mass conservation equation 
i.e., 

Opluj ds 
- (ps - p , ) ~ -  i .  (6) Oxj 

When solidification takes place, the solute is discharged from the solid part.  
The  concentration in a control volume becomes high during the solidification 
process. The effect appears as a source term in the concentration t ranspor t  
equation i.e., 

OptC O~j D OC ) _ psC ds 
0---~ + (ptCuj - Oxj 1 C dr" (7) 
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The Navier-Stokes equation is 

Ouj 0__ Oui. 1 0 p  
-if[ + Oxj(UiUj-~'--)Oxj - ptcgx~ +Gi. (8) 

A volume integral region for the liquid is (1 - s)V, which is applied to (5), 
(6), (7) and (8), while for the solid part  the region is sV, which is applied to 
(4). 

3.3 C r y s t a l  g r o w t h  v e l o c i t y  

The most important  point is how to determine ds/dt, which appears in (4), 
(5), (6) and (7). When a liquid part  in a control volume is under subcooled 
condition, crystals grow according to the Universal Law. The tip velocity is 
given by (1) according to the local subcooling rate. The crystal growth rate is 
then expressed as a product  of the tip velocity and the area of the solid-liquid 
interface in a control volume. The actual crystal growth rate is then given as 

ds 
d---t = vtipA x C1. (9) 

The constant value in (9) needs to be tuned. When subcooling disappears, 
crystals grow according to the Fourier Law 

dSd__t - ()~STI As- T8 ~ A - - Al ) D--~--V x C2 (10) 

As = --sV , Al -- ( 1 - s ) V  
A A 

The relation between surface area and solid fraction in a control volume is 
then needed. For a successful numerical simulation, Fig. 10 should be ex- 
pressed by a proper function. For example, if it is expressed as a 4th order 
polynomial function, 

A = {21ogT~ub + 0 .86}{- -16(s -  0.5) 4 + 1}. (11) 

4 N u m e r i c a l  P r o c e d u r e s  a n d  C a l c u l a t i o n s  

4.1 N u m e r i c a l  p r o c e d u r e s  

When a nucleation occurs a subcooling degree is chosen. Then the first mesh 
begins to solidify. When the first mesh comes to a certain condition, the 
second mesh begins to solidify: In this s tudy the criteria is expressed in a 
simple manner because it is difficult to be described. The second mesh is 
here assumed to start  solidifying when the solid fraction of the first mesh is 
above 30%. If solidification starts in a control volume, the solid growth speed, 
local solid fraction and surface area can be calculated by (9) - (11). Then  the 
macroscopic field which is given by (4) - (8) is calculated. 
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Fig. 10. Surface area in a control volume 

4 . 2  N u m e r i c a l  r e s u l t s  

In this calculation, the phase change material  is ethyleneglycol aqueous solu- 
tion of 10wt%. In Fig. 7, the tempera tures  of the b o t t o m  and the top plane 
are - 6 ° C  and 0°C, respectively. The subcooling degree is 2°C and the min- 
imum distance of each crystal is 100#m. Fig. 11 shows the change of total  
solid volume. Ice crystals grow rapidly within abou t  an hour. Fig. 12 shows 
the distribution of local solid fraction and local surface area while Fig. 13 
shows the distribution of t empera ture  and concentration.  Although Fig. 12 
shows tha t  the tip of ice crystals reaches 9mm, the concentrat ion is almost  
uniform between 7mm and 9mm as shown in Fig. 13. Furthermore,  there is 
little t empera ture  difference between the solid and the liquid. The difference 
is impor tant  however small it is because the non-equilibrium te rm ds/dt is a 
function of the difference as is described in (9) and (10). 
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Fig. 11. Solid volume change: Ts~b ---- 2.0°C 
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Fig. 13. Local temperature and concentration: Solid lines show the temperature 
distribution and the broken line shows concentration 

5 C o n c l u s i o n s  

In this study, the importance of non-isotropic conductivity is discussed. Then 
a new method of considering the non-equilibrium state is proposed. Some nu- 
merical results are also shown. Although the present model is not well tuned 
in a quantitat ive manner, it provides a useful method for considering non- 
isotropic conductivity and non-equilibrium state in macroscopic numerical 
models. 
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l N o m e n c l a t  u r e s  

A: 

C: 
C1 ,C2: 
Cp: 
dvs: 
8: 

AT: 
L: 
Tsub : 
V: 
do: 
C~: 

surface area (ram 2) 
concentration 
constants 
specific heat  
change of solid volume in a numerical  control volume 
local solid volume fraction in a numerical control volume 
dimensionless subcooling degree = CpTs~/L  
latent heat  
subcooling degree 
dimensionless tip velocity = Vtipdo/2a, control volume 
capillary length 
surface tension, energy distribution rate  
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Measurement  of Temperature  and Velocity 
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Us ing  Liquid Crystal Tracers 
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Abs t rac t .  A new experimental technique based on a computational analysis of 
the colour and displacement of thermochromic liquid crystal tracers was applied to 
determine both the temperature and velocity fields of freezing water. The technique 
combines Digital Particle Image Thermometry and Digital Particle Image Veloci- 
metry. Full 2-D temperature and velocity fields are determined from a pair or a 
longer sequence, of colour images taken for the selected cross-section of the flow. 

1 Introduction 

Application of numerical methods for freezing problems necessitates the solu- 
tion of non-linear partial differential equations of fluid variable properties 
coupled with moving solid/liquid interfaces. Due to the complexity of the 
problem, it is not a trivial task to determine precisely an error in the nu- 
merical results. The  limited accuracy of different numerical methodologies 
and inevitable simplifications introduced in the models are usually difficult 
to predict a priori [1]. Hence, the experimental verification of numerical mod- 
els has special importance for phase change problems. For the same reason, 
full field measurements of velocity and temperature  become crucial for flow 
problems accompanied by phase changes. With  this objective in view, a new 
experimental technique based on a computational  analysis of the colour and 
displacement of thermochromic liquid crystal tracers (TLCs) was applied to 
determine both the temperature  and velocity fields of the flow. The  method 
combines Digital Particle Image Thermomet ry  and Digital Particle Image 
Velocimetry. Full 2-D temperature  and velocity fields are determined from a 
pair or a longer sequence of colour images taken for the selected cross-section 
of the flow. 

2 Particle Image Thermometry and Velocimetry 

Liquid crystals are highly anisotropic fluids that  exist between the boundaries 
of the solid phase and the conventional isotropic liquid phase. Thermochromic 
liquid crystals are temperature  indicators tha t  modify incident white light. 
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The displayed colour is proportional to temperature:  red at the low tem- 
perature margin of the colour-play interval and blue at the high end. The 
eolour change is reversible and is the basis of numerous applications of TLCs 
in heat transfer studies. Several types of TLC foils or paints are available 
for the measurement of the surface temperature.  The application of TLCs 
as tracers opens a new possibility of instantaneous full field measurements 
of temperature  and velocity in thermally driven flow. Liquid crystals dis- 
persed into the liquid become small thermometers monitoring the local fluid 
temperature  [2]. 

For flow visualization the classical "light sheet" technique is used. The 
collimated source of white light illuminates the selected cross-section of the 
flow and colour images are acquired in the perpendicular direction. Illumin- 
ated TLC-tracers appear on images as clouds of coloured spots conveyed by 
the fluid. Digital acquisition of the images allows quanti tat ive measurement 
of both the temperature and displacement of the tracers. The tempera ture  
measurements are based on a digital colour analysis of R G B  1 images. The 
R G B  representation of the colour can be transformed to other trichromic de- 
composition. The choice of the colour space is not unique, several s tandards 
have been developed, especially for the colour television or printing applica- 
tions. For evaluating the temperature  so called H S I  2 representation of the 
R G B  colour space is the most favourable. The hue (chromaticity) represents 
the dominant wavelength of the colour and its value which depends directly 
on the TLCs temperature.  The light intensity (or brightness) is defined simply 
as a sum of its three primary components: I = x / ( R  2 + G 2 + B2)/3.  For the 
8-bit representation the maximum intensity is equal 255. Saturation repres- 
ents colour purity. It can be easily found as a remainder after subtraction of 
white background from the light intensity: S = 255 - (1 - rain(R, G, B ) / I ) .  
Pure colours have saturation equal to 255. The hue value is calculated as a 
normalized value of the dominating colour. To make use of the 8-bit signal 
dynamics and limiting ourselves to the spectral colours, the following formula 
is used to calculate the hue value: 

63 + ((G' - R ' ) .  63) / (G'  + R') for B '  = 0 
H = 189+ ((B' - G ' ) -  63) / (B '  + G') for R'  = 0 (1) 

where, R ~ = R - rain(R, G, B),  similar for G' and B ~. 
The incoming R G B  signals from the video camera are transformed pixel 

by pixel into hue, saturation and intensity. The red, green and blue colours 
correspond to the hue values of 0, 126 and 252, respectively. The temperat -  
ure is determined by relating the hue to a tempera ture  calibration function. 
Our 8-bit representation of the hue value ensures resolution bet ter  than 1%. 
However, the colour-temperature relationship is strongly non-linear (Fig. 1). 
Hence, the accuracy of the measured temperature  depends on the colour 

1 Red, Green and Blue intensities produced by a video camera 
2 Hue, Saturation and Intensity 
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(hue) value. The relative error, based on the tempera ture  range defined by 
the TLCs colour-play limits, varies from 3% to 10%. For the TLCs used 
(TM from Merck) there results an absolute accuracy of 0.15°C for lower tem- 
peratures (red-green colour range) and 0.5°C for higher temperatures  (blue 
colour range). The most sensitive region is the colour transit ion from red to 
green which takes place over a tempera ture  variation of less than one de- 
gree Celsius. To improve the accuracy of temperature  measurements,  some 
experiments were repeated using four different types of TLCs, so that  their 
combined colour-play range covered temperatures  from -5°C to 14°C. 
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H u e  

Fig. 1. Temperature vs. Hue for TLCs used. Calibration curve is obtained by 8th 
order polynomial fitted to the experimental points 

The 2-D velocity vector field was measured by Digital Particle Image 
Velocimetry (DPIV). By this method, the motion of the TLC tracers ob- 
served in the plane of the illuminating light sheet, is analysed. To improve 
contrast and amplify intensity of the particle images a special filtering tech- 
nique is applied. It  is based on a local analysis of the average intensity within 
small (3x3 pixel) windows. Pixels with intensity well above the average are 
treated as particles and their intensity is amplified. In such a way bright im- 
ages of the tracers with preserved intensity variation, well suited for DPIV, 
are obtained. In the classical DPIV analysis the magnitude and direction of 
the velocity vectors are determined by using an FFT-based  cross-correlation 
between small sections (interrogation windows) of one pair of images taken 
at the given time interval. The spatial resolution of the method is limited by 
the minimum number of tracers present in the interrogation window. Further 
improvement in the evaluation accuracy allows the recently developed ODP- 
PIV 3 method of image analysis [3]. Due to an iterative search algorithm used, 
a dense velocity field is obtained, with displacement value calculated at each 

30rthogonal Dynamic Programming - Particle Image Velocimetry 
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image pixel. The accuracy of the FFT-based  DPIV and that  of the ODP- 
PIV method is 0.6 pixels and 0.15 pixels, respectively. This means that  for a 
typical displacement vector of 10 pixels the relative accuracy of the velocity 
measurement (for a single point) is be t te r  than 6%. 

3 P r o b l e m  F o r m u l a t i o n  a n d  E x p e r i m e n t a l  P r o c e d u r e  

We consider convective flow of freezing water in a simple geometry, a cube 
shaped cavity of 38mm internal size. One of its walls is held at a temperat-  
ure of-10°C. As it is below the freezing tempera ture  of the water, hence ice 
forms there. Two configurations are investigated. In the first, flow develops 
in the cavity with a horizontal t empera ture  gradient between two opposite 
isothermal walls (Fig. 2a). One of the isothermal walls has a tempera ture  of 
10°C, the other one -10°C. The cavity is surrounded by air at room temper-  
ature (25°C). The remaining four walls, made of 6mm thick Plexiglas, are 
nominally insulators. The thermal conductivity of Plexiglas is three times 
smaller than that  of water. However, it appears that  even that  small thermal  
conductivity of the side walls has an apparent  effect on the development of 
fine flow structures and must be considered in numerical simulations. 

f f J f f f  

Fig. 2. Differentially heated Plexiglas cavity with the two metal walls kept at tem- 
peratures TH and Tc  (left). Lid cooled cavity with the metal lid kept at temper- 
ature To,  and five Plexiglas walls surrounded by external fluid at temperature TH 
(right) 

In the second configuration (Fig. 2b), the top wall of the cavity is iso- 
thermal and kept at the low tempera ture  Tc=-10°C. The other five walls are 
non-adiabatic, made of 8mm thick Plexiglas. The cavity is immersed in an 
external water bath kept at t empera ture  Th=20°C. Due to forced convection 
in the bath it can be assumed that  the tempera ture  at the external surfaces 
of the box is close to  the bath temperature .  Because of the final conductivity 
of Plexiglas the temperature  field at  the inner surfaces of the walls adjusts 
itself, depending on both the flow inside the box and the heat flux through 
and along the walls. 

The experimental apparatus used consists of a convection box, a halogen 
tube lamp, a 3-chip colour CCD camera (Sony XC003) and a 32Jbit PCI-bus 
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frame grabber (AM-STD ITI). The flow field is illuminated with a 2mm thick 
sheet of white light from a specially constructed halogen lamp, and observed 
in the perpendicular direction. The temperature of the isothermal walls and 
that of the water in the bath (eventually surrounding the cavity) are con- 
trolled by thermostats. The computer controlled system of three stepping 
motors allows the acquisition of images of several cross-sections, both for ho- 
rizontal and vertical planes, fully automatically within several seconds. This 
allows a three-dimensional analysis of the whole iiow domain. The computer 
also controls switching of the halogen lamp and records readings from four 
control thermocouples and the thermostats. A fine dispersion of raw liquid 
crystal material was used as tracers. Their mean diameter is about 50p.m. To 
get a general view of the flow pattern, several images recording periodically 
within a given time have been added in the computer memory. 

4 S e l e c t e d  R e s u l t s  

4.1 Differential ly hea t ed  cavity 

The two opposite metal walls of the cube are assumed to be isothermal. Due 
to temperature gradients existing between the walls the recirculating flow is 
generated in the cavity. This flow configuration resembles a popular "bench 
mark" case, natural convection in a cubical cavity with differentially heated 
end walls. However, the behaviour of natural convection of water in the vi- 
cinity of the freezing point creates interesting and also difficult features for 
numerical modelling of flow structures. It is mainly due to the strongly non- 
linear temperature dependence of the density function with the extremum at 
4°C. The competing effects of positive and negative buoyancy force result in 
a flow with two distinct circulations (Figs. 3,4). There is "normal" clockwise 
circulation, where the water density decreases with temperature (upper-left 
cavity region) and "abnormal" convection with the opposite density variation 
and counter-clockwise rotation (lower-right region). At the upper part of the 
cold wall the two circulations collide with each other, intensifying the heat 
transfer and effectively decreasing the interface growth. Below, the convect- 
ive heat transfer from the hot wall is limited by the abnormal circulation, 
separating it from the freezing front. Hence, the phase front is only initially 
flat. As time passes it deforms strongly, getting a characteristic "belly" at 
its lower part. This type of flow structure appeared to be very sensitive to 
thermal boundary conditions at the side walls. Despite improvements in the 
numerical model we used, the computational results differ in detail from their 
experimental counterparts [4]. An eventual source of observed discrepancies 
could be the supercooling of water, which delays creation of the first ice layer 
and deforms the flow pattern at the top of the cavity (comp. Fig. 3a). It is 
well known that pure water may supercool as far as -40°C, before freezing 
occurs. Seeding of the flow with thermochromic liquid crystals allowed us 
to visualize that in fact initial water temperature reaches about -7°C before 
freezing starts. 



88 Tomasz A. Kowalewski 

Fig. 3. Flow structure observed for the centre plane (z=0,5) in the differentially 
heated cavity at 60s ( l e f t )  and 2600s ( r i g h t )  after cooling started 
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Fig. 4. Velocity ( l e f t )  and temperature isotherms ( r i g h t )  field evaluated for water 
freezing in the differentially heated cube at 500s, TH=10°C, Tc=-10°C 

4.2 Lid coo led  cavi ty  

The problem of melt-flow in a lid-cooled cavity has a practical applicat ion in 
a number  of manufactur ing processes and physical situations. A large scale 
example is the freezing of water  reservoirs, where at night, cooling from above 
initiates freezing and generates convective flow beneath  the ice. On a smal- 
ler scale, it has been recognized in crystal  growth problems tha t  the flow 
pat tern  beneath the solidifying surface is of critical impor tance  to crystal  
quality. The occurrence of convective flow in the presence of vertical temper-  
ature gradients is known to be stable only within a relatively narrow range of 
Rayleigh numbers. In our experiments on a lid-cooled cavity there was heat  
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Fig. 5. Velocity (left) and non-dimensional temperature (right) field evaluated for 
water freezing in the lid cooled cavity after 5 hours, TH=20°C, Tc-----10°C 

flux into the liquid through the sides and bot tom walls. It has been found 
that these boundary conditions have a stabilising effect on the overall flow, 
and stable flow structures are possible at Ra > 10 6, well above the second 
critical number for the Rayleigh-B~nard instability. However, various modes 
of instabilities are observed during the onset of convection. Before a stable 
final flow structure is achieved, several oscillatory changes in its pa t tern  are 
observed [5]. The initial flow instabilities, clearly visible in the TLCs visual- 
ized temperature  field, are also reproduced in the numerical simulations [6]. 
When a phase change takes place, in our case freezing on a lid surface, strongly 
non-linear coupling of the flow and interface is responsible for the interface 
geometry. Despite the fact that  freezing starts at a planar surface, the ice sur- 
face does not remain planar. Its distortion in turn affects the convection in 
the whole cavity. A complex interaction between the flow, the moving bound- 
ary and the latent heat removed at the solid/liquid interface determines the 
flow pat tern which is established. Fig. 5 shows the tempera ture  and velocity 
field evaluated for the quasi-steady state, i.e. 5 hours after the experiment 
was started. The flow visualisation performed in the lid cooled cavity shows 
the existence of a complex spiralling structure t ransport ing fluid up along 
the side walls and down in a central cold jet along the cavity axis. A colour 
play of TLCs seeded flow images taken directly under the lid shows this flow 
structure in the temperature  pattern.  Both the particle tracks and temperat-  
ure distribution measured underneath the lid indicate the existence of eight 
symmetric cells created by the flow (comp. Fig. 6). This is also manifested in 
the complex structure of the ice surface. In both the computed and observed 
ice surface, a star-like grooving reflects eight-fold symmetry  of the flow [6]. 
It was found that  heat flux through, as well as along the walls has to be 
incorporated in the numerical model to obtain observed flow pat tern.  It was 
only as a result of the use of both the experimental and numerical methods 
that  the fine structures of the thermal flow were fully understood.  
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Fig. 6. Flow structure observed for the horizontal plane (y----0.9) beneath the cooled 
lid; particle tracks (left) and non-dimensional temperature isotherms evaluated from 
the colour of TLC tracers (right) 

5 C o n c l u s i o n s  
The present study has demonstrated the applicability of cholesteric liquid 
crystals to the quantitat ive measurements of full field instantaneous temper- 
ature distribution in freezing water. The simultaneous measurement  of the 
velocity and temperature  fields using TLC tracers, allows a detailed experi- 
mental description of the complex flow structures appearing in the convect- 
ive flow associated with phase change, and their direct comparison with the 
numerical counterparts.  Several discrepancies found between predicted and 
observed flow indicates the necessity of careful experimental  verification of 
the numerical codes used for simulating phase change problems. It seems 
that  the presented experimentM technique offers a valuable tool for the code 
validation procedure. 
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Heat Transfer E n h a n c e m e n t  of a Direct  
Contact  Mel t ing  Process  by Osci l lat ing M o t i o n  

M i n e o  Oka 

PANDA Laboratory, 1642-406 Nagae, Hayama, KANAGAWA, 240-0113 Japan 

Abs t r ac t .  Direct contact melting takes place in many natural and technological 
processes. Important applications of this process are thermal storage systems. In 
these systems, phase change material (PCM) is stored in a small capsule that is 
melted by heating peripherally. In this melting process, the melting rate is an 
important factor for the efficiency of the system. In this paper, we propose to use 
vibration of the heating wall to enhance the melting rate. The effect of this vibrating 
motion of the heating wall is studied. Unlike in earlier steady analyses we present 
here a theoretical study of the non-steady heat transfer of the direct contact. It is 
made clear that the vibrating motion of the heating wall enhances the heat transfer 
and melting rate. 

1 I n t r o d u c t i o n  

Direct contact melting processes take place in a number  of natural  and tech- 
nological processes. Recently, this process was investigated as a basic mech- 
anism of a thermal  energy storage system. In this system, Phase Change 
Material (PCM) is packed in a capsule. In the melt ing processes, capsules 
are heated peripherally. Solid P C M  is pushed toward the heating wall by 
its weight. A thin liquid layer is formed between the contact  surface of the 
heating wall and the solid PCM. The  melted liquid P C M  flows out through 
this gap. Almost all melting occurs in this thin liquid layer. 

Many basic research studies were performed about  this process not only 
experimentally, but also numerically and analytically. They  are summarized 
by Bejan [1]. The melting rate  is an impor tan t  factor for the efficiency of the 
thermal  storage system. Several researches were performed to enhance this 
melting rate. Oka and Hasegawa [2], and Taghavi [3] suggested utilization 
of the rotating motion. Saito, et al. proposed to employ heating walls with 
grooves [4] [5] [6] [7]. In order to enhance the melting rate, it is important to 
reduce the pressure in the gap and to bring the melting surface close to the 
heating wall. Oka and Hasegawa advocated for the use of porous material as 
a heating wall [91 [10] [ll].  

In this paper,  we demonst ra te  tha t  vibrat ing mot ion is an effective the 
heating wall to enhance the melt ing rate  and heat  t ransfer  between the solid 
and the heating wall. Our s tudy will be a theoretical analysis of this vibrat ing 
problem. 
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Fig. 1. Geometry and Co-ordinate System 

2 Full Governing Equations 

To grasp the main purpose of this paper, namely the investigation of the 
effect of the vibration motion, it is best to use a simple geometry so that  
analytical methods can be employed. In this paper, a two dimensional flat 
heating wall is considered (Fig. 1). Cylindrical coordinates, r, z are used. In 
the course of melting, the whole solid PCM is assumed to be at the melting 
temperature,  Tm. 

There are several limiting conditions under which the melting process 
can be analysed, e. g. (1) external force is given, (2) melting Rate is given, 
(3) gap height is given. In former researches, case (1) is used, because this 
condition is closely related to the practical eases. Oka, et al. [8] investigated 
and compared these three conditions and found that  from a mathematical  
point of view these three cases are essentially the same. In this paper, case 
(2) is studied to build up the governing equations, because of the simplicity 
of the reduction. The horizontal heating wall is vertically vibrated with a 
harmonic excitation of given amplitude and frequency. Tha t  is, the heating- 
wall position is given by H(t)  = ¢coswt.  When the PCM melts close to the 
heating wall, a thin liquid layer is formed between the melting surface and the 
heating wall. Let the position of the melting surface be h(r, t); then the gap 
thickness is h (r, t) - H(t) .  The melted liquid flows through this layer with 
horizonal velocity component,  u and vertical one, v. Denote the tempera ture  
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of the liquid by T, the wall temperature by Tw which is given and constant. 
The PCM is pushed to the heating wall by the force Fo. This force is resultant 
force of weight of the PCM and other external foreces. 

The temperature difference between the heating wall and the melting 
temperature is relatively small. So, all physical quantities such as viscosity 
and conductivity are assumed to be constant. The governing equations in 
dimensional form are as follows: 

1 
- (ru)r+vz =0,  (1) 
r 

1 } ) ue+uu~+vuz=- -pr+z '  (ru)~ + u ~  , (2) 
P 

v, + uvr + vv,  = - - p z  - (rVr)r V= , (3) 
P 

~ + ~T~ + VTz = X (~  (,'T~)~ + T=) , (4) 

z=h(r , t )  : u=O, v = - W ,  T = T m ,  -pcxTz=psLW,  (5) 

z=g( t )=ecoswt :  u = 0 ,  v = H t ,  T = T ~ .  (6) 

(1) is the balance of mass, (2) and (3) are the horizontal and vertical compon- 
ent of the balance of linear momentum and (4) is the energy balance, all for 
an incompressible Navier-Stokes-Fourier fluid in cylindrical co-ordinates. (5) 
and (6) describe the no-slip and thermal boundary conditions at the moving 
wall and moving PCM boundary (melting surface), respectively. 

3 N o n - D i m e n s i o n a l i z e d  E q u a t i o n s  

To non-dimensionalize the above equations, typical scales will now be intro- 
duced; they define in turn dimensionless quantities which provide information 
about the significance of the viscous terms arising in the equations describing 
the problem. Let F0, ho, W0 be scales for the external force, gap thickness 
and vertical velocity of the fluid at the melting wall. Then 

hoW0 
s t  - (r) 

X 



94 Mineo Oka 

is a measure for the ratio of vertical heat convection (due to  melting) to 
conduction. Furthermore, balancing the horizontal pressure gradient with 
the corresponding viscous term, we obtain the estimate, 

1 Fo 1 uWoR 1 7rpuWoR 4 
- ~ F 0 =  (8) 

p 7rR 2 R h0 h i h03 ' 

where R is the radius of the cylindrical PCM. If Wo is given, h0 and F0 are, 

ho = xS t  7rpuR4 W 4. (9) 
W o  ' Fo - x3 St ~ 

On the other hand, there are several t ime scales in this problem, viz., 

1. time scale of oscillation (non-steadiness): 1/w, 
2. time scale of fluid flow: ho/Wo, 
3. heat transfer (Fourier number): hg/x , 
4. time scale of melting: (PCMVolume)/(rcWoR2). 

Since the melting rate changes in accordance with the weight of the PCM by 
melting, the time scale of this change (4.) is small compared with others e.g., 
the time scale of fluid flow rate (2.) and can be neglected. Using relation (9), 
the ratio of 3. to 2. is equal to St. The ratio 2. to 1. measures the importance 
of the non-steady-term to the convection terms in the Navier-Stokes equation, 
defined here as "y ~ hoa~/Wo . Then the ratio of 3. to 1. is expressed as vSt, 
i.e., the ratio of the heat transfer to the non-steadiness. Negligibility of 4. is 
tantamount  to the assumption that  the process can be regarded as periodic. 
Using these parameters,  non-dimensionalized governing equations take the 
following form: 

1 
- ( r u ) ~  + v~ = O, (10) 
r 

Uzz=p~ + ~(u~+uur  + V U z ) - a 2  { l (ru)~} 
r r 

(11) 

pz = a2Vzz --a2~(vt  + UVr + VVz) + O~4 ( l  (rvr)r) , (12) 

T~z = St (TTt + uTr + vT~) + a 21 (rTr)r, (13)  

z = h(r, t) : u =- 0, v = - W ,  T -- 0, -Tz  = W + ~/ht, (14) 

z = ~cos t  : u = 0, v = - c s i n t ,  T = 1, (15) 
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where 

h0 
a := - -  (aspect ratio) --- 10 -4 - 10 -3,  (16) 

R 
c A T  

S t  := L (Stefan number)  ,,, 10 -3 - 10 -2,  (17) 

. -  hoWo _ S t  (Reynolds number)  ,-~ 10 -4 - 10 -3,  (18) 
u P r  

how 
3' := Wo (Strouhal number) ,-~ 1 - 10, (19) 

V 
Pr := - (Prandtl  number)  ,~ 10, (20) 

X 

and all quantities are now dimensionless. With  A T  1-10 °C, R 5-10 cm 
and the external force 10-100N, which are values used in the experiments  
by Saito, et al [4] and material  parameters ,  specific heat: c, latent  heat: 
L, heat  conductivity: k, viscosity: u, density: p, thermal  conductivity: X, 
etc., typical values of which are c = 4 k J k g - l K  -1,  L = 334kJkg  -1,  k = 
0 . 5 5 W m - I K  -1, u -- 1 .79mPas  (water), order of magni tudes of the non- 
dimensional parameters  are as given in (16) - (20). As for water,  the Prandt l  
number  is Pr ~ 13 so tha t  the Reynolds number  is 10 times smaller than  the 
Stefan number. Terms tha t  include ~ can be neglected, while those involving 
the Prandt l  number  may be negligible in many  practical  cases. 

Invoking these assumptions,  the approximate  governing equations are ob- 
tained as follows: 

1 (ru) r + Vz O, (21) 
r 

u ~  = Pr, (22) 

pz = O, (23) 

Tzz = S t  (TTt + uTr + VTz) , (24) 

z = h ( r , t ) :  u = 0 ,  v = - l ,  T = 0 ,  - T z = l + ' y h t ,  (25) 

z = e c o s t :  u = 0 ,  v = - e T s i n t ,  T = I .  (26) 

The force F is obtained by integrating pressure (if inertia should be taken 
into account, this contribution should be added in the integrand).  

/o F = 27r p .  rdr (27) 
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4 S i m i l a r i t y  S o l u t i o n s  

We can see that the system consisting of (21) - (27) admits a similarity 
solution of the form 

u = r C z ( z , t ) ,  v = - 2 ¢ ( z , t ) ,  p = 3 A ( t ) ( 1 - r 2 ) .  (28) 

Substituting this into the governing equations yields the single equation 

Cz~ (z, t) = - 6 A  (t) ; (29) 

integrating this twice and invoking the boundary conditions, this equation 
can be solved 

¢(z , t )  = 1 - g A [ ( h - z ) 2 { 2 ( z - e c o s t ) + h - e c o s t } ] + ½ ,  (30) 

where 

1 - E3' sin t 
A - (h - ~cost) 3 (31) 

The gap h being the only remaining unknown quantity is determined by 
solving the energy equation (24). The force is given by integrating (27), that 
is 

fo I 3 F = 67rA (t) (1 - r2) • rdr = ~TrA (t). 

5 T e m p e r a t u r e  f o r  t h e  N o n - C o n v e c t i v e  C a s e  ( S t  = O) 

(32) 

As h, in this case, is a function of time only, the boundary conditions for 
temperature in (25) and (26) are 

z = h ( t ) :  T = 0 ,  T~ = - ( l + T h t ) ,  (33) 

z = ¢ c o s t :  T = I .  (34) 

When the convection terms in the energy equation (24) can be neglected, this 
equation reduces to 

Tzz = 0 (35) 

with the solution 

h - z  
T -  h - E c o s t  (36) 
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satisfying two thermal  boundary  conditions,  (25) and (26). Subst i tu t ing this 
into the second boundary  condit ion in (25), we obtain the final equat ion tha t  
determines the gap h; this first order ODE is 

1 
9/ht = - 1 +  h -  Ecost"  (37) 

As a first step to solving it, assume tha t  the ampl i tude of the vibration, ~ is 
small. Then  the gap h can be expanded in a power series of c, 

h = 1 + o h 1  +c2h2  + - . -  (38) 

(the zeroth order solution is obviously 1). Subst i tu t ing  this into (37), expand- 
ing the second term on the r ight-hand side using Taylor series expansion and 
equating coe~cients  of equal powers of ~, we obtain 

9~hit -4- h i  = c o s  t ,  (39) 

9/h2t + h2 = h~ + cos 2 t - 2ha cos t, (40) 

7hat + ha = 2hlh2  - h 3 + ( - 2 h 2  + 3h 2) cos t - 3hl cos 2 t + cos 3 t, (41) 

9/h~ + h~ = 2h~ha + h~ - 3h~h~ + h~ + 2 ( - h a  + 3h~h2 - 2 h ~ ) c o s t  

- 3  ( - h 2  + 2h 2) cos 2 t - 4hl  cos 3 t -4- cos 4 t, (42) 

etc. We are looking for periodic solutions; homogeneous solutions tha t  con- 
verge to zero can be omitted.  Periodic solutions are as follows: 

1 
hi - 1 + 9/-----5 (cos t + 9/sin t ) ,  (43) 

h ~ -  
2 (1 + 9/2) 

9/2 

2 (1 + 9/2) 2 (1 + 49/2) 
x [29/(2 - 9/) sin 2t + (1 - 59/2) cos 2t ] ,  (44) 

,),3 
h3 = 4(1 +9/2)3 (1 +49/2 ) x [ - 2 9 / ( 5 +  29/2) c o s t +  ( 3 -  79/2 -49/4) sint]  

9/3 
-t (45) 

4 (1 + 9/2)3 (1 + 49/2) (1 + 99/2) × 

×[29/(5 - 419/2 + 269/4) cos3t  - (1 - 409/2 + 919/4 - 129/6) sin 3t], 



98 Mineo Oka 

7' (3- 73`2_ 43`4) 
h4 = + [terms including cos2t, sin 2 t , . . - ] .  (46) 

8 (1 + 3,2) 3 (1 + 472) 

We are interested in the average gap height rather than the periodic motion. 
It is calculated from the constant terms in (44) and (46) i.e., 

72 c2 3 ̀4 ( 3 - 7 " 7 2 - 4 7 4  ) E 4 + . . .  (47) 
= 1 + 2 ( 1 + 3 ` 2 ) 2  + 8 ( 1 + 7 ~ )  3(1+43`  ~) 

(Odd order terms do not affect the average gap height). 
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Fig. 2. Solutions of the Avarage Gap Height 

Fig. 2 displays how h2 and h4 arising in (47) vary as functions of the 
Strouhal number. Evidently, the first correcting term, h2 takes positive values. 
This means that  the vibrating motion always enhances the gap height. In 
this paper, the melting rate is fixed; thus, as the gap height becomes larger, 
the total force is reduced. However, this result can also be interpreted for 
the situation when the total force is given and helds fixed: in this case, the 
vibrating motion should reduce the gap height. On the other hand, the second 
correcting term, h4 takes negative values, thus reducing the gap height again 
somewhat. This term should be small in comparison to /~2 in order not to 
change the sign of the combination and indeed Ih4l is smaller than Ih21. 
From Fig. 2 it is seen that  this is the case for 3' E (1, 10) which corresponds 
to 1/co ..~ 103 - 104, valid under many practical situations. Fig. 3 displays the 
gap height as a function of 7 for various values of e. It is seen that  the gap 
height can be increased by approximately 10 % by the vibrating motion of 
the heating wall. 
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Fig. 3. Avarage Gap Height Change 

6 E f f e c t  o f  C o n v e c t i o n :  I n f u e n c e  o f  t h e  S t e f a n  N u m b e r  

In many practical applications, the Stefan number, S t  is small so that it can 
be neglected; however in some cases, it is becoming large. In these cases, 
convection effects are no longer negligible. Here, we consider the convection 
effect in the energy equation. If the Stefan number is small compared to unity, 
the first order perturbation correction can be considered. More specifically, 
let the temperature be expanded in a power series of the Stefan number as 
follows, 

T = To + S t .  T I  + . . .  . (48) 

The zeroth order term, To is given by (36). Letting h be an unknown function, 
the first order term, T1 is obtained by solving the equation 

T l z z  = S t  (')'Tot + uoTo~ + voTo~), (49) 

subject to the boundary conditions 

z = h( t )  : T1 = 0, (50) 

z = e c o s t :  /'1 = 0 ,  (51) 

in which 

h D Z  
To - h - e cos t '  (52) 
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u0 = 3A (h - z) (z - ~ cos t) r, ( 5 3 )  

vo = A ( h  - z )  ( z  - c o s  t )  [h  - z - ( z  - c o s  t ) ]  

z - c c o s t  h - z 
h - ~ cos t c7  sin t h - e cos t" (54) 

As (52)-(54) are po lynomia l s  of z, Tlzz is also given by  a p o l y n o m i a l  of  z. 
Thus  it can be in tegra ted  in z sub jec t  to  the  b o u n d a r y  condi t ions  (50)-(51).  
T h e  calculat ion is s t ra igh t forward ,  bu t  the  resul t  is too  long to  pr in t  out .  On 
the  o ther  hand,  the  unknown  funct ion,  h, and  its der ivat ive ,  ht, are  included 
in the  expression of T1 t h a t  are de te rmined  by the  b o u n d a r y  condi t ion,  

Tz (z = h) = - (1 + vh t ) .  (55) 

To solve this equat ion ,  h, ht and T are expanded  in a power  series of  b o t h  
and  St.  Here, solut ions up  to  the  first order  are considered,  i.e., 

h = hoo + chol + . . .  + S t  ( h l o  -~- C h l l  + ' "  ") ~- - ' "  • ( 5 6 )  

Corespond ing  to  this,  T is also expanded  in power  series of  ~ and  St,  

T : Too + CTol  - b " -  -t- S t  ( T l o  -t- g T l l  - t - "  ") -t- - • • . ( 5 7 )  

Tooz," " , T n z  are  ca lcula ted  f rom To and T1 and the  resul ts  are  as follows: 

Tooz = - 1 ,  (58) 

T l o z  = h l o  -t- 2~,  ( 5 9 )  

Tolz = hol - cos t, (60) 

Tl1~ 1 1 s i n t +  ~ 3 ` s i n t .  (61) = ghmt - 2 h o l h l o  + h l l  + 2hlo c o s t -  g 

Subs t i tu t ing  these  into (55), the  equat ions  t ha t  de t e rmine  h are  given by 

hoo = 1, 

~/hlot + hlo = - ~  ::~ hlo - 2o7, (62) 

3`holt + hol = cos t ,  ~ Solut ion is (43), (63) 

3`hilt + h l l  ~-- 1 1 5a-d3`sint. (64) ghmt - 2hmhlo  + 2hlo cos t - g sin t + 

hoo and hlo are  given explici t ly and  hm and hl1 are given by  o rd ina ry  differ- 
ential  equat ions  t h a t  are solved successively. Indeed,  hm is the  s ame  equa t ion  
as for the case St  = O, (39), whose solut ion is given by (43). Subs t i t u t i ng  the  
solut ions of hm and  hlo into (64), the  differential  equa t ion  t h a t  de t e rmines  
hl1 is 

1 
3`hilt -t- h l l  = ~ {42cos t  + (10 - 93 ' ) s in t}  

1 
+ 3 0  (1 + 3`~ ) { - 2 1 ( c o s t + T s i n t ) + l O ( s i n t - v c o s t ) }  (65) 
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Its zeroth order solution becomes, 

ho = 1 - ~oSt. (66) 

This means that  the gap height h is getting smaller by the convective effect. 
This effect appears in the non-vibration case since h0 ~ 1. As for the first 
order solution of s, hint + S th l l t ,  the non-homogeneous terms of (63) and 
(65) are proportional to sint  and cost so that  hi = hm + Sth11 do not effect 
the average gap height. The effect of convection will appear only in higher 
order terms. 

7 C o n c l u s i o n s  

Direct contact melting processes that  take place in a capsule for a thermal 
storage system are investigated theoretically. To enhance the melting rate 
and heat transfer, a vibrating motion of the heating wall is proposed, The 
process at a flat heating wall is investigated analytically using the perturb- 
ation method. An axi-symmetric cylindrical coordinate system is used, and 
the equations describing the complicated boundary value problem are non- 
dimensionalized by introducing problem oriented scales. As a result, small 
parameters enter the problem, suggesting approximations. When convection 
is ignored or small and constant melting rate is assumed, analytical perturba-  
tion solutions are possible. It is found that  by vibrating the heating wall, the 
average gap height is enlarged. This means that  heat transfer is enhanced. It 
is concluded that  the average gap height is reduced, and the melting rate is 
enlarged when the total  force is given. This effect appears in 1000 to 10000Hz 
frequency band in many practical applications. The gap height is enlarged 
by 10% by the vibrating motion of the heating wall. 
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Permeabi l i ty  of an A q u e o u s  Solut ion  in a State  
of Partial  Solidif ication 

M a s a s h i  O k a d a  1, C h a e d o n g  K a n g  1, a n d  H a r u h i k o  O k i y a m a  2 

1 Aoyama Gakuin University, 6-16-1, Chitosedai, Setagaya-ku, Tokyo, 157-8572 
JAPAN 

2 Isuzu Motors Limited, 8 Tsuchidana, Fujisawa-si, JAPAN 

A b s t r a c t .  A mushy zone was formed by solidifying a NaC1 aqueous solution in a 
rectangular tube. The permeability was measured under various volume fractions 
of the liquid in the mushy zone and the dendritic ice in the solidification process 
was observed with a CCD microscope. The following results were obtained: The 
permeability increases with the volume fraction of the liquid phase; it decreases by 
increasing the supercooling degree of the solution or increasing the initial concen- 
tration of the solution, and is constant after the mushy zone was formed. The arm 
space of the dendrites becomes narrower as the supercooling degree of the solution 
increases. A relation between the permeability and the arm space of the dendrites 
was obtained. 

1 I n t r o d u c t i o n  

Solidification phenomena of aqueous solutions are found e.g. in thermal  ice 
storage systems [1] or in dilution t rea tments  of waste solutions by freeze [2]. 
To clarify the phenomenon is an impor tan t  subject  in order to opera te  the 
systems with higher performance.  This phenomenon is different from the be- 
havior of a single component,  as it represents a complicated double diffusive 
convection problem tha t  is governed by concentrat ion differences caused by 
freezing and tempera ture  differences by cooling. The  phenomenon is fur ther  
complicated because a mushy zone arises tha t  is mixed with a solid phase of 
a three-dimensional dendrite and a liquid phase. Permeabi l i ty  is one of the 
main characteristics governing the flow mechanisms in the mushy zones [3]. 
It  is necessary to measure it in order to unders tand the solidification phe- 
nomenon. Up to today, the permeabil i ty  of a mushy zone was not adequately 
measured. Murakami et al. obtained experimental ly the permeabi l i ty  of a 
cylindrical dendritic s t ructure using borneol-paraffin [4]. This s tudy clarified 
the fact tha t  the permeabil i ty depended on the flow direction relative to the 
dendritic a rm structure,  and they deduced a relation among the permeabili ty,  
the dendritic a rm space and the volume fraction of the liquid phase. Streat  
and Weinberg showed a relation between the permeabi l i ty  of a Pb-20% Sn 
alloy and the first dendritic arm [5]. The  permeabi l i ty  in the mushy zone is 
determined by the geometry of the flow path,  which changes by the freezing 
process of the aqueous solution. Kunimine and others [6] experimented with 
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the solidification of a sodium chloride aqueous solution. Yoshiol~ et al. [7] 
used a succinonitryl-acetone solution and clarified that  (i) the cooling velocity 
after solidification affects the dendritic arm growth, and (ii) the appearance 
of a secondary arm is influenced by the velocity of the crystal growth and the 
initial concentration. However, the effect on the permeability of several con- 
ditions such as initial concentration, supercooling degree, cooling t ime after 
the formation of the mushy zone and the dendritic shape was not found. 

In this study, the permeability of the mushy  zone was measured. In order 
to form it, the sodium chloride aqueous solution was filled into a horizontal 
tube  and solidified by cooling. Through measurement,  the effects on the per- 
meability of parameters such as the liquid-phase-volume fraction, initial con- 
centration, supercooling degree and cooling t ime were clarified. A transient 
measuring method to determine the permeabil i ty was used; it was designed 
by the authors [8]. Furthermore, the shape of the dendrite was observed with 
a microscope, and a relation between the permeabili ty and the arm space of 
the dendrites was obtained. 

2 M e t h o d  o f  M e a s u r e m e n t  

I g T : ---. 1' 

I 

Fig.1. Principle of transient measurement method 

Fig.1 shows the transient measuring method for permeability. A mushy 
zone is formed at a horizontal tube region (length of L) of an U-shaped tube. 
Then, an aqueous solution is poured into the tube, an initial potential  head 
difference of (hi(0) - h2(0)) is made by closing the end of the tube, and 
finally the end is instantaneously opened. Because in the limit of Darcy's 
law the flow velocity in the tube is proport ional  to the pressure gradient, the 
equations 

k cgP k 
v - - {hi( t )  - h~(t)}, (1) 

# 0x # 



Permeability of an Aqueous Solution 105 

dh l ( t )  dh2(t)  
v -- dt - dt  (2) 

are valid for a constant cross sectional area of tube. Also, we assumed that  
the pressure drop only happens within the mushy zone of length L,  since 
inertia force and pressure loss by wall friction and elbow are negligible. The 
solution of (1) and (2) is, 

h i ( t )  - hl(OO) - 2 K t ,  (3) 
in hi(0) - hl(C~) = 

k pg 
K -- (4) 

# L '  

where hi(co) is the height of the potential  head when the head difference 
hi (co) - h 2 ( o e )  is practically zero. By measuring the height of the potential  
head h: (t) with time t, the line slope K,  using a least square approximation,  
is obtained from equation (3); finally, the permeability k is obtained from 
equation (4). 

3 E x p e r i m e n t s  

Permeabili ty was measured by using the experimental apparatus of Fig.2. The  
cooling part  is a rectangle of dimension 20 x 8 × 200ram 3 as shown in Fig.3. 
The material of tubes A and B is polycarbonate.  In tube A, for the purpose of 
forming the mushy zone from the cooling surface, two parallel copper plates 
were cooled by brine. A smooth fitting was given at the connection from 
the circular to the rectangular tube so that  the flow resistance due to tube 
geometry should not affect the measurement of the permeability. 

In the solidification process, as the dendrites are formed at the inside wall 
in tube A, the concentration of the solution increases with the separation 
of the solute. The tempera ture  and concentration of the solution flowing in 
tube A should be equal to the corresponding values in the mushy zone to 
be measured. In the experiment,  at first, the aqueous solution in tube A 
was cooled until it reached a fixed supercooling degree and then solidified 
to overgrown dendritic mushy zone. After that ,  the solution was kept at a 
tempera ture  where a fixed liquid phase volume fraction (X) was obtained. 
The temperature  was obtained from the phase diagram. The tempera ture  
in tube A fixes the concentration of the solution. An aqueous solution with 
equal temperature  and concentration as in tube A prepared in tube  B, is now 
let to flow into tube A. With this arrangement,  ice which has been formed 
in tube  A neither melts nor grows, and the permeability is measurable. The 
experimental parts A, B and the cooling part  of the tube were covered with 
an insulator. For two initial concentrations of 3 w t %  and 5 w t %  of aqueous 
solution, the permeabili ty was measured with a liquid-phase-volume fraction 
of 0.3, 0.4, 0.5 and 0.6. The supercooling degree was from 0 to 5 deg.C. 
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Fig.2. Schematic diagram of experimental apparatus 
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Fig.a. Experimental apparatus of part A (rectangular tube) 

Another apparatus (Fig.4) was used for visualizing the dendritic growth. 
The hatched test section of 10 × 1 x 80mm 3 was cooled one-dimensionally, in 
order to make the first dendritic arm grow as one-dimensionally as possible. 
The growth was observed by a CCD microscope. 

4 E x p e r i m e n t a l  R e s u l t s  

4.1 P r e s s u r e  loss  

In order to estimate the measurement errors, (1) was altered to include 
curvature and wall friction effects as follows: 

k _ ~  {hi(t)  - - R2}, Pg a~32#~ h2(t) - R1 R1 = ~-v 2, R2 = - - - ~ v .  (5) V 
g 

In the Darcy flow region the elbow effect is negligible. R2, desribing the 
friction loss in the tube at the maximum flow velocity is also negligible, 
because it is less than 1%, compared to the term involving hi( t )  - h2(t). 
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Fig.4. Apparatus for visualization 

4.2 Permeab i l i ty  in r ec tangu la r  t u b e  

Fig.5 shows result of the time variation of the temperature in the test part 
A. T-type thermocouples were set up at positions 1 and 2, 20 and 180mm 
fi'om the left elbow. This figure shows an example of zero supercooling de- 
gree (5wt% of initial concentration, 0.3 of liquid-phase-volume fraction), i.e. 
solidification without supercooling. Temperature, T1 was nearly equal to 712. 
Fig.6 shows the time variation of the potential-head displacement with 3wt% 
of the initial concentration and 0.3 of the liquid-phase-volume fraction. The 
line, which was fitted by the least square method, agreed well with the meas- 
ured data. This result shows that the measuring method based on Eq.(3) is 
successful. 

The influence of the degree of supercooling on the permeability was also 
investigated. Fig.7 shows a time variation of the temperature during cooling 
with 3wt% of initial concentration and 0.3 of liquid-phase-volume fraction. 
The supercooled aqueous solution was solidified by putting DC voltage to an 
electrode inserted in the solution. Dendrites were formed with a temperature 
rise near the freezing point. After that, cooling was continued to -6.4 deg.C in 
order to obtain a given liquid-phase-volume fraction, and then the permeab- 
ility was measured. Fig.8 shows that as the supercooling degree increases, 
the permeability decreases. The line in Fig.8 was obtained by least square 
approximation. 

Once the mushy zone was formed, it was kept at a constant temperature 
for a large time period. Then the permeability was measured. Fig.9 shows 
that the temperature was kept up at -6.4deg.C during 6 hrs with 3wt% of 
initial concentration and 0.3 of liquid phase volume fraction. The permeabil- 
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ity was measured after a holding time as indicated in Fig.9. By repeating the 
measuring procedure with various holding times, the results shown in Fig.10 
were obtained. From this figure, it is found that  there is nearly no change 
of permeabilities within 12 hours, i.e., diffusion of solute in the solution, 
secondary arm and third arm formation of dendrites and recrystalization of 
dendrites within 12 hours did not influence the permeability. F ig . l l  shows 
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the relations between the liquid-phase-volume fraction and permeabili ty at 
0 supercooling degree. In a log-log scale the permeability increased linearly 
with the liquid-phase-volume fraction. Furthermore,  the permeability for an 
initial concentration of 5wt% had the tendency to be lower than that  for an 
initial concentration of 3wt% under the same liquid-phase-volume fraction. 
Since dendrites grow from the cooling surfaces, the liquid-phase-volume frac- 
tion near the cooling surface might be larger than that  near the center of 
the rectangular tube and, therefore, the size of the rectangular tube  might 
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affect the measured permeability. Thus, in order to observe the effect of the 
aspect ratio of the cross section to the local liquid fraction, the permeab-  
ility was measured again by using a new rectangular  tube  with a different 
aspect ratio (32 x 5mm2). The results are showed in F ig . l l  with d iamond 
symbols. A difference of the permeabili t ies on the two aspect  rat ios could not 
be found. This fact shows tha t  the mushy zone in the tube  may  be assumed 
to be uniform. The measured permeabil i ty was compared with a well known 
Kozeny-Carman relationship for porous media, 
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F i g . l l .  Relation between permeability and liquid-volume-fraction (Tsc=0 deg.C) 
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kKC- D%2 X3 
180 (1 - X) 2' (6) 

where Dp is the characteristic length, and for a packed bed of particles the 
mean diameter of the particles is used as the Dp. In Fig.l  l ,  the dendritic 
arm spacing which will be mentioned later is substi tuted for Dp with value 
0.22mm. The measured permeability agreed well with the Kozeny-Carman 
relationship (6). Furthermore, the 5.3 or 5.4 power obtained by the least 
square method agreed well with the 5.5 power in the relationship found by 
Rumpf and Gupte [9] 

2 

k = 5.6K)~ 55. (7) 

The observation of the formation and growth of dendrites in an aqueous solu- 
tion was performed under various supercooling degrees and an initial concen- 
tration of 3wt% and a liquid-phase-volume fraction of 0.3. Fig.12a shows the 
dendritic ice at the initial formation and Fig. i2b shows that  for a liquid- 
phase-volume fraction of 0.3. It was found that  the first arm of the dendritic 
ice showed nearly one directional growth. The interval between the arms 
was obtained from the measurements. Fig.13 shows the relation between the 
first arm spacing and the supercooling degree. As the supercooling degree in- 
creases, the first arm spacing decreases. In order to obtain a relation between 
the permeability and the dendritic ice structure, the relation between the first 
dendritic arm space and the supercooling degree shown in Fig.13 were sub- 
sti tuted into the approximate equation obtained from the relation between 
the supercooling degree and the permeability (Fig.8). The result, a relation 
between the first arm space and the permeability, is presented in Fig.14. The  
approximate line obtained by the least square method agrees well with the 
results. It is found that  the permeability is proportional  to the power 2.6 of 
the first arm spacing. 

5 C o n c l u s i o n  

Our experiments give rise to the following conclusions: 

• Permeability is proportional to the volume fraction of the liquid phase 
with the power and can be expressed by the equations (6) or (7). 

• Permeability decreases with increasing supercooling degree of the solution 
or increasing initial concentration of the solution. 

• Permeability is constant once the mushy zone is formed and a constant 
temperature  is maintained. 

• The first arm space of dendrites becomes narrower as the supercooling 
degree of the solution increases. 



Permeability of an Aqueous Solution 

~ ~ , , "  ~', ,~ ~:~,, 

i:{ 

0 0 .5  m m  0 0 .5  m m  

(a)  ( b )  

Fig.12. Arms of dendritic ice (Supercooling degree 3 deg.C, microscopic view 
with x150~ (a.~ Tnitla.] forma.tion (h~ v = 0.3 

0.4 

03 

(I.2 

0,1 

0 
0 

1 ( f n  

d = - 0 . ( i 3 5 T s e + 0 , 2 9 7  

i " .~ ) 
Supelcooling deNee. Tse (°C) 

/ 
~=-.,1 • 10 d '  
IriS} 98 

10"~: . , I 
O.~ 0.2 0.3 04  

Den(bilic arm sl)acmg, d (nun) 

111 

Fig.13. Relation between dendrite arm Fig.14. Relation between permeab- 
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N o m e n c l a t u r e  

d dendritic a rm spacing [mm] 
h potential  head of solution [m] 
k permeabi l i ty  of mushy zone [m 2] 
K slope relative to change in t ime of dimensionless head Is - i ]  
g length of U-shaped tube Ira] 
R1 curvature loss in tube 
R2 friction loss in tube  
t t ime [sec] 
# viscosity of aqueous solution [kgm- l s  -1] 
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p density of aqueous solution [kgm -3] 
X liquid phase volume fraction (porosity) 

A c k n o w l e d g e m e n t s :  We thank Lecturer  M.Tateno, Kougakuin Univ., Mr. 
T.Sanda,  Y.Tsuda,  K.Hanatani ,  H.Kikuchi and T.Nagatak i  undergradua te  
students of Aoyama Gakuin university for valuable assistance. The  present  
s tudy is supported by the Research for the Future P rogram of the J a p a n  
Society for the Promot ion  of Science, 97P01003. 

References  

1. Ishikawa T., Hirata T. et al. (1997) Freezing of solution around Horizontal cyl- 
inders. 3~th National Heat Transfer Symp. Japan, 713-714. 

2. Teduka M., Sirato, H. et al. (1997) Dilution treatment of wastewater by freeze 
method. The 75th JSME Spring Annual Meeting, 3(98-1), 373-374. 

3. Matsumoto K., Okada M. et al. (1993) Solidification of porous medium saturated 
with aqueous solution in a rectangular cell-II. Int. J. Heat Mass Transfer, 38(16) 
2935-2943. 

4. Murakami M., Shiraishi A. et al. (1983) Inter-dendritic fluid flow normal to 
primary dendrite arms in cubic alloys. Acta. Metall., 31 1417-1424. 

5. Streat N., Weinberg F. (1976) Interdendritic fluid flow in a Lead-Tin alloy. 
Metall. Trans., 7B, 417-428. 

6. Kunimine K., Hayashi Y. et al. (1993) Micro-Macro solidification of supercooled 
mixtures. Thermal Sei. and Eng., 1(4) 9-17. 

7. Yoshioka H., Furuichi T. et al. (1997) Formation of mushy-zone and it's growth 
model. 3~th National Heat Transfer Syrup. Japan, 463-464. 

8. Okada M., Matsumoto K. et al. (1996) Influence of initial concentration and 
supercooling degree on the permeability of a porous medium saturated with 
partially solidified aqueous solution. Int. J. Heat Mass Transfer. 39(18), 3845- 
3853. 

9. Dullien F.A.L. (1979) Porous media - Fluid transport and pore structure. Aca- 
demic Press. New York, 159-163. 

(Received 17 Feb. 1999, accepted 29 April 1999) 



Lateral Freezing of a Porous  M e d i u m  
Saturated  wi th  an A q u e o u s  Salt Solut ion  

M u y n g h o  Song  I and R a y m o n d  Viskanta  2 

1 Department of Mechanical Engineering, Dongguk University, Seoul, Korea 
2 School of Mechanical Engineering, Purdue University, W. Lafayette, Indiana, 

U.S.A. 

Abs t rac t .  Lateral freezing of a porous medium saturated with an aqueous salt 
solution was investigated experimentally and theoretically to obtain the improved 
understanding of the solute redistribution during solid/liquid phase change. The 
emphasis was on the interaction between hydrodynamics and transport of energy 
and species in the solidifying and unsolidified regions and on the effect of the flow 
characteristics of the porous matrix and dendrite arrays. Freezing experiments were 
performed in a square cross-section enclosure chilled and heated from the side by 
imposing uniform but different temperatures, and filled with the artificial porous 
structure. The latticed structure of the porous matrix phase and the shadowgraph 
enabled the flow visualization and the observation of the solidus and liquidus po- 
sitions. Simultaneous measurements of local temperature and liquid composition 
at selected locations were also made. An analytical model based on the mass, mo- 
mentum, heat, and species conservation and relations from the phase diagram is 
used, and the predictions are compared with experimental data. 

1 I n t r o d u c t i o n  

Solidification of a liquid saturated porous medium occurs in a wide variety of 
situations in geophysics and engineering. Examples include seasonal freezing 
of soil, artificial freezing of ground as a construction technique for supporting 
poor soils, insulation of underground buildings, latent heat of fusion energy 
storage in porous media and production and storage of frozen foods [9]. Me- 
tallurgical applications include manufacturing of composite materials and 
purification of metals, and medical applications include cryopreservation and 
banking of biological cells and tissues [11]. 

While the solidification of a mixture without the porous matr ix phase has 
received considerable research attention, a very small number of studies have 
been reported on the subject of the alloy solidification in the presence of a 
porous matrix phase. The literature dealing with the freezing of a pure liquid 
saturated porous medium is abundant  and extensive review is available [9]. 
There has been only a handfull of studies devoted to phase change in porous 
media saturated by solutions [4,5], and reference is made to the literature for 
more complete citation of earlier publications. For example, Okada et al. [4] 
conducted an experimental and theoretical study of the downward and lateral 
freezing of a packed bed of glass beads saturated with an aqueous sodium 
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chloride solution, which was initially undercooled. The convective mot ion of 
interdendritic liquid significantly influenced the growth velocity of the solid 
phase under the conditions tested. Studies on the solidification of an alloy in 
the presence of a porous matr ix  phase dealing with the opposing thermal  and 
solutal buoyancy forces or dealing with the anisotropic flow characterist ics of 
the porous matr ix  phase could not be identified in the published l i terature.  

The present paper  reports  on an experimental  and theoretical investiga- 
tion of the lateral freezing of a porous medium saturated with an aqueous 
salt solution. Major  at tention was directed to the influence of the porous 
matr ix  phase on the interaction of hydrodynamics  and advective heat  and 
species transfer and on the solute redistribution during phase change. The  
difficulty in the flow structure visualization which is common in the exper- 
iments involving a porous medium is resolved by the latticed s t ructure  of 
the porous matrix,  and the monitor ing of the liquid composit ion at multiple 
locations were performed by utilizing the experimental  diagnostics based on 
the electrochemical principles. 

2 E x p e r i m e n t s  

2.1 Tes t  cell  a n d  p o r o u s  m a t r i x  

Solidification of a porous medium satura ted  with an aqueous salt solution 
was made to occur within the square cross-section test cavity having the 
dimensions of 148 m m  in height and width and of 74 m m  in depth. The  
sketch of the test  cell assembly is shown in Fig. 1. 

The vertical end walls were 6 m m  thick copper  plates of heat  exchangers 
and served as the hot and cold walls. Ethyl  alcohol (200 proof) was circulated 
from the constant t empera tu re  ba th  through the channels formed by the outer  
surface of the copper plates and the passages milled in the 33 m m  thick carbon 
plastic (Lexan) blocks. Each heat  exchanger, which is an assembly of a copper  
plate and a machined carbon plastic block, had three coolant passages which 
extended over the upper,  middle and lower thirds of the copper plates. The  
vertical front and back walls and the horizontal top and b o t t o m  walls were 
made of 25 m m  thick acrylic plates. All the acrylic walls were covered with 
25 mm thick Styrofoam insulation during the test  run except for the brief 
moments  of visualization. When the insulation was removed for the visual 
access, the convective air motion at the outer surfaces of the front and back 
walls needs to be minimized to prevent condensation of the moisture  in the 
ambient air and to maintain the thermal  insulation. A pair of 3 m m  thick 
glass plates was placed outside the Styrofoam layers which covered the front 
and back walls. During the visual access, only the central square por t ion 
of the insulation (148 m m  ×148 m m  large) was removed so tha t  the gaps 
between the glass and acrylic plates were kept sealed with the remaining 
Styrofoam. The glass plate at the back wall was translucent to serve as the 
diffusing screen for the shadowgraph images. Liquid tight holes to allow for 
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Fig. 1. Schematic diagram of experimental apparatus: 1 - test cavity; 2 - reference 
cavity; 3 - salt bridge; 4 - data logger (thermocouples); 5 - data logger (concentration 
probes); 6 - data logger (chloriding electrode); 7 - heat exchanger; 8 - overflow port. 

the insertion of thermocouples, concentration probes and filling/draining lines 
were placed in the top and bot tom walls. The entire test assembly, including 
the test cell, heat exchangers and the insulation, was placed on an aluminum 
frame with leveling screws. 

The porous matrix, which occupied the test cavity, was a rectangular 
latticed framework of evenly spanned permeable plates which were either 
perpendicular or parallel to the heat exchanging end walls (Fig. 2). The 
permeable plates were 3.18 mm thick perforated Polypropylene plates chosen 
among the few commercially available materials (distributed by McMaster- 
Carr Supply Co.). The perforated holes which provided about 25 open areas 
were staggered-centered, 2.38 mm in diameter, 4.76 mm in spacing, and were 
aligned to allow for the insertion of probes. The macroscopic characteristics 
of the porous media such as the porosities and permeabilities depended on 
the spacings of the permeable plates and are given in Table I. The detailed 
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Fig .  2. Configuration of the porous matr ix  (see Table 1 for the values of a, b, and 
t). 

e x p l a n a t i o n  a b o u t  t he  po rous  m a t r i x  conf igura t ions  and  the  m e a s u r e m e n t s  
of the  macroscop ic  flow cha rac t e r i s t i c  a re  g iven by  Song and  V i s k a n t a  [6]. 

Table 1. Charateristics of porous structures (Ko = 8.37 × 10 -9 m2). K~ and Ky 
are permeabilit ies in the x -  and y -d i rec t ions ,  respectively, and a and b are the 

spacings shown in Fig. 2 

Porous a b 
structure (mm) (mm) ~m g o / g ~  K o / g y  

I No porous s tructure 0 0 0 

II 36.4 18.2 0.256 0.116 0.208 

III  18.2 18.2 0.199 0.232 0.232 

2 . 2  P h a s e  c h a n g e  m a t e r i a l  

The  void of the  porous  m a t r i x  phase  w i th in  t he  t es t  cav i ty  was fi l led wi th  27 
[wt.%] a m m o n i u m  chlor ide  aqueous  ( H ~ O - N H 4 C I )  solut ion ,  which  has  been  
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used as a phase change material in numerous previous solidification studies 
owing to the well established property-data base and the manageable range 
of phase-change temperature [10]. The phase-change process of aqueous am- 
monium chloride solution is well established in the published literature [12] 
and need not be repeated here. Suffice it to say that  solidification of an 
off-eutectic composition aqueous ammonium chloride solution differs signific- 
antly from that of pure substances or that of an eutectic composition liquid 
and is characterized by the dependence of the solidification temperature on 
the liquid concentration and by the solubility difference between the liquid 
and solid phases. When the aqueous ammonium chloride solution of concen- 
tration greater than the eutectic (hypereutectic) composition solidifies, solid 
NH4CI forms and water is rejected into the liquid phase at the solid/liquid 
interface. In the immediate vicinity of the solid/liquid interface, the rejec- 
ted species build up to change the interracial liquid concentration closer to 
the eutectic composition. The liquid in the front of the moving interface is 
undercooled and the resulting morphological instability leads to a pattern 
formation. Among the most common modes of crystal growth are the dend- 
ritic patterns in which tree like microscopic structures develop over a volume 
having much larger spatial extents than the length scales of the array of the 
dendrites [3]. This region is called the mushy region and is usually treated as 
a porous medium in the macroscopic solidification models. The temperature 
of the liquid in the mushy region can be significantly lower than what is de- 
picted by the liquidus of the equilibrium phase diagram due to the presence 
of undercooling. 

During the solidification of the porous medium initially saturated with an 
off-eutectic liquid alloy, three distinct regions are found; the already solidi- 
fied, the unsolidified, and the solidifying regions. Throughout the discussion, 
these three regions will be referred to as the solid, liquid and mushy regions 
according to the entities occupying the void of the porous matrix phase. 
Therefore, the solid region is composed of the porous matrix, primary solid 
and eutectic composition solid phases, and the mushy region is composed of 
the porous matrix, primary solid and liquid phases, while the liquid region 
has only the porous matrix and liquid phases. The thermophysical properties 
of all phases are presented in Table 2. The boundaries between the liquid and 
mushy regions and between the mushy and solid regions will be referred to as 
liquidus and solidus interfaces, as these boundaries confine the regions where 
no solid phase or liquid phase exist. 

2.3 Test p rocedure  

The preparation of each experiment included: 1) the assembly of the test 
cell with the porous structure inside, 2) saturation of the porous matrix 
with the aqueous NH4Cl solution of the predetermined concentration, and 
3) establishment of the uniform initial temperature condition. 
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Table 2. Thermophysica[ properties of each phase. 

Solid Eutectic 
Phase Liquid NH4 Cl Ice solid 

Porous 
matrix 

p [kgm -a] 1082 1530 920 998 

cp [Jkg-lK -1] 3324 1496 1950 1861 

k [Wm-IK -1] 0.408 2.5 2.0 2.1 

L,M,N[kJkg -1] 333.7 68.7 0 13.5 

# [Nsm -~] 1.43 x 10 -3 

D [m2s -1] 1.0 x 10 -9 0 0 0 

fiT [K -1] 3.23 X 10 -4  

~c [K -1] -0.279 

910 

1520 

0.22 

0 

The solution of the predetermined concentrations (27 +0.02 wt.% NH4CI) 
was obtained by mixing deionized water of a resistivity larger than 15 Mohm- 
cm with a requisite amount  of research grade ammonium chloride grains 
(manufactured by J .T.Baker  Inc.). In order to avoid entrapment  of air bubbles 
in the small pores of the porous structure and blocking the flow passages, the 
solution was degassed and slowly (0.6 cm3s -1) siphoned into the test  cav- 
ity. The initial uniform temperature  condition was reached by controlling the 
temperatures of both end walls. The desired uniformity (initial t empera ture  
t l  °C) was reached within about  10 hours. 

The heat exchangers were connected to two constant tempera ture  baths 
(NESLAB ULT-80DD for the cold coolant and HAAKE A82 for the hot 
coolant) through a valve system. The cold wall tempera ture  reached the de- 
sired value in less than 4 minutes with the cold bath tempera ture  10 °C below 
the desired cold wall temperature.  With the help of a booster pump the center 
temperature  of the cold heat transfer surface was maintained within +1 °C 
of the desired temperature.  The uniformity of tempera ture  on the heat trans- 
fer surface was insured with the five thermocouples, placed close to the test 
cavity along the centerline of each copper plate. As the heat transfer rates 
between the phase-change medium and copper plates were noticeably nonuni- 
form along the height. With the adjustments of the flow rate made manually 
and intermittently, it was possible to maintain the tempera ture  distribution 
along the height of the hot and cold walls within -4-0.5 °C of the wall-center 
temperature  during the first 30 minutes of solidification and within ±0.2 °C 
afterwards. 

Measurements of the temperatures inside the test  cavity were made with 
type-T thermocouples, calibrated within an accuracy of -4-0.1 °C. Due to the 
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highly corrosive nature of the aqueous NH4CI solution, the copper and con- 
stantan lead wires were sheathed by a 1.65 mm O.D. stainless steel tube, and 
the thermocouple bead was grounded inside the closed end of the sheathing 
tube (Omega TMQSS-62). Measurements of the local liquid concentrations in 
the liquid and mushy regions were made with the concentration probes which 
has an uncertainty of ±2.5% of the solute concentration reading. A probe to 
measure the local liquid concentration was a 0.8 mm O.D. silver wire electric- 
ally insulated from the solution by a 0.3 mm thick Kynar layer, except at the 
plain cut tip cross-section. As the electrochemical potential of the chloride 
ion in the solution is mainly determined by the local temperature and chem- 
ical composition, the local liquid concentration could be determined from the 
relative electric potential of the working electrode and the local temperature 
data measured with thermocouples. The simultaneous measurement of the 
temperature and liquid concentration is also preferred for the more accurate 
estimation of the local undercoolings. For each measuring position, a pair of 
temperature and liquid concentration probes was inserted from the opposite 
directions through the liquid tight holes placed in the top and bottom walls, 
and the sensing tips were separated from each other with a gap less than 1 
mm. A detailed discussion concerning the theory, fabrication, calibration and 
uncertainties of the concentration probe are found in Song and Viskanta [8]. 

The qualitative observations of the flow structures in the liquid region 
were made possible by the latticed arrangement of the porous structure and 
the shadowgraph technique utilizing the mercury arc lamp as a light source. 
The shadowgraph images of the test cavity were visualized on the translucent 
glass plate, which is the last component of the test cell assembly in the light 
path. The images were photographed at about 15, 30, 60, 120, 120, and 480 
minutes after the initiation of cooling. 

3 R e s u l t s  and  D i s c u s s i o n  

3.1 E x p e r i m e n t a l  condi t ions  

Solidification experiments were conducted for three different porous mat- 
rix configurations as well as for different combinations of hot and cold wall 
temperatures. Table 3 summarizes the experimental conditions which are 
discussed. During the lateral solidification of a 27 wt.% ammonium chloride 
aqueous solution, the thermal and solutal buoyancy forces oppose each other 
in the mushy region as the interdendritic liquid is colder and richer in water 
compared to the initial solution. Even though the change of the liquid density 
along the liquidus of equilibrium phase diagram is dominated by the solutal 
expansion, the flow in the mushy region is not unidirectionally upward, since 
it interacts with the flow in the liquid region (which is generally downward 
near the liquidus interface). The interaction of the momentum, energy and 
species transport with the separation, migration and growth of the equiaxed 
crystal also presents another and different aspect to the phenomenon from the 
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lateral solidification of the hypoeutectic solution. The  exper imental  studies 
on the lateral solidification of a hypereutect ic  aqueous ammon ium chloride 
solution in the absence of a porous s t ructure  have been made and revealed 
the nature  of the double-diffusive t ranspor t  process [1,2]. New results and 
discussion of the t ranspor t  features revealed by the novel concentrat ion meas- 
urement  diagnostics technique and the effect of the porous s t ructure  under 
different tempera ture  conditions as well as addit ional results on solidification 
of solutions in porous structures are given by Song [7]. 

Table 3. Experimental conditions 

Experiment Porous Th Tc 
structure (°C)  (°C)  

1 I 20 -30 

2 II 20 -40 

3 II 40 -40 

4 III 20 -40 

3.2 E x p e r i m e n t  1 - A b s e n c e  o f  p o r o u s  m a t r i x  

The tempera ture  and liquid concentration da ta  measured at rl = 0.07 dur- 
ing Experiment  1 indicated that  significant undercooling existed both  in the 
liquid and mushy regions near the bo t t om  of the test  cell [Fig. 3a]. The ex- 
tent of the undercooling in the liquid region was fairly uniform and almost  
unchanged, as both  the tempera ture  and liquid concentrat ion were uniform 
and decreased continuously. The extent  of the undercooling in the mushy 
region was close to that  in the liquid region but  tended to increase as the 
solidus interface was approached. At 7 /=  0.5 [Fig. 3b], the t empera tu re  and 
liquid concentration in the liquid region differed little from those at  rl = 0.07, 
when the measuring positions belonged to the lower fluid layer. This indic- 
ated tha t  both  the tempera ture  and concentrat ion distribution in the lower 
fluid layer were rather  uniform. When the lowest DDI  (double diffusive inter- 
face) passed the measuring positions at  r 1 = 0.5, bo th  the t empera tu re  and 
the concentration in the liquid region decreased drastically. Since the liquid 
in the middle fluid layer was not undercooled, the equilibrium liquidus tem- 
peratures  dropped by a larger extent compared to the t empera tu re  drop. The  
t empera tu re  and concentration distributions in the middle and upper  fluid 
layers were also fairly uniform and the t ransient  changes were much smaller 
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than those in the lower fluid layer [Fig. 3b]. The difference between the me- 
dium temperature  and the equilibrium liquidus tempera ture  at ~ = 0.07 and 

= 0.93 (not shown) reversed at t ~ 95 min, as the growth of the pr imary 
solid phase ceased and remelting started to occur. 
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20  ............ Equil ibrium liquidus temperature 

',... >,.:,,.. 
]o ~ ,  ~-.~_~... '~. ~ =o.8~ 

i \ ~ : >  0.4 

" ~  ~ 0 07 
[ I I I I I I I I I 0 

"3C0 2 4 6 8 

(a) t C~) 

0 
T 

( oc).- 10 

-2C 

- -  Liquid tvmperature 

I ..... , - -  Equil ibrium liquidus temperature 

2°1 

( c )  \~. ", / 

-2o ]'~ "'% ..... o.19 

. . . . . .  0.07 

-3°0 ' ~ ' ~ ' ~ ~ ' ,~  
(b) t(h) 

Fig. 3. Transient temperature and liquid concentration readings (Experiment 2): 
(a) ~ = 0.07 and (b) ~/= 0.5 

3.3 E x p e r i m e n t s  2, 3 a n d  4 - P r e s e n c e  o f  p o r o u s  m a t r i x  

The porous structure obstructed the migration of the separated crystals as 
well as the fluid motion during Experiment 2. Initially, the NH4C1 crystals 
separated from the mushy region near the cold wall could not descend to 
the bot tom but were captured by the porous plates surrounding the voids 
adjacent to the cold wall [Fig. 4a]. Unlike the single layer of mushy regiou 
grown from the separated crystals encountered in Experiment  1, which exten- 
ded along the bottom, the buildup and growth of separated crystMs occurred 
along the horizontal porous plates near the cold wall. The shapes of the 
rising water-rich plumes suggested that  the cell-type flows developed within 
the voids near the cold wall. At t = 30 min [Fig. 4b], a couple of DDIs ap- 
peared below the top wall. As the pr imary solid phase growing around the 
second vertical porous plate from the cold wall linked the primary solid phase 
around the horizontal porous plates, the mushy and liquid regions were not 
simply connected. The growth of the pr imary phase within the voids between 
the second and third vertical porous plates from the cold wall was not active 
until the major portion of the voids next  to the cold wall were filled with the 
mush. For the remaining duration of the experiment,  the formation, motion 
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Fig. 4. Shadowgraph images taken during Experiment 2: (a) t = 5 min, (b) t = 
30 rain, (c) t = 120 rain, and (d) t = 240 rain. 

and merging of DDIs were qualitatively the same as those observed in Ex- 
per iment  1, where the porous s t ructure  was absent.  However, the number  of 
DDIs was larger in the presence of the porous mat r ix  phase due to the re- 
duced intensity of thermally driven flow, and the velocity of descending DDIs 
were greater  due to the lower cold wall t empera tu re  and enhanced format ion 
of the solid phases [Fig. 4d]. After the liquid concentrat ion in the top fluid 
layer reached about  21 wt.% NH4C1 (t ~ 100 min), no additional DDI  (or 
fluid layer) formed, and the vertical extent of the fluid layers above the  lowest 
DDI kept on increasing. The images of s treak arrays,  branched out from the 
horizontal porous plates found near the top wall in Fig. 4c, were made  when 
the DDI passed the horizontal porous plates and indicated tha t  the mixing 
between the bulk fluid and remaining solution t r apped  by the porous mat r ix  
phase was not complete. The same type of images could be also made  when 
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the water-rich fluid was swept through the horizontal porous plates by the 
thermally driven flow and were found in the vicinity of the porous plate near 
the mushy region. 

The transient variation of the tempera ture  and liquid concentrat ion meas- 
ured during Experiment 2 showed similar qualitative trends, as those during 
Experiment I. The horizontal distribution of the tempera ture  and liquid con- 
centration in the liquid region was less uniform compared to tha t  in Exper- 
iment 1, since the advective t ransport  of energy and species was reduced by 
the flow resistance offered by the porous structure. Similar to the data  of 
Experiment 1, the temperatures  measured in the liquid region were lower 
than the equilibrium liquidus temperatures  (the medium was undercooled) 
below the lowest DDI, and were either higher than or almost equal to the 
equilibrium liquidus temperatures  in the fluid layers above the lowest DDI. 
The undercooling of the interdendritic liquid also existed, but  the extent 
was no larger than the ones in Experiment  1, despite the larger cooling rate 
caused by the lower cold wall temperature.  Due to the different cold wall 
temperatures,  a direct comparison of the measured concentrations was not  
made. 

In Experiment 3, the solution in the test cavity was solidified under the 
same conditions as Experiment 2, except that  the hot wall tempera ture  was 
higher (40 °C). Due to the intense thermal  flow, the overall volume fractions 
of the solid phases were smaller and the formation of DDI was retarded,  
compared to Experiment 2. The streak-type images found below the lowest 
DDI [Figs. 5a and 5b], suggest tha t  a considerable amount  of water-rich 
fluid discharged into the liquid region was swept away from the liquidus 
interface and was mixing with the bulk liquid over the liquid region. Only 

(a) (b) 

Fig. 5. Shadowgraph images taken during Experiment 3: (a) t = 30 m i n  and (b) 
t = 60 rain. 
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one DDI persisted to the end of the run (not shown), and the liquid region 
was divided into two fluid layers having similar vertical extent at t = 480 
rain. The temperature of the medium in the mushy region closely matched 
the local equilibrium liquidus temperature during Experiment 3, indicating 
that  the undercooling of the interdendritic liquid was substantially reduced. 
The undercooling of the bulk liquid in the liquid region did not occur. 
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Fig. 6. Comparison of the measured concentrations for Experiments 2 and 3 at 
---- 0.68. 

The trends in the liquid concentration measured with time at three differ- 
ent heights along ~ = 0.68 are compared in Fig. 6. The time rate of the liquid 
concentration change below the lowest DDI was almost constant for both 
cases but was larger when the thermal flow was relatively intense (Experi- 
ment 3). The decrease of the liquid concentration near the top wall (~/= 0.93) 
was initially fast, but gradually decelerated with time as the new DDIs ceased 
to form and the vertical extent of the fluid layer just below the top wall star- 
ted to increase. The overall decrease in the liquid concentration at ~/= 0.93 
was smaller in Experiment 3 due to the less amount  of solid phases formed. 
During Experiment 2, the liquid concentration at ~ =0.52 and 0.07 rapidly 
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approached the values at ~ =0.93 whenever the DDI passed the measuring 
position. The amount of these decreases was larger at the higher measuring 
position (7 = 0.52) for the same DDI and smaller for the higher DDI at the 
same measuring position. During Experiment 3, the measured liquid concen- 
trations at 7/=0.52 were slightly higher than those at 7/=0.07 until the DDI 
passed the measuring position at y =0.52. 
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Fig. 7. Measured concentration distributions for Experiment 4 at ~ = 0.68. 

The experimental conditions for Experiment 4 were the same as those of 
Experiment 2, except tha t  a different porous s tructure was employed. The 
permeability of the porous structure occupying the cavity in Experiment 4 
was isotropic and about 50% smaller compared to the x-directional permeab- 
ility (or about  90% of the y-directional permeability) of the porous structure 
employed in Experiment 4. The number of DDIs and the advance rate of the 
liquidus interface were greater in Experiment  4 due to the reduced thermal 
flow in the liquid region [7], but the slope of the DDI increased as the hori- 
zontal permeability decreased by larger extent.  Since the trends in the tem- 
perature and liquid concentration during Experiment 2 and 4 differed little 
from each other, only a comparison of the measured liquid concentration at 
t = 120 min is presented in Fig. 7. At all locations, the liquid concentra- 
tions measured in Experiment 4 were closer to the eutectic composition as 
compared to those in Experiment 2, probably due to the larger amount of 
solid phases associated with the less intense thermal flow in the liquid region. 
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However, the differences between the measured liquid concentrations, for the 
given change in the porous structure permeability, were generally smaller 
than the measurement uncertainty (5% of the reading). 

The liquid concentration data  (not shown) for Experiment 4 indicated 
tha t  the difference between the concentrations at ~ =0.68 of the adjacent fluid 
layers was about the same at t = 120 min. The piecewise uniform profiles at 
later times (t = 240 and 480 min) confirmed that  the vertical distributions 
of the liquid concentration were fairly uniform within a fluid layer, but  the 
discrete changes in the liquid concentration existed across the DDIs. The 
magnitude of the discrete change in the liquid concentration across the DDI 
increased from the bot tom toward the top wall at later times, and the average 
liquid concentration of a given fluid layer slowly increased with time. 

3.4 C o m p a r i s o n  o f  m o d e l  predictions and experimental  data 

A theoretical, two-dimensional model has been developed [7] to simulate so- 
lidification of an aqeous solution in a porous matr ix  discussed in the exper- 
iments. The model solved transient, two-dimensional conservation equations 
for mass, momentum, species and energy for the liquid, pr imary solid and eu- 
tectic. Use was also made of the equilibrium phase diagram for the aqueous 
ammonium chloride solution. The theoretical and computat ional  details are 
lengthy and cannot be included here because of space limitations, but  they 
can be found elsewhere [7]. 

In order to validate the mathematical  models, the conditions for Experi- 
ment 4 were numerically simulated and the predicted results compared with 
the experimental data. The thermophysical properties for the model input 
were the same as those in Table 2, except that  all the phase densities are 
assumed to be the same and fixed at the value of 1082 kgm -3. 

The predicted temperature  profiles are compared with the experimental  
da ta  in Fig. 8 for t = l  h. A good agreement was obtained except near the top 
wall (~ -- 0.93), where the temperature  of the medium was underpredicted 
owing to the overprediction of discharge of cold interdendrit ic liquid into the 
liquid region across the top portion of the liquidus interface. It  is believed 
that  the permeability of the mushy region in the direction normal to the 
primary arms was overestimated. The strong solutal stratification resulted 
from vigorous discharge of interdendritie liquid into the liquid region may 
have suppressed the division of the liquid region into multiple double-diffusive 
layers which occurred in the experiment. Further research is needed to bet ter  
understand the flow structure resulting from the double-diffusive instability 
during solidification of a mixture. 

A comparison of the predicted concentration distribution with experi- 
mental data along the vertical line at ( =0.68 also indicated that  the discharge 
of interdendritic liquid into the liquid region was overpredicted (Fig. 9). 
The measured concentration profile at t=2  h revealed the gradual variation 
between the initial concentration and the eutectie composition in the upper 
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Fig. 8. Comparison between the predicted and measured temperature profiles for 
Experiment 4 at t = 60 rain.  

half of the liquid region, whereas the predicted profile had the uniform por- 
tion near the top wall for which the calculated concentration was within 2 
w t .~  from the eutectic composition. At t = 8  h, the predicted concentration 
profile is uniform for the height of the liquid region, while the measured val- 
ues varied between 20 and 25%, due to the difference in the calculated and 
actual flow structure. 

The discrepancy between the predictions and experimental da ta  are part ly 
due to the uncertainties in determining the flow characteristics of the dendrite 
array and partly due to the difference in the flow structure in the liquid region 
which has comparable temperature  and concentration gradients in terms of 
equivalent buoyancy forces. For accurate prediction of mixture  solidification, 
a reliable mathematical model which determines the dendritic permeabil- 
ity from the local solidification parameters  within an acceptable uncertainty 
needs to be developed. 
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Fig. 9. Comparison of liquid concentration distributions along the vertical line for 
Experiment 4. 

4 C o n c l u s i o n s  

An experimental  and analytical s tudy on the lateral freezing of a porous 
medium saturated with an aqueous salt solution has been performed to obtain 
the improved understanding of the solute redistr ibution during phase change. 
Major  focus of the research was directed to the influence of the porous mat r ix  
phase on the interaction of hydrodynamics  and advective heat  and species 
transfer. 

Solidification of an aqueous ammonium chloride solution was studied 
within a square cross-section test  enclosure, which was cooled and heated  at 
a pair of vertical end walls by imposing uniform but  different tempera tures .  
Artificial s tructures compatible with the flow visualization were constructed 
and served as the solid matr ix  of the porous medium. The flow s t ructure  
in the liquid region was characterized by the double-diffusive interfaces and 
multiple fluid layers even in the presence of porous structure.  In the absence 
of the porous structure,  a considerable port ion of the pr imary  solid phase 
initially formed on the vertical cold wall separated and stranded on the bot-  



Lateral Freezing of a Porous Medium 129 

tom wall. The porous structure obstructed the migration of the crystals and 
offered an additional resistance to the motion of the fluid both  in the liquid 
and mushy regions. The presence of the porous s tructure noticeably altered 
the distribution and the growth kinetics of the pr imary solid phase. When 
the hot wall temperature  was lower and /or  the permeabili ty of the porous 
structure was smaller, the advance of the liquidus interface and the number 
of double-diffusive interfaces increased due to the reduced flow intensity in 
the liquid region. 

Mathematical  models based on heat and species conservation and rela- 
tions from the phase diagram were suggested, and the predicted results for 
the representative conditions are compared with the experimental  data. The 
discrepancy between the predictions and experimental  da ta  are par t ly  due to 
the uncertainties in determining the flow characteristics of the dendrite array 
and part ly due to the difference in the flow structure in the liquid region. 

N o m e n c l a t u r e  

C concentration of solute, [wt.%], 
T temperature,  [ °C], 
t time, [s], 
x horizontal coordinate, [m], 
y vertical coordinate, [m], 

dimensionless vertical coordinate, [y/H], 
dimensionless horizontal coordinate, [x/H]. 
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Spontaneous  Melt ing of Ice 
in a CaCl2 Solution 
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Abs t r ac t .  This paper is concerned with the melting of a vertical ice plate into 
a calcium chloride aqueous solution inside a square cavity. The initial temperat- 
ures of the ice and the liquid are -5°C and 0°C respectively, and the initial solute 
(i.e. CaC12) concentration of the liquid is 20wt% at the beginning of melting. The 
ice melts spontaneously with decreasing temperature in the melting system. This 
typical melting behavior is mainly attributed to the combined effects of the driv- 
ing forces of diffusion of solute(CaC12)/solvent(n20), and also heat transfer near 
the melting front. A complicated double diffusive convection in the liquid layer 
affects the melting rate of the ice. It is seen that the numerical results, including 
some assumptions in the melting-front-control volume of the continuum model [15, 
16], predict well the melting rate and abrupt temperature decrease in the melting 
system. 

1 I n t r o d u c t i o n  

The melting of ice in mixtures began as a problem for the melting of gla- 
ciers in sea water  motivated by oceanographers.  The  melting of glaciers in 
sea water has become more impor tant  recently because of the increasing 
t empera tu re  in the ear th 's  environment.  Therefore it is impor tan t  to cor- 
rectly analyze the melting rate  of ice in mixtures.  Some studies on melt ing 
have been previously reported. Griffin [1] analyzed the heat, mass, and mo- 
men tum transfer during the melting of glacial ice in sea water. Marschall  [2] 
presented a similarity solution for free convection on glacial ice in saline wa- 
ter, and computed  interracial temperatures  and concentrations as functions of 
environmental  temperatures .  Hupper t  and Turner  [3] presented exper imental  
results for melting of an ice block in an initial saline gradient or in initial 
uniform salinity; they measured a series of horizontal layers with double dif- 
fusive convection. Josberger and Mart in  [4] investigated experimental ly  and 
analytically the melting of a verticM ice wM1 in salt water,  and repor ted  
three different flow regimes. Carey and Gebhar t  [5],[6] considered the melt-  
ing of a vertical ice plate in saline water  analytically and experimentally,  
and predicted the interracial tempera tures  and concentrations and the velo- 
city profiles near the melting front. Sammakia  and Gebhar t  [7] measured the 
interracial tempera tures  and concentrations, and velocity profiles near a ver- 
tical ice surface, and also presented visual observations of complicated flows 
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in the salt water. Johnson and Mollendorf [8] investigated t ransport  pro- 
cesses from a vertical ice surface melting in saline water, and proposed a new 
concept of "saline gradient dominates tempera ture  gradient". Sugawara et al. 
[9] investigated the melting of a horizontal ice layer from above in sodium, 
calcium, magnesium chloride and urea aqueous solutions with radiative heat- 
ing. Beckermann and Viskanta [10] presented numerical and experimental  
investigations for double-diffusive convection due to melting of a vertical ice 
layer in an ammonium chloride-water solution and predicted stratified upper  
and uncontaminated lower regions and also predicted vertical variations of 
interfacial temperature  and concentration. Schutz and Beer [11] investigated 
experimentally and analytically the melting of ice in pure and saline water 
inside a square cavity, they mainly considered the effect of the maximum 
density on the natural convection in the liquid for the case of low liquid 
concentrations. Fukusako et al. [12] reported an experimental s tudy of the 
melting of a horizontal ice cylinder in saline water. Sugawara and Sasaki 
[13] investigated experimentally and analytically the abrupt  tempera ture  de- 
crease in a melting system of snow. However, no quantitat ive predictions for 
the melting rate have been reported in the above studies even though it is 
important  to correctly predict the melting amount  for glacial ice in sea water 
or in some application of cold heat storage systems with change of phase. 

Recently, Sugawara and Fujita [14] studied the melting of a vertical ice 
layer subject to a double field of temperature  and concentration; they presen- 
ted a quantitative prediction of the melting rate and tempera ture  depression 
under the restricted condition that  the tempera ture  between the ice and the 
liquid was initially the same. This paper is concerned with the melting of 
a vertical ice plate into a calcium chloride aqueous solution inside a square 
cavity, which is considered as an extension of a previous work [14] because 
of a higher liquid temperature  than that  of the ice plate at the beginning 
of melting process. A two-dimensional numerical calculation including some 
assumptions in the melting-front-control volume of the continuum model [15, 
16] is presented to quantitatively predict the melting rate and tempera ture  
decrease in the melting system. 

2 A n a l y t i c a l  P r o c e d u r e  

Fig. 1 shows a two-dimensional physical model and the coordinate system 
considered in the present study. H and L are the height and length of the 
cavity including an ice plate and the liquid, respectively. As external bound- 
aries we assume that  the region is thermally insulated and non-permeable for 
species. It is assumed that  the flow in the liquid is two-dimensional and lam- 
inar, and the Boussinesq approximation is considered to avoid complex cal- 
culations. The volumetric change of the solid and liquid due to phase change 
is equally ignored in this procedure (i.e. Ps = Pe, f = g ). The continuum 
equations governing the conservation of mass, momentum, energy and species 
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Fig. 1. Schematic presentation of the physical model and coordinate system 

in the melting system which were derived by Bennon and Incropera [15,16] 
may be expressed briefly as follows, 
c o n t i n u i t y  

O (p) + V . (pV)  = 0, (1) 

m o m e n t u m  

op 
K pe Ox' (2) 

P #t P Op ~ ( p v )  v .  (pVv)  = v .  V v )  - --i- v 
Oy pe 

+ p g [ 9 ~ ( T  - Tr)  + f lm(m~ - " ~ r ) ] ,  (3) 

e n e r g y  

~--~(pT) - 1V- (kVT)  - L M - pT  Oc p V T  . Vc  
+ v .  (pVT)  = c c - J  aT - ~ -  

1 
- - V - [ p V { n  + f~(c~ - c~)T}] ,  (4) 

c 

spec ies  

~--~(pm) + V.  ( p V m )  = V.  ( p D V m )  + V.  [pDV (rn, - m)] - [p(rnt-  m)  V]. V .  

(5) 
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The dependent variables and physical properties are defined as follows: 

V = f e V e ,  m = f sm~ + f e m i ,  p = gsip~ + geipe (6) 
k = gsk~ + geke, c =  f~cs + fece, L = (c~ - c e ) T e  + h f .  

In the present model, the density is assumed to be constant and has the 
initial expressed in (6). 

Solid a n d  l iquid  mass  f r a c t i o n  in t h e  m e l t i n g  f ron t  c o n t r o l  vo lume :  
Thermodynamic equilibrium is assumed in the melting-front-control volume 
including ice and liquid regions, and mass fraction of solid (ice) and liquid in 
it will be defined as (see Fig. 2) 

T 

i Liquidus 

~ E u t e c t m  point 

1 m rot(T) 

Fig. 2. Concept of solid and mass fraction in the melting-front-control volume in an 
equilibrium phase diagram (i.e. concept to evaluate the melting rate in the modified 
continuum model) 

f s -  m - m e ( T )  f e - - - - 1 - f s ,  (7) 
1 - rne (T) ' 

where m e ( T )  is the thermodynamic equilibrium-water concentration given by 
following equation [17] 

m e ( T )  = 1 - (3.0441 × 10 -3 - 2.4679T - 0.17063T 2 - 8.4228 × 10-3T 3 

-2.1251 × 10-4T 4 - 2.0672 × 10-6T5)/100. (8) 

The melting-front-control volumes are also assumed to be porous media, and 
for their permeability the Kozeny-Carman equation [16] is employed. 
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K = Ko (1 - g~)2 j • (9) 

It should be noticed that  in the energy equation (4) the enthalpy is replaced 
by the temperature to avoid an abrupt change of the enthalpy near the melt- 
ing front, although the energy equation is originally expressed in terms of the 
enthalpy. 
initial condi t ions  (t=0): 

T = T ~ i ,  m = m s i = l ,  u = v = 0 ,  at O < X < X F i  , O<_y<_H, (10) 

T = T t i ,  m = m t i = 0 . 8 ,  u = v = 0 ,  at X F i < x < L ,  O < y < _ H ,  (11) 

b o u n d a r y  condit ions:  

OT Om 
Ox O, Ox - 0 '  u v O, at x 0, x L, 0_<y_<H,  (12) 

OT Om 
Oy 0, -~-y = 0 ,  u = v = 0 ,  at y = 0 ,  y H, 0 < z < L .  (la) 

3 N u m e r i c a l  P r o c e d u r e  

Each above mentioned governing equation has been cast in the form 

O(p¢)  + (pV¢) = (FoV¢) + SO, (14) V- V .  

where ¢, F0, and S o represent a general continuum-dependent variable, dif- 
fusion coefficient, and source term, respectively. The S I M P L E R  algorithm 
[18] for solving coupled elliptic partial differential equations can be used, with 
slight modifications for different source terms S¢. Since each of the continuum 
equations is valid throughout the entire domain including solid and liquid and 
thus eliminates the need to track the melting front, consideration needs only' 
be given to external boundary conditions, i.e., zero velocities, insulated and 
non-permeable (see Fig. 1). 

S o m e  a s s u m p t i o n s  to  eva lua t e  t he  m e l t i n g  ra te :  The species equa- 
tion in the continuum model [15, 16] does not include the effect of a semi- 
permeable plane between ice and liquid regions, that  is a very important  
relation to estimate the melting rate. Generally the melting rate is determ- 
ined by the relation 

j pD Omt 
rhn 1 - reef 1 -- reeF On ' (15) 
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valid for a semi-permeable plane [19]. Since a sharp interface (melting front) 
does not appear  in the continuum model,  the melting rate  can be calculated 
from Ofl/Ot based on the concentration m as the solution of the species equa- 
tion (see (7)). However Ofe/Ot does not include the effect of a semi-permeable  
plane indicated by (15) due to the proper  nature  of the cont inuum model.  
Therefore, it is necessary to include the semi-permeable effect into the con- 
t inuum model. In the present s tudy the following t rea tment  is able to over- 
come the problem. Mass transfer in the melting-front-control volume includ- 
ing ice and liquid regions (XF) should be dominated by diffusion (Fickian) 
due to the proper nature  of the melt ing front as i l lustrated in Fig. 3. There-  
fore the melting mass per unit t ime and volume,p(Ofe/Ot), is assumed to 
relate approximately to the semi-permeable plane of (15) as follows 

T 
l 
..................... xr ............. 

i,+ ( sJ/oy)dz 

0 
i Liquid 
J 

i i 

[ 

/, 

< & 

E:~ h+( SjJa*x)dx 

Fig.  3. Illustration of the melting-front-control volume for the calculation of the 
melting mass per unit volume and time 

cgfi ,,~ Ojx Ojy ~ - ( 1  - m~F)Vrh. (16) 
POt  = " Ox cgy 

The melting mass per unit t ime and volume appeared  in the second t e rm on 
the right hand side of the energy (4) is defined as 

p Of~ (17) 
l~I = - V m  ~ 1 -  m~F Ot " 

Since the above relation means tha t  the melting mass will j ump  in the 
melting-front-control volume, the liquid fraction f~ should be replaced by 
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a new value dur ing the i terat ion process. This  procedure  m a y  be expressed 
a s  

1~/I i p f i  _ f o  1~i ~ e f~+x = fo  + - - V t .  (18) 
1 -- m~F A t  ' p 

T r e a t m e n t  o f  p h y s i c a l  p r o p e r t i e s :  Harmonic  means  of  physical  proper t ies  
are adop ted  in this numerical  calculat ion due to their ab rup t  change  near  
the  mel t ing  front; this has been recommended  by P a t a n k a r  [18] to  ob ta in  
physical ly  correct  solutions. However diffusion in the  solid (ice) region has 
been neglected in the con t inuum model  [15, 16]. Since this signifies t h a t  the  
mass  diffusion coefficient of  ice is also zero (i.e.Ds = 0 ), the ha rmonic  mean  of  
the  mass diffusion coefficient at  the  interface of  the  control  volumes becomes  
zero, when the  liquid mass fract ion of  the control  volume becomes un i ty  (i.e. 
f t F  ~ 1 ). Under  such a s i tuat ion the  mel t ing stops and no longer continues,  
which is physical ly improbable.  To overcome this difficulty, the  mass  diffusion 
coefficient in the  con t inuum model  is assumed as 

D = D R  + f i d e ,  (19) 

where  D F  is assumed to have a very  small value of  D F  = 0.00001Dr,  t h a t  
migh t  be seen as a surface diffusion on the  solid material .  This  a s sumpt ion  
does not  affect the calculat ion of the  concent ra t ion  in the  solid and  liquid 
domains  due  to  the  very  small value of  DF.  

Table  1. Physical properties of CaC12-H20 mixture 

(T= - 5°C, 1 - m e = 2 0 w t % )  

ct = 3.044 kJ(kgK) -1 

c8 = 2.39 kJ(kgK) -1 

At = 0.535 × 10 -3 kJ(msK) -1 

As = 2.21 × 10 -3 kJ(msk) -1 

#t = 0.00386 kg(ms) -1 

pt = 1193.9 kgm -3 

ps = 920 kgm -3 

/3T = 0.00033 K -1 

/3m = -0.916 (kg/kg) -1 

Dl = 0.335 X 10 -9 m2s 

hf  = 279 kJkg -1 

K0 = 5.56 x 10 -11  m 2 

Table 1 shows the physical  proper t ies  used in the  present numerica l  pre- 
dict ions which were taken from the  references [17, 20]. The  the rma l  volu- 
metr ic  expansion coefficient fiT and the  concent ra t ion  volumetr ic  expans ion  
coefficient/3m were calculated f rom their  definition by a least square  approx-  
imat ion  of  the relat ion of  density, t e m pe ra t u r e  and concentra t ion.  Since it is 
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difficult to find the mass diffusion coefficient De of a CaC12 aqueous solution 
for high concentrations and low tempera tures  which appears  in the present 
study, D,  = 0.335 x ]0-9m2s -1 was adopted as a mean value for mixtures by 
the same t rea tment  as in the former report  [14]. The t empera tu re  dependence 
of the latent heat  for melting will be expressed as follows [21] 

1) 
h i  = h i M  -- T2(c~ - Cs a) ~ . 

The following criterion for the i teration convergence was adopted.  

Since the numerical solution will be largely dependent  on the mesh size A x  
in the x-direction due to the very complicated flow in the melt  liquid and the 
very thin diffusion boundary  layer adjacent to the melting front, it is neces- 
sary to set very small mesh sizes to obtain precise and physically reasonable 
numerical solutions. In these calculations, variable mesh sizes were adopted 
in the x-direction, which increase gradually with a rate of 1.5 times till i = 4 
(i.e. AXi+l = 1.5Axi) as an initial set-up in the liquid domain. The most  
desirable mesh size AIXF in the control volume of the melt ing front is 0.1 m m  
[14], and accordingly, it is necessary to have the same mesh size in solid (ice) 
domain, initially Ax = 0.1 mm. 

D e f i n i t i o n  o f  m e a n  m e l t i n g  m a s s  M a n d  p h y s i c a l  p r o p e r t i e s :  The  
mean melting mass per unit area (H  x 1) is defined as 

it allows comparison with the experiments.  

4 E x p e r i m e n t  

I n s t r u m e n t a t i o n :  All ice melting experiments  were performed in a temper-  
ature controlled room. The initial t empera tures  of the ice plate and liquid 
were arranged by adjusting the room tempera ture ,  and the room tempera tu re  
was maintained slightly below the initial t empera tu re  of the ice plate during 
the melting process. Fig. 4 shows a schematic view of an ice plate and a test  
cavity employed in this experiment.  The cavity was made of lucite and styro- 
foam plates. The height of the ice plate and cavity is H ,  also corresponding 
to the depth of the liquid. A square cross sectional gap, having dimension of 
2XFi was manufactured in a center position in the cavity to slide down the 
ice plate at the beginning of the experiment.  The  length L of the cavity was 
adjusted by sett ing the desired thick s tyrofoam plates in the cavity, as shown 
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p l a t e  

Thermocoupl.e (T~) 

I c e  

T h e r m o  rofoam 

Fig. 4. View of the experimental apparatus for the melting of an ice plate 

in Fig. 4. The side wall of the s tyrofoam had two thermocouple  sensors with 
copper foil for the measurement  of the tempera tures  T2 and T3. The  ice plate 
was formed inside a lucite made frame to prevent  crush and corner melt ing of 
it. The greatest  difficulty in this experiment  was to measure the t empera tu re  
at the melting front TF. It  is difficult to measure TF directly because of the 
steep tempera ture  gradient near the melt ing front.To overcome this difficulty 
the local t empera tu re  inside the ice plate T1 (see Fig. 1) was measured.  Ex- 
cept at an early stage of melting, T1 was assumed to equal TF due to the 
larger thermal  conductivity of the ice compared to tha t  of the liquid. The 
transient t empera ture  depression in the ice plate, T1, was measured with a 
thermocouple placed in a thin stainless tube  located in the center of the ice 
plate (y -- H/2). These thermocouples were connected to a digital mulch- 
meter  (YOKOGAWA, MODEL-7561), a p rogrammable  scanner (YOKOGAWA, 
MODEL-7501), and a personal computer  (NEC, PC9801).  

The accuracy of the t empera tu re  measurement  was abou t  +0.2°C. The  
determination of the initial concentration of the mixture  was performed by 
measuring the masses of CaC12 and distilled water  with an accuracy of + 
0.2wt%. The experimental  uncertainty of the mean melting mass M is about  
± 5%. 
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P r o c e d u r e s  a n d  m a t e r i a l s :  The cavity was filled with a calcium chloride 
aqueous solution of a prescribed initial solute concentration 1 - mei=0.2 
(20wt%), and the liquid was adjusted to the initial tempera ture  Tel. On the 
other hand, the temperature  of the ice plate, produced outside the cavity, 
was adjusted to the initial temperature  Tsi. Next, the ice plate was gently 
immersed into the liquid to prevent disturbing the liquid. After a pre-selected 
time interval, the ice plate was quickly pulled out and the nominal liquid stuck 
to the ice surfaces was wiped off with a blotting paper. Then the mass of the 
ice plate was measured to obtain the mean melting mass M. 

Two techniques for flow visualization were employed using powder milk 
tracers to catch the stream lines and black ink solution to investigate the 
direction of the flow, which revealed a very complicated double diffusive con- 
vection in the melt liquid. Before the melting experiment, a small amount  of 
powder milk was suspended in the liquid. A slit light beam of halogen lamps 
was illuminated from above during 15 seconds, just after the desired melting 
time had passed, and photographs were taken at the same time. The  liquid 
used in this experiment is a solution of a calcium chloride (CaCl2) in water 
(H20). The equilibrium phase diagram of the liquid is of an eutectie type as 
illustrated in Fig. 2, and the liquidus line indicating thermodynamic  equilib- 
rium of temperature  and concentration is expressed by (8). The air bubble 
free ice plate used in this experiment was made of distilled and degasified 
water because air bubbles rejected from the melting front would disturb the 
flow in the liquid. The ice plate was flattened by melting the surface of it 
with a weakly heated copper plate. 

5 R e s u l t s  a n d  D i s c u s s i o n  

Flow, i s o t h e r m s  a n d  c o n c e n t r a t i o n  i s o p l e t h s  in t h e  m e l t i n g  system: 
Fig. 5 shows (a) velocity vectors, (b) isotherms, and (c) isopleths of solute 
concentration in the melting system during the melting process. The liquid 
temperature  near the melting front will decrease due to the absorption of 
latent heat for spontaneous ice melting controlled by tempera ture  and con- 
centration, which causes the liquid density to increase. This would cause the 
liquid to flow downward (negative buoyancy). On the other hand, the con- 
centration near the melting front will decrease due to the release of melt 
water, which causes the liquid density to decrease. This will destabilize the 
liquid (positive buoyancy). However the predominance of the positive buoy- 
ancy due to densi ty/concentrat ion decrease (i.e.lClml >> IClTI ) causes the 
liquid to move upward as shown in Fig. 5a. Therefore there appears a very 
thin concentrat ion-boundary layer adjacent to the melting front. On the other 
hand, outside the concentrat ion-boundary layer appears a downward thermal  
convection like a counter clock-wise circulation. Eventually low density and 
low temperature melt liquid rises up along the melting front and accumulates 
in an upper part  of the liquid, which can be recognized as a stratified layer 
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as shown in Fig. 5c. This diluted stratified layer is almost quiescent as can be 
seen by the velocity vectors. The diluted layer thickness increases gradually 
during the melting process. In the thermal convection layer under the diluted 
layer the concentration of the liquid remains almost at the initial concentra- 
tion (1 -m~i=0.2 (20wt%)), while the temperature of it decreases gradually. 
However, the flow velocity in the undiluted layer becomes gradually weak as 
time passes. The liquid domain in the cavity is almost totally contaminated 
by the melt water after t=400s, and a small circulation of thermal convection 
is seen near the bottom of the cavity. The ice plate will continue to melt until 
the melting system reaches entirely the thermodynamic equilibrium of both, 
uniform temperature and concentration. 
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Fig. 6. Comparison of predictions and experiments for the temperature decrease of 
T1, T2, T3 and the mean melting mass M 

Transient  t e m p e r a t u r e  decrease in the  mel t ing  sy s t em and  m e a n  

mel t ing  mass: Fig. 6 shows the comparisons of predictions and experiments 
for the transient temperature decrease in the melting systems and for the 
transient mean melting mass. As already explained above, the initial tem- 
perature of the ice plate Tsi is -5 °C and the initial liquid temperature Tli 
is 0°C. Since the initial thickness of the ice plate xFi is very thin (2.5 mm), 
the temperature in the ice T1 is considered to be approximately equal to the 
melting front temperature TF, except during an early stage of melting. The 
experimentally obtained temperature of the ice T1 slightly increases after 
the melting starts to a maximum of about -4.5°C. Then the temperature 
decreases monotonically during the melting process. This typical behavior 
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of the temperature  T1 transience is considered to correspond approximately 
to the behavior of the melting front tempera ture  TF as mentioned above. 
This typical behavior of the temperature  decrease seems curious, however 
it is reasonable if a t t r ibuted to the spontaneous melting of ice in mixtures 
induced by the driving force of mass diffusion. Moreover, Fig. 6 visualizes 
tha t  the numerically obtained temperature  T1 decreases with a wavy fluc- 
tuation. This physically improbable behavior is ascrived to a proper  nature 
of the continuum model employed in the present study, which is one of the 
weak points of the model. Generally it is said that  the continuum model are 
considered unsuitable for addressing a discrete phase change having a sharp 
melting front like in the present study, and also are frequently criticized for 
"smearing" discrete phenomena. However it is seen that  the present numer- 
ical results predict quantitatively well the experimental results. Therefore it 
is noteworthy that  the presented numerical t reatment  related to the melting- 
front-control volume makes it possible to apply the continuum model to the 
discrete phase-change problem. 

The concentration gradient which appears near the melting front induces 
the melting of ice. At this time it is necessary to absorb the heat for melting 
from ice and liquid regions, and therefore a tempera ture  gradient will appear 
at the melting front as outlined by the concept of Johnson and Mollendorf 
[8] and as mentioned in the Introduction. For this reason the tempera ture  
of the melting system will decrease spontaneously as shown in Fig. 6. The 
Lewis number Le is very large and amounts to 400 in this problem. This 
means that  the rate of mass diffusion is very stow as compared to the rate 
of heat conduction. Therefore, the melting of ice will be dominated by mass 
diffusion. The temperatures T2 and T3 on opposite points of the vertical 
insulated wall (see Fig. 1) will begin to decrease monotonically from the initial 
temperature  of the liquid at 0°C. This is a t t r ibuted to the flow circulation in 
the liquid as shown in Fig. 5. The numerically obtained mean melting mass 
M increases monotonically during the melting process, and as t ime passes the 
melting rate decreases as in a classical Stefan problem. However M indicates 
a slightly wavy fluctuation. This is also ascribed to the proper  nature of the 
continuum model as mentioned above for the tempera ture  decrease of T1. It 
is noteworthy that  M takes a comparatively large value of about  0.7 kgm -2 
at t=180s. In case of equal initial temperatures  of the liquid and the ice plate 
(Tii = Tsi=-5°C), M decreases to about  0.4 kgm -2 at t= lS0s  [14]. Therefore 
the initial liquid temperature  will largely affect the melting rate of ice in the 
mixtures. 

6 C o n c l u d i n g  R e m a r k s  

The  melting of a vertical ice plate immersed into a calcium chloride aqueous 
solution was considered numerically and by experiments. Summing up the 
results, the following can be concluded: 
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• The ice plate melted spontaneously under a double diffusive effect of 
temperature  and concentration. 

• The present two-dimensional numerical model, complemented by some 
assumptions for the melting-front-control volume of the continuum model 
[15, 16], was able to predict approximately the melting rate and the ab- 
rupt temperature  decrease in the melting system, which had not been 
previously reported. 

• It  was found that  the mesh size A X E  of the control volume near the melt- 
ing front should employ a small size of about 0.1 mm to predict correctly 
the melting mass and the complicated double diffusive natural  convec- 
tion in the liquid phase due to the very thin concentrat ion boundary layer 
adjacent to the melting front. 

A c k n o w l e d g e m e n t s :  The authors wish to acknowledge support  for this 
study by the technical official T. Fujita and the under graduate  student T. 
Oshima. 

N o m e n c l a t u r e  

a : 

c :  

D :  
/ :  
g :  

h f  : 
H :  
j :  
K :  

K0: 
L :  
L e  : 

m : 

m ~  : 

1 - m e  : 

r h :  

M :  

p :  

S¢: 
t :  
T :  
TI: 

thermal diffusivity of the liquid, m2s -1 
specific heat, kJ(kgK) -1 
mass diffusion coefficient, m2s -1 
mass fraction (see Fig. 2) 
gravitational acceleration, ms -2 or volume fraction 
latent heat of melting at the eutectic tempera ture  T~, kJkg -1 
height of the cavity (=height of an ice plate and liquid layer), mm 
net mass diffusion (Fickian), kgm-2s -1 
permeability, m 2 
permeability coefficient, m 2 
length of the cavity, mm, or (6) 
Lewis number 
concentration, kg/kg 
water (solvent) concentration kg/kg 
CaC12 (solute) concentration kg/kg 
melting mass per unit area and time (=melt ing rate), kgm-2s 
mean melting mass per unit area, kgm -2 
melting mass per unit volume and time, (17), kgm-3s -1 
pressure, Nm -2 
source term 
time, s 
temperature,  °C in (8) or K in (20) 
temperature  in the middle (x = 0, y = H / 2 )  of an ice plate 
(see Fig. 1), °C or K 
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T2 : 

T3 : 

T e : 

TF:  
TM : 
U :  

V : 

V :  
X : 

X F : 

AXF : 

y : 

ZT: 

C¢ : 

A:  
# :  
p :  
¢ :  

t e m p e r a t u r e  at  the  uppe r  r ight  side corner  (x = L, y = H )  
(see Fig. 1 and  Fig. 4), °C or K 
t e m p e r a t u r e  a t  the  lower r ight  side corner  (x = L, y = 0) 
(see Fig. 1 and Fig. 4), °C or K 
eutect ic  t e m p e r a t u r e  of a CaC12 aqueous  solut ion,  °C or K 
temperature at the melting front, °C or K 
0 °C (273.15 K) 
x-component velocity, ms -1 
y-component velocity, ms -I 
velocity vector, ms -I 
horizontal coordinate 
thickness of ice plate 
x-direction mesh size of the melting front and solid region 
control  vo lume (0.1 m m )  
vert ical  coord ina te  
concent ra t ion  expans ion  coefficient, (kg /kg)  -1 
t e m p e r a t u r e  expans ion  coefficient, K -1 
general  diffusion coefficient 
convergence cri ter ion ( = 1 0 - 5 ) ,  (21) 
t he rma l  conduct ivi ty ,  k J ( m s K )  -1 
viscosity, kg(ms)  -1 
density, k g m  -3 
general  dependen t  var iables  (u, v, T, m)  

Subscrits: 
F : mel t ing  f ront  
i : initial 

: liquid 
m : concen t ra t ion  
M : eva lua ted  a t  TM 
r : reference value 
s : solid (ice) 
T : t e m p e r a t u r e  

Superscripts: 
a : water  (H20)  
0 : old value a t  t ime  t of the  var iable  
i : i t e ra t ion  number ,  equat ions  (18) and  (21) 
n : nomina l  to surface 
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A b s t r a c t .  A simple, analytical, approximate solution is given for calculating the 
time-dependent development of the ice-layer thickness inside a parallel-plate chan- 
nel with forced-convection, laminar flow. The upper and the lower walls of the 
channel are cooled by uniform external convection. By ignoring the effect of accel- 
eration on the shape of the velocity profile, which is due to the converging ice-layers 
in the axial direction, an analytical solution for the variation of the ice-layer thick- 
ness with time and axial position could be obtained. 

The approximate solution was compared with numerical calculations and good 
agreement was found. The resulting closed-form solution for the ice-layer thickness 
shows that several solutions can exist. An analysis of the results shows which of the 
possible solutions is the physically relevant one. 

1 I n t r o d u c t i o n  

The freezing of liquids in forced-convection internal flows is of technical im- 
portance.  This type of solidification process arises for example,  in the flow 
of liquid metals in parallel-plate heat  exchangers. Furthermore,  it is also 
observed in casting operations,  where molten material  is poured through 
channels and nozzles, the walls of which are initially below the freezing tem- 
pera ture  of the flowing metal.  

Many theoretical  and experimental  studies have been performed which 
examine the fluid flow and heat  transfer in circular tubes and parallel-plate 
channels with a constant wall temperature .  Early investigations were repor- 
ted by Zerkle and Sunderland [11] and Lee and Zerkle [3] for the s teady-s ta te  
freezing of laminar flow inside a horizontal tube. Under the assumpt ion of 
a parabolic,  axial-velocity distribution along the entire length of the tube  
and with an appropr ia te  coordinate transform, they were able to reduce the 
problem to the classical Graetz  problem without  solidification. C)zisik and 
Mulligan [5] used a slug-flow approximation for the liquid core to analyze 
t ransient  freezing in isothermal circular tubes. Weigand and Beer [8] stud- 
ied the transient  development of the frozen crust in a plane channel with a 
constant  wall temperature .  For laminar flow, they obtained an approximate ,  
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analytical solution for the distribution of the ice-layer thickness assuming a 
parabolic axial velocity distribution along the length of the channel. 

All the above-mentioned studies focused on the case of a uniform tem- 
perature for the cooled walls. When the pipe or duct is exposed to a met- 
eorological environment or is buried in permafrost  with thermal insulation, 
then a convective boundary condition outside the channel is more realistic. 
Zerkle [10] studied the case of convective-cooling boundary  conditions for 
a laminar pipe flow. Cheng and Wong [1] examined the equivalent case for 
laminar flow inside a plane channel. They  obtained the freezing front for 
steady-state conditions by making the simplifying assumption of Zerkle and 
Sunderland [11]. By using several integral transforms Sadeghipour et al. [6] 
obtained the analytical temperature  distribution inside a convectively cooled 
pipe. However, the distribution of the frozen crust had to be calculated nu- 
merically by the authors. 

Sampson and Gibson [7], Weigand and Rug [9] and Lipnicki and Wei- 
gand [4] studied the occurrence of solid blockage due to freezing in a pipe 
and a parallel plate channel. In contrast to all the above-mentioned papers, 
these studies were based on the assumption of a constant pressure drop along 
the pipe or channel length for all times. This made it possible to simulate 
the complete blockage due to freezing, because the volume flow tends to zero 
with increasing ice-layer thickness. 

The object of the present paper is to develop a simple approximate solu- 
tion for the time-dependent growth of the ice-layers in a conveetively-cooled, 
parallel-plate channel with laminar flow. The flow rate in the channel is as- 
sumed to be constant, so that  complete blockage due to freezing in the channel 
can never occur. Because the analysis results in a closed-form solution for the 
thickness of the frozen crust as a function of time and axial coordinate, the 
existence of multiple solutions for the ice-layer thickness at a particular time 
can be easily examined. 

2 A n a l y s i s  

Fig. 1 shows the geometry and coordinate system of the symmetric plane 
channel. The laminar flow enters the cooled test section at x = 0 with a 
fully-developed velocity profile and constant t empera ture  To, At time t = 0, 
the ambient temperature  is suddenly lowered from To to the temperature  Too 
for the region x > 0. The external temperature  Too is lower than the freezing 
temperature  TF of the fluid. 

Heat transfer takes place by conduction through the channel walls and 
by convection to the surroundings. Therefore, the liquid is cooled as it flows 
through the channel and eventually the freezing tempera ture  TF of the fluid 
is reached at the walls for x = Ls.  Thus, the thermal  entrance region con- 
sists of an ice-free zone and a freezing zone, where the solid layer increases 
monotonically with the axial coordinate. 
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Fig. 1. Physical model and coordinate system 

In the following analysis it is assumed that  the flow is laminar, the physical 
properties are constant and axial heat conduction, viscous energy dissipation 
and free convection are negligible. Furthermore, quasi s teady-state  conditions 
are assumed. This is justified because typical time scales in the fluid flow are 
O(~2/UL) and much smaller than the typical time scale of the freezing process, 
which is O(rs~2ps/kF/(To - TF)). All variables are summarized and defined 
in the Nomenclature at the end of the text.  

2.1 T h e  e n e r g y  e q u a t i o n  

The energy equation for the liquid region can be simplified by invoking the 
assumptions mentioned above. One obtains: 

OT OT 02T 
u-~z + V~y = aL Oy z . (1) 

(1) can be solved separately for the ice-free zone (x < Ls)  and the freezing 
zone (x > Ls). 

T h e  so l id i f i ca t ion  - f ree  zone  (0 _< x < L s ) .  In this region Poiseuille 
flow occurs and no ice-layers are present at the channel walls. The energy 
equation for the hydrodynamically fully-developed flow in the thermal en- 
trance region of the parallel plate channel is given in dimensionless form as 

00 020 
(1 - ~72) ~-xx -- 09-~, (2) 

with the boundary conditions 
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00 00 
:~ = 0 : t~ = 1, /~ = 0 : (9~ 0, 9 = 1 : 0y  - -70  (3) 

and the  following dimensionless  quant i t ies  

g0h v x 1 y 
R e h  --  , P r  = - ,  2. --  fj 

l]  L a h R e h P r '  = -h ' 

- l T - Too a h  u 
l = ~ ,  0 -  To - Too' 7 = kLL' ~ = ~0" (4) 

T h e  p a r a m e t e r  7, which appea r s  in (3), represents  the  effect of  ex te rna l  con- 
vect ive cooling. For 7 --+ 0, an ad iaba t ic  channel  is represen ted ,  while for 
7 --+ oo a uni form wa l l - t empe ra tu r e  Too is given. 

T h e  energy  equa t ion  (2) toge ther  with the  b o u n d a r y  condi t ions  accord ing  
to  (3) can be solved by the  m e t h o d  of s epa ra t ion  of variables.  One  obtains :  

o o  2 

o= ~ A,~F,~(~)~xp(-~). (5) 
n = l  

T h e  cons tan t s  As  and  the  Eigenvalues a n  for var ious  values of 7 can  be  found 
in the  l i tera ture ,  see Hsu [2]. T h e  Eigenfunct ions  F~(9)  t h a t  a p p e a r  in (5) 
are the  solutions of the  assoc ia ted  Sturm-Liouvi l le  p rob lem,  see Hsu [2]. 

The  locat ion at  which the  ice-layer s ta r t s  to  grow on the  cooled walls 
( x  = L s )  can be found f rom (5) by set t ing T = T F  and 9 = 1. Th is  resul ts  
in the following implici t  equa t ion  for xs :  

o~ 1 
T F  -- Too _ E A ~ F ~ ( 1 ) e x p ( - - - 4 - 2 s )  - -  0oo = 
To - Too 1 + O oo ' 

n =  1 

T o - T F  
TF - Too" (6) 

T h e  calcula ted  value for the  origin of the  frozen crus t  x s  in a l a m i n a r  flow is 
identical  to  t ha t  given by Cheng  and Wong [1] for s t e a d y - s t a t e  condi t ions.  

T h e  f r e e z i n g  z o n e  ( L s  < x < L ) .  In  the  freezing zone, the  veloci ty  
profile is assumed to be  similar  to  t h a t  in the  solidification - free zone. This  
a s s u m p t i o n  results  in: 

~ = ~ 1 -  ~ , 
h y 0 5  

= t o  ~ ( x ,  t ) '  v - 5 ( x ,  t) Ox ~' (7) 
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where the velocity component v is obtained from the continuity equation. 
Note that in (7) it has been assumed that the freezing rate at the wall does not 
affect mass conservation in the longitudinal direction. The energy equation 
(1) in the freezing zone is given in dimensionless form by: 

3 ( 1 -  r/2) OO 020 
o~ - o ,~ '  (8) 

with the dimensionless quantities: 

y f ~  da ~ = 5 T - T F  
~ = ~' (= J~s ~ ( v , a ) '  -~, O= To - TF:" (9) 

(7) has to be solved in accordance with the following boundary conditions: 

~ = 0 :  O-- 1+0oo 1 
O ~  # (xs) 0 ~ '  

00 
~ / = 0 :  - - = 0 ,  ~ = 1 :  0 = 0 .  &/ 

(10) 

Using the method of separation of variables, the solution of (8) can be found 
to be: 

k () (-~-~) 0 =  BmGm ~ exp - 
m = l  

(11) 

The Eigenfunctions Gm(rl) are solutions of the associated Sturm-Liouville 
problem. The Eigenvalues/~,~ can be found from the literature, Hsu [2]. 

2.2 T e m p e r a t u r e  d i s t r i bu t ion  in the  solid region 

Assuming constant properties in the solid region and neglecting axial heat 
conduction, the energy equation in the solid phase for quasi-steady conditions 
can be easily integrated. The resulting temperature distribution in the solid 
i s :  

Ts -TF ~ ) - ~  
(12) 

TF - T ~  ~ - 1 - k s / ( k L " / )  
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2.3 G r o w t h  of  the  solidified c rus t  

The time-dependent development of the ice-layer at the channel walls is cal- 
culated from the interface energy equation, which takes the following form if 
terms proportional to (06/Ox)  2 are neglected: 

OTs OT y=5 ( 0 6 )  (13) 

(13) states the fact that the heat conducted into the solid plus that arising 
from the phase change equals the heat transported from the liquid to the 
interface. Introducing (12) into (13) yields: 

c96) 6 1 
-~T ~ = ~ _  1 -  k s / ( kL3 ' )  - - ~ f ( ( , P r )  

where the following abbreviations have been used 

(14) 

~- = F o S t e ,  F o  = tas_s S t e  = c s ( T F  -- Too) 
h 2 ' r s  

B -  ks  1 O0 (15) 
kL 0oo' = N ,=1  

The function f (~ ,  P r )  in (14) represents the heat flux from the water to the 
ice-layer and must be calculated from (11). (14) has to be solved with the 
boundary condition: 

a (r = 0,~) = 1. (16) 

(14) is a strongly nonlinear, integro-differential equation for 5. Because 
the heat flux from the flow to the ice-layer f (~ ,  P r )  is a known function, the 
equation can be solved by numerical integration. However, an approximate 
solution of (14) can also be derived as follows. By transforming the axial 
coordinate in (14) one gets: 

N = N + 
(17) 

In the preceding analysis, terms proportional to (1/6)(06/0~) are assumed 
to be negligible. By employing this assumption in (14), the equation can 



Time-Dependent Formation of a Solid Crust 153 

be integrated analytically, using (17). After some algebra one obtains the 
following closed-form solution for the development of the ice-layer thickness 
as a function of time and space: 

~ (~2 - 1) - ( ~ Z -  71) ( ~ -  1) 

with the following dimensionless quantities: 

= 0  

(18) 

f(~, Pr)71 k__ff_s 1_ (19) 
~ s -  f ( ~ , p r ) _ B ,  V1 = l q- kL 7. 

Upon inspection, it is clear that  (18) satisfies the boundary condition given in 
(16). Consider the limiting case of a constant wall temperature,  which means 
that  7 -4 ~ and therefore that  71 --~ 1 in (18). For this case, (18) reduces to 
the equation given by Weigand and Beer [8]. 

Although the analysis given here has focused on internal laminar flow, 
(18) is also valid for turbulent internal flows if the appropriate heat flux 
f(~, Pr) from the water to the ice-layer is used in (19). Expansions similar 
to those given in (5) also exist for turbulent flows. However, the expansions 
for the so-called turbulent Graetz problem are not given in Hsu [2]. 

3 R e s u l t s  and D i s c u s s i o n  

Fig. 2 shows the transient development of the frozen crust for 7 = i0 and 
B = 10. It can be seen that the thickness of the frozen crust increases mono- 
tonically with time. In the figure, the validity of the approximate solution 
obtained (18) is demonstrated by comparing it to the numerical integration 
of (14). One can see that the numerical solution, which was obtained with 
a four-stage Runge-Kutta method, agrees very well with the approximate 
analytical solution. 

For smaller values of the convective parameter 7, the rate of heat transfer 
to the surroundings decreases. This can be seen by comparing Fig. 3(a) and 
Fig. 3(b), where the transient growth of the ice-layer is shown for two differ- 
ent values of 7. It can be seen that the thickness of the ice-layers is nearly 
independent of the axial coordinate for large values of x and small values of 

7. 
Excluding small values of the axial coordinate in (14) and neglecting the 

convective heat transferred from the fluid to the solid-liquid interface one 
obtains: 
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Fig .  2. T rans i en t  d e v e l o p m e n t  of t h e  f rozen c rus t  as a f unc t i on  of t h e  d i m e n s i o n -  
less pos i t ion  w i th  t ime-s teps ,  AT ---- 0.15. P a r a m e t e r s  are B ---- 10, a n d  "7 ---- 10. 
A p p r o x i m a t e  ana ly t i ca l  so lu t ions  are c o m p a r e d  w i t h  t he  exac t  n u m e r i c a l  r e su l t s  
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Fig .  3. T r a n s i e n t  d e v e l o p m e n t  of t h e  f rozen c rus t  as a f unc t i on  of t he  d imens ion le s s  
posi t ion• (a)  B ---- 2, "7 ---- 0.15, AT = 6. (b )  B ---- 2, "7 = 10, AT ---- 0.4 
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0~) 1 
-~r = a - 1 - k s / ( k L T ) '  ~ (0, {) = 1, (20) 

and integration leads to: 

= --~/2T -{- ('~1 - 1) 2 + "71. (21) 

(21) reveals the above-mentioned constant thickness of the frozen crust for 
larger values of x. The same result is obtained from (14) if one assumes that  
the dimensionless freezing parameter B is very large. For such situations as 
will attain very small values. Under this assumption and by assuming a >> as 
and as << 1 (21) can also be derived from (18) if one neglects the logarithmic 
term in (18). 

3.1 M u l t i p l e  so lu t ions  o f  t h e  i n t e r f ace  energy equation 

As mentioned previously, (14) is a strongly non-linear, integro-differential 
equation. Therefore it is possible that  the equation reveals multiple solutions 
for the thickness of the frozen crust. Because an approximate, closed-form 
solution has been derived, it is easy to check which of the possible solutions 
is the physically correct one. Fig. 4 shows a plot of the function f(~) derived 
from (I8) and defined as: 

[_ ] a 2 1 
f ( ~ )  _ ~ - a s  e x p  + - e x p  . ( 2 2 )  

1 - ~s 2~s(as - "Y1) as t ~s (~s  - .~)2 j 

The particular case illustrated shows the function at two different times with 
a single zero point which is the solution for the ice-layer thickness. The steady- 
state ice-layer thickness is also shown for comparison. As expected, as time 
increases the time-dependent ice layer thickness approaches the steady-state 
solution. 

Because the ice-layer will always grow in thickness with time and position, 
0 5 / 0 T  must always be smaller or equal to zero. If this fact is used together 
with (14), it is possible to derive the following equation: 

a > f ( { ' P r ) V 1  _ 5s (23) 
- / ( ~ ,  Pr) - B 

which states simply the fact that  the developing ice-layer thickness must 
always be smaller than the steady-state thickness. It is also interesting to 
note that  a developing ice-layer thickness which is larger than the stationary 
thickness (a < ~s) is automatically excluded due to the logarithmic term in 
(18). This means that  the physically unrealistic solution cannot occur, due 
to the form of the equation. 
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1.20, 

f(g)  

0.40. 

steady state I l l s  

Fig. 4. Representative solutions of the interface energy equation given at different 
times, T and compared with the steady-state solution. Parameters are B = 10, and 
~,= 10 

4 C o n c l u s i o n s  

A simple, analytical, approximate solution has been derived for calculat- 
ing the transient development of the ice-layers on the cooled walls inside 
a convectively-cooled, parallel plate channel. The approximate solution has 
been compared with a numerical calculation and good agreement was found. 
The model given in the paper can easily be applied to turbulent  internal flows 
by replacing the function representing the heat flux from the ice-layer into 
the internal flow in (18) and (19). The closed-form approximate solution for 
the ice-layer thickness shows that  several solutions can exist. An analysis of 
the solution shows which of the possible solutions is the physically relevant 
one. 

N o m e n c l a t u r e  

a thermal diffusivity 
An Eigenfunction 
Fo Fourier number = ta~/h 2 
h distance from centerline 

to the wall 
L channel length 
Pr Prandtl  number 
Re4h Reynolds number 

= ~to4h/~L 
T temperature  
To liquid inlet temperature  

B dimensionless freezing 
parameter  ---- ks~ ( kLOoo ) 

Fn Eigenfunction 
k thermal  conductivity 

Ls  start  of the ice layer 
rs heat of fusion 
Ste Stefan number 

= cs(TF -- T ~ ) / r s  
TF liquid freezing temperature  
T o  coolant inlet temperature  
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~0 axial mean velocity at the 
entrance of the test section 
Dimensionless temperature 

0oo Superheat ratio 
: (To - T F ) / ( T F  -- Too 

~- dimensionless time : F o S t e  

t~ overall external heat 
transfer coefficient 
= [1 /hoo  + 5waU/kwaU] -1 

7 convective parameter 
= ~ h / k n  

~n, f in Eigenvatues 
x, y coordinates 
v kinematic viscosity 
5 free channel height 

Subscripts 

S solid L liquid 
oo coolant F freezing 

Appendix  A. Turbulent Internal Flow 

For turbulent internal flow in the parallel plate channel the model given in 
the present paper can easily be applied by replacing the heat flux from the 
flow to the ice-layer in (18) and (19). For turbulent internal flow one may 
assume that 

u/~ = g (y/5(x, t ) ) ,  (A.1) 

o:> 

10 20 30 x/h 40 

Fig. 5. Transient development of the frozen crust for turbulent flow. Parameters 
axe B = 5, V --+ co, AT = 0.002 
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where g is the velocity profile for a hydrodynamical ly  fully developed flow 
between parallel plates. The solution of the energy equat ion leads then to a 
turbulent  Graetz  problem. The reader is referred to [12]. Fig. 5 shows the 
transient  development of the frozen crust for turbulent  internal flow in a 
parallel plate channel for ~ --+ c~ for Reh = 5000 and P r  = 10. I t  can be seen 
tha t  the s teady-sta te  thickness of the crust is much thinner than  for laminar 
flow because of the higher heat flux from the flow to the crust. The  relative 
error between the numerical solution of (14) and the analytical  approximate  
solution is smaller than  1% for turbulent  flow and ~/--~ cx~ for B < 20. 
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M e l t i n g  Heat -Transfer  Character i s t i c s  
of  an Incl ined Ice P la t e  I m m e r s e d  
in a H y d r o p h o b i c  Liquid 

M a s a h i k o  Y a m a d a ,  S h o i c h i r o  F u k u s a k o ,  T s u y o s h i  K a w a n a m i ,  a n d  
S h i g e k i  H i r a n o  

Division of Mechanical Science, Graduate School of Engineering, 
Hokkaido University N13-W8, Sapporo 060-8628, Japan 

A b s t r a c t .  An experimental study was conducted to investigate the melting heat- 
transfer characteristics of an inclined ice plate within a hydrophobic liquid. Re- 
cently, both melting of an ice layer and freezing of water within a hydrophobic 
liquid received increasing attention because of their close relation and their use in 
Science and Engineering. For example, the freezing of an aqueous solution within 
a hydrophobic liquid gives a basic model for the freezing of biomaterials. Further- 
more, the melting of an ice layer has close relations to cold thermal storage using 
ice. In the present study, both perfluolocarbon (PFC) and silicon oil were adopted 
as the testing liquids. The ambient liquid temperatures ranged from 5 to 40°C. 
The inclination angle of the ice plate was varied from 0 to 180 ° at 30 ° steps. The 
experimental results revealed that the inclination angle of the ice layer has a vital 
effect on the melting heat-transfer characteristics of the ice. 

1 I n t r o d u c t i o n  

I t  is well known tha t  materials such as oil, high-grade alcohol, some proteins 
and materials  with a hydrophobic basis in the molecular s t ructure  do not 
solve with water  in the liquid phase. Metals in some combination,  such as 
Muminum and lead or lead and silicon do not diffuse into each other not 
even in their liquid phase. In freezing and melting of biomaterials  containing 
proteins with hydrophobic properties, the phase change problem is tha t  of 
an immiscible system. In these phase change problems of such an immiscible 
system, considerable effects of liquid films and droplets are formed by the 
melt  materiM Mong the interface between the solid and ambient  liquid, and 
these affect the melting characteristics. Melting phenomena  are different from 
those of conventional melting because the melt  liquid does not diffuse into 
the ambient  liquid. 

Melting of single component  systems such as ice, pure metal,  ordinary 
P C M  as well as miscible mult i -component  systems with concentrat ion dif- 
fusion, such as melting of ice in an aqueous solution, have extensively been 
studied. On the other hand, for melting problems without  concentrat ion dif- 
fusion, as e. g. melting of ice in a hydrophobic liquid such as oil and the 
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melting of benzene in hot water, very little research work has been reported 
so far. 

Melting heat-transfer characteristics of an ice layer within a hydrophobic 
liquid has been reported for both a horizontal and for a vertical ice plate and 
horizontal ice cylinder [1-4]. The behavior of the melt-water layer formed on 
the ice plate exerts considerable effects on the melting of the ice layer, thus 
determinig the configuration of ice layer itself. We know of no investigation 
for the case of an inclined ice plate for which the effect of the behavior of the 
melt water will be accentuated. 

In the present study, the effects of a variety of factors are studied such as 
temperature, inclination angle of the ice layer and the kind of ambient liquid. 
These have been investigated experimentally to determine the characteristic 
behavior of the melt-water film and the melt-water droplets, and to correlate 
them with the melting rate of ice layer. 

2 E x p e r i m e n t a l  A p p a r a t u s  a n d  P r o c e d u r e  

2.1 E x p e r i m e n t a l  apparatus 

Fig. i shows a schematic diagram of the experimental  apparatus in the present 
study. It consists of a test vessel, a hydrophobic liquid reservoir, a supporting 
device of the ice plate (a cooling device), and cooling systems. 

Fig. 2 shows a detail of the ice support  (cooling device). It is made of both 
the cooling room, through which tempera ture  controlled brine is circulated, 
and the insulation part  which is filled with polystyrene foam to avoid heat 
loss. By spraying the cooling brine directly to the backside of the cooled plate, 
uniformity of the temperature  of the cooled plate is achieved. The temperat-  
ure of the cooled surface is measured by C-A thermocouples situated on the 
back-side of the cooled plate. The inclination angle of the ice support  can be 
set in the range from 0 (upward horizontal) to 180 ° (downward horizontal) 
in steps of 30 ° . 

The test vessel is made of an acrylic plate with interior dimensions of 
280x260x130 mm. Double-glazing was utilized as a front window. The test 
vessel was covered with a thermal insulation of 50 mm thickness to keep 
the heat loss at a minimum. A thermosta t  was set above the test vessel to 
keep the temperature  of the testing liquid constant by using both heater  
and stirrer. For the visualization of the flow pat tern of the ambient fluid, 
aluminum powder and He-Ne laser was employed as a tracer and light source, 
respectively. 

2.2 Procedure 

In the present study, silicon oil and perfluorocarbon (PFC) were adopted as 
testing hydrophobic liquids. After reaching constant initial tempera ture  of 
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the testing liquids within the reservoir, a t ransparent  ice plate, 25mm high, 
120mm wide, and 90mm long, was set on the cooled plate. By keeping the 
temperature  of the cooled plate at about  -2°C, the ice support  was installed 
in the test vessel with prescribed inclination angle. Then the testing liquid 
was introduced into the test vessel from the reservoir above. After calming 
the turbulence by the introducing the test liquid, (about after a couple of 
minutes) the experiment was started. 

With a prescribed interval from the start  of the experimental  run, the 
ice plate was photographed. The flow pat tern of ambient liquid was also 
photographed with the exposure time of 30 sec. to 3min. 

2.3 H e a t  t r a n s f e r  coef f ic ien t  

By assuming that  heat conduction within the ice layer can be neglected, the 
energy balance at the ice surface may be described as, 

p~L~t = h~(T~ - To), (1) 

where To and T o  are the temperatures far away from the interface in the 
liquid and the ice, respectively. Thus, the local heat transfer coefficient can 
be calculated by the equation 

piL dy 
hx T o - T o  d t '  (2) 

where dy/dt is the melting rate which was assessed by the photographed ice 
configuration in prescribed time interval. 

3 R e s u l t s  and D i s c u s s i o n  

3.1 M e l t i n g  c h a r a c t e r i s t i c s  

Figs. 3 and 4 show the melt-ice-layer configuration at three different times 
in silicon oil and PFC, respectively. The melting rate is more prononnced at 
the upper portion of the ice plate for silicon oil, and the ice configuration 
is wedge-shaped as shown in Fig. 3. On the other hand, for PFC shown in 
Fig. 4, the ice layer is more uniformly melting except at the lower portions 
of ice layer as manifested by the uniform thickness of the ice layer. At the 
bot tom part  of the ice layer the melting proceeds at the upper ice surface, not 
on the side surface. The reasons why we have there considerable differences 
in the melting behavior between silicon oil and PFC lies in the difference of 
the density between the ambient liquid and the melt water. 

Fig. 5 shows the flow pat tern along with brief sketches to explain the be- 
havior of the melt layer and the temperature  distribution of the ambient fluid 
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Fig. 3. Melting characteristics of the ice layer in silicon oil, a:0min, b:20min. 
c:40min. 

Fig. 4. Melting characteristics of the ice layer in PFC, a:0min, b:20min, c:40min. 

around the ice layer for silicon oil and PFC, respectively. It can be observed 
in Fig. 5a that  the ambient liquid flows towards the horizontal direction and 
then, reaches the ice layer to be cooled on the ice surface. The melt water 
flows downward along the ice surface because its density is larger than that  
of the ambient fluid. In other words, the flow direction of the melt water coin- 
cides with that  of the ambient fluid flow. The movement of the ambient fluid 
on the ice surface is very smooth, the melt water flows downward so that  the 
thickness of the melt-water layer grows along its downward path. The tem- 
perature distributions of the melt water and the ambient fluid at the interface 
are also sketched in Fig. 5a. The ambient fluid with high tempera ture  gets 
in contact with the melt water film with lower temperature .  As they move 
downslope they adjust their temperature  as indicated in panel 3 of Fig. 5a. 
Thus, the temperature  difference between the ambient fluid (silicon oil) and 
the melt water film decreases as one moves down to the lower portion of the 
ice layer. Consequently, melting of ice layer is larger in the upper portion of 
the ice layer where the temperature  difference is greater than in the lower 
portion. 
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On the other hand, for the case of PFC  shown in Fig. 5b, since the density 
of PFC is greater than that  of melt water, the melt-water layer flows upward 
along the surface of the ice layer. Due to the bi-directional flow of the ambient 
fluid and the melt water on the ice surface, some small turbulence in the melt 
water flow is observed. Moreover, the thickness of the melt-water layer is not 
monotone along the downslope direction; it is larger in the upper par t  of 
the ice layer. Furthermore,  the tempera ture  distribution of ambient liquid 
and the melt water may be estimated as shown in panel 3 of Fig. 5b. Quite 
contrary to the case of silicon oil, the tempera ture  of the melt-water layer 
is higher in the upper part; as a result, the tempera ture  difference between 
the ambient liquid and the melt-water layer is almost constant as shown 
in Fig. 5b. Consequently, the ice layer in the PFC case is melting almost 
uniformly. 

(a) rater 

® I-  

~ '  "" melt  water film 
4 

(b) iter 

melt weter fllrn 

Fig. 5. Schematic sketch of the flow pattern and temperature distribution of the 
ambient liquid for silicon oil (a) and PFC (b) 

3.2 H e a t  t r a n s f e r  c h a r a c t e r i s t i c s  

Figs. 6 and 7 show the melting heat-transfer coefficient of the ice layer for 
silicon oil and PFC, respectively. In silicon oil (Fig. 6) it shows a tendency 
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to be larger for the upper portion of the ice layer than that for the lower 
potion, and it decreased with time. On the other hand, in the PFC-case shown 
in Fig. 7, the melting heat-transfer coefficient is spatially almost constant. 
Furthermore, it does not so much decrease with time as for silicon oil. 
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3.3 Effects  of  i n c l i n a t i o n  ang le  o f  ice l a y e r  

Figs. 8 and 9 show the effect of the inclination angle of the ice layer on 
the melting heat-transfer coefficient. In these figures, the ordinate denotes 
the average heat transfer coefficient, while the abscissa shows the inclination 
angle from the horizontal orientation of the ice layer. Each symbol in these 
figures represents the different combinations of ambient liquid tempera ture  
and elapsed time from the start  of melting as listed in the frames. For the 
case of silicon oil shown in Fig. 8, the average heat transfer coefficient shows 
a tendency to decrease as the inclination angle increases. This seems to be 
so except for the horizontal ice plate. 

As shown in Fig. 5b, the ambient fluid touches the ice layer from the 
horizontal direction and then changes its flow direction. As the inclination 
angle of the ice layer increase, the change of the flow direction becomes small 
and the enhancement effect of melting by the ambient liquid flow decreases. 
As the inclination angle increases further to the vertical and downward dir- 
ection, the melt water flow on the ice surface shows an increased tendency 
to separate from the ice surface, a fact which decreases the melting effect on 
the ice surface. Thus, the behavior of the melt-water layer ( temperature  and 
flow) changes the melting heat-transfer coefficient 

For the case of silicon oil, as the inclination angle increases to be al- 
most (downward) horizontal, the separation of the melt water increases its 
effects. As a result, the ice configuration becomes more complicated, and 
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Fig. 8. Effect of the inclination angle on the heat transfer coefficient 



Melting Heat-Transfer Characteristics of an Inclined Ice Plate 167 

300 

250 

200 

150 

100 

50 

0 

I 

PFC 

I i I I 

~7 

I I I I I 

0 30 60 90 120 150 180 

0 deg. 

@ 10°G 5min. 
I 10°G 10min. 
• 10°C 20min. 
• 10"12 40min. 
© 20°C 5min. 
[] 20°C 10min. 
A 20°C 20min. 

20°C 40min. 
X 30°C 5min. 
[] 30°C 10min. 

30°C 20min. 
30°C 40min. 

Fig. 9. Effect of the inclination angle on the heat transfer coefficient 

it is impossible to assess the melting heat-transfer coefficient from the ice 
configuration. On the other hand, for the case of FFC shown in Fig. 9, the 
melting heat transfer coefficient showed a tendency to increase with the in- 
clination angle of the ice layer. As shown in Fig. 5b, for the flow direction of 
the ambient fluid is opposite to that  of the melt water flow, the effects of the 
ambient-fluid convection is small compared to the case of silicon oil. 

From the horizontal to the vertical, as the separation of melt water is 
increased, the melting heat-transfer coefficient increases. On the other  hand, 
from the vertical to the downward horizontal, the convective motion of the 
ambient fluid is promoted by the cooling effect of the downward ice layer and 
so the average heat transfer coefficient increases. 

4 C o n c l u s i o n s  

In this paper the melting characteristics of the inclined ice plate within the 
hydrophobic liquid were experimentally investigated. The following conclu- 
sions may be drawn within the parameter  range covered in the present study: 

(1) For the case of silicon oil, the melting rate is greater at the upper  part  
of ice layer which is thus wedge shaped, while for the case of PFC the 
melting rate is uniform at almost all parts of ice layer. 

(2) As the inclination angle of the ice layer increases, the average melting 
heat transfer coefficient decreases for the case of silicon oil. This is due 
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to the fact that  with an increase of the inclination angle of the ice plate, 
the effect of the ambient  liquid, and the tendency of the mel t  water- 
layer to separate  from the ice layer decrease. For the case of PFC,  with 
an increase of the inclination angle the average heat  transfer coefficient 
increases. This is due to the effect of the separat ion of the mel t -water  
layer and the promotion effect of the ambient flow. 
The melting characteristics of the inclined ice layer within the hydro- 
phobic liquid are strongly influenced by the density difference of the melt  
water  and the ambient  fluid. The melting rate  for silicon oil is greater  
than  tha t  for PFC,  while the density difference between the melt  water  
is smaller for silicon oil. 
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Abs t rac t .  A model for the anisotropic behaviour of polar ice and the evolution of 
its strain-induced anisotropy is presented. At the scale of the ice polycrystal, the 
ice fabric is described by a continuous Orientation Distribution Function (ODF), 
and the stress in each grain is assumed to be the same as the bulk stress (static 
model). Assuming a linear transversely isotropic behaviour of the ice single crystal, 
the constitutive law for an orthotropic polycrystal is obtained, as well as the analyt- 
ical expression for the ODF which depends on three independent parameters only. 
Applications to the large-scale flow of an ideal ice-sheet are presented. Assuming 
a fixed geometry of the ice-sheet, the velocities and the fabrics corresponding to 
stationary plane-strain flow are obtained by solving a coupled problem. 

1 I n t r o d u c t i o n  

Observations on ice cores drilled in Antarctica and Greenland have shown 
that  polycrystalline ice develops a fabric (i.e. a lattice preferred orientation 
of its constituent grains), which is induced by the strain undergone by the 
ice as it descends from the free surface to the depth of an ice-sheet. 

Since it is not possible to reproduce experimentally the conditions which 
occur in an ice-sheet, the results from models for the anisotropic behaviour 
of ice must be compared with field data, as has been done, for example, in 
[2]. The difficulty is that  these models require, as input, the knowledge of the 
strain history undergone by the ice. Results from anisotropic ice flow models 
which use the ice fabric as an input (e.g.[3]) can be useful, but, since fabrics 
can be measured only at a very few drilling sites, additional assumptions must 
be made to extrapolate these fabrics to the whole ice-sheet flow domain. This 
shows that  in order to properly account for the anisotropy of ice we have to 
consider the ice fabric as an unknown of the ice-sheet flow problem. 

On the other hand, a common feature of ice-sheet models is the very large 
amount of data  which are processed. Even by discretizing the flow domain 
with a coarse mesh (e.g. 30kin in the horizontal plane, 30m along the vertical, 
without a detailed description of the bed-rock topography) some 105 to 106 
nodes are required to solve the isotropic ice flow problem. In order to make 
an ice-sheet model usable when extending it to the flow of anisotropic ice, 
the models for the behaviour of anisotropic ice and fabric evolution must be 
as efficient as possible and not too much time consuming. 
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In this paper, a complete solution (i.e.velocity and fabric fields) for the 
s ta t ionary flow of a two-dimensional ice-sheet is presented. This solution was 
obtained by incorporating a micro-macro model ([4,5]) for the behaviour 
of anisotropic ice into a finite-element code for the ice flow simulation. The  
micro-macro model considers a polycrystal of ice as a representative element- 
ary volume of ice which stands as a material point of the continuum at the 
scale of the ice-sheet. Some of the assumptions of this model, presented in the 
following, seem to be rather crude but  their aim is to fulfil the main objective 
of minimization of the amount of data  storage and computat ion time. 

2 Rheological Model 
for Orthotropic  Polycrystall ine Ice 

2.1 N o t a t i o n  and main  a s s u m p t i o n s  

In the following three Cartesian reference frames are used (see Fig. 1): 

{R} is a global fixed reference frame, whose plane (xl,  x2) is the plane of 
the ice-sheet flow. 
{°R} is the material reference frame of an orthotropic polycrystal  of ice, 
whose axes °xi are perpendicular to the planes of orthotropic symmetry. 
Furthermore it is assumed that  the plane of symmetry  (°xl, °x2) of the 
polycrystal coincides with the plane (x l ,x2)  of the ice-sheet flow (i.e. 
° X  3 -~ X3). 
{gR} is a local frame attached to an individual grain, whose gxa -ax i s  is 
the hexagonal symmetry  axis of the grain (c-axis) .  

c_~ge3  

e2 
0 g Oe2 

e2 

°e 1 / /  

e l  

Fig. 1. Definition of the grain local frame {9R} and the material frame {°R} with 
respect to the global fixed reference frame {R} 

Macroscopic quantities, associated with a representative polycrystM or 
the ice-sheet, are overlined. The superscripts 'g' and 'o' denote any non-scalar 
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quantity expressed in the local {gR} and the material { ° R }  frames respect- 
ively. Otherwise, ( i .e .  if no superscript is applied) the quanti ty is expressed 
in the global frame {R}. 
Following [4,5], the main assumptions made are as follows: 

(1) The representative polycrystal experiences a uniform state of stress, i .e.  

the stress in each grain equals the bulk stress applied on the bound- 
ary of the polycrystal (Reuss assumption leading to the so-called static 
or uniform-stress model). Since the ice is incompressible, the following 
relation holds 

S = S,  (1) 

where S and S are the microscopic and macroscopic deviatoric stresses, 
defined as functions of the stresses at and d and the isotropic pressures 
p and/5 by S~j = a i j  - P(~ij, S i j  = a i j  - pSi  j ,  respectively. 

(2) Each grain exhibits a linear behaviour and is considered as a transversely 
isotropic continuous medium, whose symmetry  axis is the crystal c -ax i s .  
As a consequence, the orientation of a grain relative to the global frame 
{R} is determined solely by the direction of its c - a x i s  and is defined by 
two angles, the co-latitude 0 and the latitude qp (see Fig. 1). 

(3) Each grain in the polycrystal occupies the same volume. 
(4) The total number of grains does not change during the deformation, i .e.  

recrystallization processes, such as grain growth or polygonization, are 
not taken into account. 

2.2 G r a i n  b e h a v i o u r  

Following [6] and [4], the ice crystal is assumed to behave as a linear trans- 
versely isotropic medium. The simplest relation between the strain-rate D 
and the deviatoric stress S is then expressed by 

D = L (/3S + (1 - / 3 ) ( M s S  + S M 3  - 2 t r ( M 3 S ) M 3 ) ) .  
2 

(2) 

where M3  is the structure tensor defined by M~ -- c ® c (c is the grain 
c -ax i s  unit vector : gc = (0, 0, 1) in the local frame). The parameter  ¢ is the 
fluidity, inverse of viscosity, for shear parallel to the basal plane of the grain, 
and /3 is the ratio of the shear fluidity in the basal plane to tha t  parallel 
to the basal plane. /3 is a measure of the grain anisotropy: when/3 = 0 the 
grain can deform only by basal glide, as assumed in many models [7,8,3,9], 
while /3 -- 1 corresponds to an isotropic grain. Since the ice single crystal 
deforms mainly by shear parallel to its basal plane [I], the value of/3 should 
be significantly less than i. 
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2.3 Fabr ic  e v o l u t i o n  

Following [6], the fabric of the ice polycrystal is described by an Orientation 
Distribution Function (ODF), which gives the relative density of grains whose 
c-axes  have the orientation (0, ~) in the global frame {R}. By definition, 

- -  f(O, :)  sin 0 dO d :  = 1. (3) 
27r JO J0 

The expressions of the rate of rotation (or spin) of a grain, W in the global 
reference frame {R}, and gW in the local frame {gR}, are related by 

( R r R  + " W  - R r W R ) ~ c  = 0, (4) 

where R is the rotation matrix to pass from {gR} to {R}, and gc is the c -ax i s  
unit vector expressed in {gR} ([6]). Since the basal planes of a grain remain 
parallel to each other during the deformation, the component of the velocity 
along the gxa axis (c-axis),  when expressed in the rotating frame of the grain 
{gR}, is a function of gx3 only. This leads to the kinematic relations 

~Vla = gD13 ~vV23 = gD23. (5) 

To obtain the rate of rotation of the grain reference frame (i.e. the lattice 
spin) from (4), it is necessary to make an additional assumption that  the spin 
of the grain W ,  expressed in the global reference frame {R}, is equal to the 
macroscopic spin of the polycrystal (Taylor-type assumption), 

W - -  V¢. (6) 

With relations (5) and (6), equation (4) provides two relations for the change 
in grain orientation 

= -gD13 --b Vv'13 cos qo q- 1/V'23 sin ~, (7a) 

q3sin8 -- -gD23 - 17V12 sin 0 + (l]d2a cos ~ - 17Via sin ~) cos 8. (7b) 

Since recrystallization is not taken into account, the change in the relat- 
ive number of grains in an interval (dO, d~) around (O, ~) is solely due to 
grains entering or leaving this interval (there is no spontaneous nucleation 
or disappearance of grains). As a consequence, at each material point m in 
the ice-sheet, the polycrystal fabric is described by the ODF which varies 
according to 

Of sin 0 Of sin 0 _ cgOf sin 0 O~f sin 0 
- -  + - - u ~  + - -  + - 0, (S) 

Ot Ox~ O0 O~ 

where ~i are the velocity components at x. Fabric evolution is described by 
equations (7a), (7b) and (8). 
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Following [6,5], we adopt a parameterized form of the ODF derived from 
analytical results obtained in [4] for the case of an orthotropic polycrystal 
with fixed principal directions of loading. This ODF depends on four para- 
meters 

f(O, ~, kl, k2, k3,°~) = (9) 

[sin 2 e cos2(  + sin2(  _oe))  + cos 2 

This function describes an orthotropic fabric, with planes of symmetry (°Xl, 
°x2), (°x:, °x3) and (°x3, °Xl). In the following, the plane (°xl o x2) coincides 
with the flow plane (xl, x2) of the ice-sheet. Since the conservation equation 
(3) implies that  klk2k3 = 1, only three parameters in (9) are independent. 
Each parameter ki gives the strength of concentration of c -axes  in the direc- 
tion °xi of the material frame {°R} (a small value of ki corresponds to c -axes  
gathered along direction °x~; when k~ = kj the plane (°x~,° xj) is a plane of 
isotropy), o~ is the angle which defines the rotation of {°R} with respect to 
the global frame {R} in plane (Xl, x2) (see Fig. 1). 

2.4 Viscous  law 

The macroscopic strain-rate / )  of the polycrystal, in response to the pre- 
scribed deviatoric stress S, is defined as the weighted average of the strain- 
rates D of its constituent grains as 

1 fo2"/o'/2 Dij = <  Dij > =  ~ Dij (0, ~)f(O, ~p) sin 0 d0 d~. (10) 

By substituting (2) into (10), and using expression (9) for the ODF, the linear 
orthotropic viscous law giving the macroscopic strain-rate as a function of 
the deviatoric stress is obtained as 

3 

/ )  = E [Or tr(°-~/r S) o/~/D + 61r+3(SolV1r + OMr s)D], 
r : l  

(11) 

where °l~Ir = °er ® °er are three structure tensors defined by the unit vectors 
°e~ of the material frame {°R} and (.)D denotes the deviatoric part  of (.). 
The six response coefficients (~i, functions of the grain rheological parameters 

and/~, are obtained as follows: 

~2 

~4 
~5 

¢(~ - 1) 

0 - -6  12 8 - -22  8"  

0 6 - -12  --6 6 8 

2 - -10  0 8 6 --6 

~ / ( 2 ( ~ - - 1 ) )  1 --3 --2 6 - -2  

/ 3 / (2 ( / 3 - -1 ) )  - -2 3 2 --2 --2 

(2-~)/(2(Z-1)) 3 o -2 -2 2 

1 
J3o 
J32 
Jso ' 
J52 
J54 

(12) 
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where J30, J32, Jho, J52 and J54 are five moments given by 

2 f~/2 f~/2 
~Pq = ~ ]o ]o f(O'~+°~)sinPOsinq~adOd~" (13) 

For isotropic ice, f(0,  p) = 1, kl = k2 = k3 = 1, the Jpq values are J30 = 2/3, 
J32 = 1/3, Jho = 8/15, J52 = 4/15 and J54 = 1/5. Then, the macroscopic 
orthotropic law (11) reduces to a linearly isotropic viscous law (i.e. Glen's 
law with n -- 1) 

/~ = B1S,  (14) 
2 

where the fluidity/~1 is related to the grain rheological parameters by [4,5] 

= ~(3~ + 2). (15) /~1 

It follows from (15) that  the ratio of the fluidity ¢ for shear parallel to the 
grain basal plane to the fluidity /~1 of isotropic ice reaches its maximum 
value of 2.5 when the grain behaviour is the most anisotropic one (i.e. when 

= 0). This value is lower than the experimental value of 10 obtained by 
[10]. Therefore the influence of anisotopy on ice-sheet flow, as given by the 
present model, is under-estimated. 

3 I c e - S h e e t  F l o w  M o d e l  

The stationary flow of an ice-sheet with a fixed geometry (the vertical at the 
dome is a symmetry axis) is solved for given boundary conditions (no stress 
and isotropic fabric at the free surface, no-sliding on the bed-rock). 

3.1 Velocity  field 

Following [11], the solution in terms of the velocity ~i and isotropic pressure 
10 is obtained, for a given fabric field, by minimizing, among the admissible 
velocity fields, the functional 

J(~ti,p) = /~) (~)D + pDii -- pgi~ti) dT~-- /E~°~tinids , (16) 

where ~0 is the atmospheric pressure applied on the free surface E and CD 
is the dissipation potential of the orthotropic polycrystal which gives the de- 
viatoric stress as a function of the strain-rate as S = OCD/OD. This relation 
can be put into the same form as (11) by in terchanging/)  and S, and repla- 
cing the fluidities ~i with six viscosities ~i whose expressions are obtained by 
identification (see [12] for these relations). 
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The functional equation (16) is solved by the finite-element method, using 
six- node triangular elements with a quadratic interpolation of the velocities 
and a linear interpolation of the pressure. The ODF (9) is obtained by a 
quadratic interpolation of the parameters k~, k2 and °q3 given at each node 
of the mesh. 

3.2 Fabric field 

Following [13], the ODF parameters corresponding to stationary flow are 
obtained by solving equation (8) along the flow streamlines computed from 
the finite-element solution for the velocities and assuming that  the ice is 
isotropic at the ice-sheet surface. Denoting by s the curvilinear co-ordinate 
along a streamline and ~ the velocity tangent to this streamline, under the 
assumption of stationarity cO(f sin O)/Ot = 0, equation (8) transforms into 

Of sin 0 cO~)f sin 0 O@f sin 0 
u s + - -  + - 0 .  (17) 

as 90 O~ 

The ODF parameters at each node M of the finite-element mesh are com- 
puted in two stages as follows: 

- the streamline passing through M is computed from M to the ice-sheet 
surface by solving the set of equations dx j  dt = - ~ i  (upstream pro- 
cedure). During this phase, $11, $22, $12 and the rotation rate 17V12 are 
calculated at each time step by using the finite-element solution for the 
velocity and the constitutive law (11), then stored. 

- the evolution of the ODF parameters along the stream-line is calculated 
from the surface where ice is assumed to be isotropic. By assuming that  
the directions of the principal stresses do not change significantly during 
the time step, the ODF given by (9) satisfies (17) and the parameters ki 
are shown (see [12]) to be the solution of 

dkl/kl = (~b/4)($11 + $22 + S)dt, d~2/k2 = (~b/4)($11 + $22 - S)dt, 
(18) 

where ~2 = (Sin - $22) 2 + 4S1~2. During a time step dt, the orientation 
change of the orthotropic frame {°R}, i.e. d°~, is taken as the weighted 
average of the rotation @dt of the grains given by (Tb). These equations 
are solved by using the Runge-Kutta  method (with initial condition at 
the surface kl = k2 = 1). 

3.3 Coup led  prob lem 

The velocity and fabric fields corresponding to stationary flow are calculated 
by solving iteratively the velocity problem (equation (16) for a given fabric 
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field, then the fabric problem (equations (18)) for a given velocity field, until 
convergence is achieved (i.e.when the norm of the relative deviation of each 
variable ~ ,  k~,°~ for two consecutive iterations is less than 10-3). It has been 
verified that  the choice of the initial fabric field (respecting the condition of 
isotropy at the surface) does not affect the results. 

4 A p p l i c a t i o n s  

4.1 C o n d i t i o n s  o f  t h e  n u m e r i c a l  s i m u l a t i o n s  

All the variables are made dimensionless by using the depth at the dome H0, 
the gravity forces pg and the fluidity of isotropic ice/~1 at - 1 0 ° C  as scaling 
values (stresses are scaled by pgHo, and velocities by/~1 pgH~). Dimensionless 
variables are denoted by a tilde. 

We adopt a simplified ice-sheet geometry, with a flat bed-rock and a 
fixed surface elevation given by Vialov's profile [14] /~r4 = 1 - (e~l) 2, where 
e = H o / L  is the aspect ratio of the ice-sheet, fixed to the value 0.018 in the 
following. With this fixed geometry, the accumulation-rate corresponding to 
stationary flow must be considered as a variable determined by the solution 
of the flow problem. 

Since the fluidities /~] and ¢ verify relation (15), the dimensionless vari- 
ables of the model, including the ODF parameters,  depend only on the grain 
anisotropy parameter  fl and the temperature.  In the following the results 
of three simulations, whose conditions are summarized in Table 1, are com- 
pared. The non-isothermal temperature  field named "GRIP"  is deduced from 
the profile shown on Fig. 2a measured in the GRIP borehole, [15], by assum- 
ing that  the temperature  is a function of the reduced elevation 52 = x 2 / H  
only. Note that  since the viscosity of ice exhibits an exponential dependence 
on the temperature,  changing the reference tempera ture  would affect the ve- 
locities by a scaling factor (as a change in the value of/~1 would do) but  not 
the ODF as can be inferred from (17). 

Table  1. Conditions of the tests. 

Grain anisotropy/3 Temperature profile 

Test 1 /3 = 0.25 "GRIP" 

Test 2 j3 -- 0.25 isothermal 

Test 3 /3 ---- 0.1 "GRIP" 
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Fig. 2. (a) Evolution of the temperature as a function of the reduced elevation ~2 
as measured by [15] in the GRIP ice core (solid line) and the isothermal profile 
(dashed line). (b) horizontal velocity as a function of the reduced elevation ~2 at 
~1 = 10 for Test 1 (solid line), Test 2 (dashed line) and Test 3 (dotted line) 

4.2 I n f l u e n c e  o f  t h e  t e m p e r a t u r e  

The influence of the temperature is assessed by comparing Test 1 and Test 
2. The constant temperature in Test 2 was chosen so that Test 1 and Test 2 
give the same surface horizontal velocity at Xl ~ i0. 

Owing to the increase in the temperature at GRIP by 23.3°C from the 
surface to the bedrock, the fluidities t)1 (T) and ~b are increased by a factor 
of approximately 30 from the top to the bo t tom.  On the other hand, due 
to the development of anisotropy from the surface to the bedrock, the shear 
fluidity (in the flow plane) can be increased by a max imum factor of about  1.8 
(obtained by assuming that  all the c - a x e s  are aligned along the vertical, so 
tha t  the macroscopic shear fluidity equals the grain fluidity for shear parallel 
to the basal plane ¢ given by (15) with /~ = 0.25). However Fig. 3 shows 
tha t  the " G R I P "  tempera ture  field (Test 1) significantly slows down the 
concentration of the fabric (given by the smallest  pa ramete r  k2) as a function 
of depth, compared to the isothermal flow: the difference in k2 between Test 
1 and Test 2 increases with depth until it reaches the threshold value of k2c = 
10 .3  for which it is assumed tha t  all the grains have the same orientat ion 
and the fabric cannot concentrate any further  (k2c is reached at 22 = 0.4 in 
Test 2 and at 22 = 0.2 in Test 1). The  two other parameters  kt and k3 satisfy 
kl/k2c > 106 and k3/k2c > 100 when the threshold value k2c is reached. 
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Fig. 3. Evolution of fabric parameters k2 (a) and o~ (b) as a function of the 
reduced elevation 52 at xl = 10 for Test 1 (solid line), Test 2 (dashed line) and 
Test 3 (dotted line) 

Even if the flows are very similar (owing to the adjustment of the temper-  
ature in Test 2), horizontal velocity profiles (see Fig. 2b) show that  for Test 2 
the deformation is relatively homogeneous while the effect of the GRIP  tem- 
perature field is to concentrate the deformation in a basal layer (about 2070 of 
the total thickness). Ice being less deformed near the surface, fabric concen- 
tration is slower than for isothermal conditions. An additional consequence 
is that  the direction of the preferred orientation of the grains is closer to the 
vertical for Test 1 than for Test 2 (see o~ in Fig. 3b). Also, owing to the shape 
of the velocity profiles, the accumulation rate for the "GRIP"  flow is 1.2 to 
1.4 greater than for the isothermal. 

4.3 I n f l u e n c e  o f  g r a in  a n i s o t r o p y  

The influence of the grain anisotropy, described by/3, is shown by comparing 
Test 1 and Test 3 (see Table 1). At the scale of the polycrystal,  the rate of 
fabric concentration increases as the anisotropy of the grain increases ( i .e . /3 
decreases) [6,4,5]. This holds at the scale of the ice-sheet since the decrease 
of k2 with depth is faster for Test 3 (/3 = 0.1) than for Test 1 (/3 = 0.25) as 
shown in Fig. 3. 

Since for a given fabric the macroscopic fluidity increases with the grain 
anisotropy (see relations (11) , (12) , (15) and [12]), the effect of the rate of 
fabric concentration on the velocities is enhanced. Accordingly, the accumu- 
lation rate for Test 3 is about 1.3 times larger than that  of Test 1. 
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5 C o n c l u s i o n  

A model for the flow of an ice-sheet exhibiting strain-induced anisotropy has 
been presented. The fabric of an orthotropic ice polycrystal  is described by 
using an ODF which depends on three independent parameters  only. Assum- 
ing a linear transversely isotropic behaviour of the grain and a uniform state 
of stress, the constitutive law of the polycrystalline ice is obtained by homo- 
genization. As a consequence of the assumed linear behaviour of the grain, 
the polycrystM behaviour is also linear. This assumption seems to be well ad- 
apted to describe polar ice rheology from the surface to the two-thirds of the 
ice sheet thickness [10]. Deeper, as the temperature  and the stress increase, 
the value n = 3 would be more suitable. 

The model has been applied to the simulation of the stat ionary flow of 
a two dimensional ice-sheet with a fixed geometry. The finite-element flow 
computation was carried out by assigning the values of the ODF parameters  
at each node of the mesh, then the evolution of the fabric was calculated 
along the flow streamlines derived from the velocity field, and the process 
was repeated until convergence was achieved. For a given aspect ratio of 
the ice-sheet, the influence of both tempera ture  and grain anisotropy on the 
velocity and fabric fields has been shown. A field of tempera ture  derived from 
GRIP field measurements slows down the rate of fabric evolution with depth 
(compared to tha t  obtained for an isothermal flow) and an increase of the 
grain anisotropy leads to an increase of both the velocity and the rate of 
fabric evolution. 

This study demonstrates the efficiency of our model to simulate the flow 
of ice-sheets exhibiting strain-induced anisotropy and shows that  it could be 
used to determine the velocities and the ice fabrics for more complex bed- 
rock and surface topographies, for instance in the vicinity of the drilling sites 
in Antarctica and Greenland. 
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Abs t rac t .  Since the temperature of the polar environment is close to the melt- 
ing temperature deformation of natural ice is mainly due to creep, and the fabric 
evolution takes place under relatively low stress levels. Therefore, a linear viscous 
relation between stress and strain rate is supposed. A macroscopic flow law for nat- 
ural ice is derived, which takes into account the effect of load-induced anisotropy 
due to the hexagonal single-crystal symmetry. Attention is focused on the main 
effect of crystal lattice rotation. Grain interaction is taken into account by two 
parameters. Existence of a continuous so-called orientation distribution function, 
0DF, is assumed. A coupled Finite Element-Finite Volume approach is proposed 
to account for coarse-scale orientational flux. For different consistency conditions, 
Voigt/Taylor and Sachs/Reuss, an orientation update is derived for planar flow, 
which results in just three additional degrees of freedom at each (FE-)integration 
point to account for orthotropic material symmetry. 

1 I n t r o d u c t i o n  

The aim of this work is to propose a model which is capable of describing the 
evolution of the mechanical properties of natural ice due to load induced fab- 
ric development. Similar to [4] we extend the classical continuum description, 
which in the following is referred to as the macro- or coarse-scale continuum 
by the so-called meso- or fine-scale continuum, which contains the c-axes ori- 
entations of a polycrystalline aggregate. To achieve the transition from the 
mesoscopic level to macroscopic entities, we adopt the concept of a region 
of influence around each material point of the continuum. The grain may 
be identified uniquely by its c-axis unit vector if its position, size and shape 
are neglected. Then each macro-material point possesses all possible orient- 
ations, which are describable by means of a continuous (and differentiable) 
0DF, f ( x , n , t )  : ~ 3  × S 2 x ~ ~ ~ ,  where x is the position of each point, 
n denotes a point on the unit sphere S 2 associated to the c-axis orientation, 
and t is the time. Obviously f( . ,  n, .) = f ( . , - n ,  .), and to pass from an ar- 
bitrary mesoscopic quantity, Xn, to its macroscopic counterpart,  X, a volume 
averaging procedure is applied as in (1)2 below. 

Let x and X be the positions of a material point of the macro-continuum 
in its present and reference configuration, respectively. Then, the motion of 
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the macro-continuum is obtained as the homogenized fine-scale motion, 

x = x ( X , t ) ,  where x ( X , t )  : = / f x n ( X , n , t ) d 2 n ,  (1) 

S 2 

where d2n := sinOdOdq5 and S 2 := (O • [0,7~1) x (~ • [0,2w]). The 
decomposition of the fine-scale deformation gradient F~ is given by 

F . = R , ~ F / ,  with F / : = I + - ¥ n ®  N and R n R  T = I ,  (2) 

in which F~, Rn,  "1,~ and ~ denote the inelastic deformation gradient, 
elastic rotation, basal sliding vector and the c-axis unit-vector in the reference 
configuration, respectively. Material time differentiation then yields the fine 
scale actual velocity gradient, which may be decomposed into its symmetric,  
Dn = D~, and skew-symmetric, W ~  = W ~  + W / ,  part ,  respectively. As 
in [5], W~ := R,~R T describes the motion of the individual orientation; if 
W,~ = W is assumed, then 

f i = W n - D n n + ( n - D n n ) n ,  n ( t = t 0 )  = n 0 .  (3) 

2 Balance  Laws, Cons t i tu t ive  Equat ions  and M o t i o n  

In addition to the classical mechanical balance laws for mass, linear and an- 
gular momentum, balance of crystal orientation must be considered. However, 
to assure the balance of dissipated energy during the meso-macro transition, 
the energy consistency condition (CC), e = fs2 fen d2n with en := Sn " Dn, 
must be fulfilled. Depending on the underlying coarse scale formulation, the 
localised orientational balances take the forms 

Or] + divx(V]) = - d i v e ( f i r ) ,  9 / = - d i v n ( n f ) ,  (4) 

with respect to Eulerian, ], and Lagrangian, f ,  coordinates, respectiveley. 
The divergence operators divx and div~ are referred to the coarse and the 
fine scales, respectively, and production (recrystalisation) as well as non- 
convective fine-scale flux of orientation is neglected. The material under con- 
sideration is characterized by constitutive assumptions for the fine-scale state 
variables, which are generally given by 

< 2 k >  < k >  
Z n = 2 n ( L , T ,  M ,  N ) ,  k = l , 2 , . . .  

< k >  < k - l >  < 0 >  

with M := 

S 2 

N := n® N and N := 1. If no tensor order is explicitly given, the tensor 
is assumed to be of second order. In this work Zn may be identified with the 
stress Tn,  the stretching Dn, or it takes the place of the fine-scale evolution 
equation, n. 0n ly  the simple cases will be considered, where either stretching 
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(Voigt/Taylor,  VT) or stress (Sachs/Reuss,  SR) is assumed to be uniform 
within the region of influence. 

I t  is well known, [1], tha t  the contribution of the pyramidal  and prismatic  
slip-planes is quite small in comparison to sliding along the basal plane, 
which represents the most  active glide plane. This suggests to reduce the 
single crystal  deformation to basal slip only. Furthermore,  the stress level in 
the upper  parts  of an ice-sheet, where the single-crystals arrange themselves 
towards a distinct fabric is quite low, so tha t  we may  reduce the consti tut ive 
relation between the resolved stress and the basal gliding to a linear rela- 
tionship, x/~ : # ~ - .  Rewriting the resolved quantities, "~,~ and Tn, generally 

< 3 >  
by z,~ := Z n n -  N " • Zn, where the double dot denotes twofold contraction,  
one may deduce the fine scale constitutive equat ion for the VT and the SR 
assumption according to 

<4> <4> 
Tn = #-1  Cn "" D and Dn = # Cn • - T,  (6) 

<4> 
respectively, where Cn denotes the projection of a coarse scale quant i ty  to 
the basal plane, 

<4> <I > <4> <4> <4> 
C,~ := N I N with I X + X T) (7) . . . . . .  ½(x 

From (6), the coarse scale constitutive equations are simply obtained if the 
fine-scale orientation tensors are replaced by their associated coarse scale 
s tructure tensors, 

< 4 >  < 4 >  < 4 >  < 4 >  
C = I M . .  I - M (8) 

< 4 >  
Because of the underlying incompressibility of the fine-scale deformation,  C 
is semi-definite in the sense that  it maps  only the deviatorie par t  of a tensor 
uniquely. Note, that  due to different orientat ion evolution equations (3) for 
the SR and VT assumption, in general the resulting s tructure tensors will not 
be the same in the two cases. To turn the evolution equation (3) from a purely 
kinematical  relation to a constitutive equation, Dn has to be replaced by (6)2 
or by D, which is consistent with the SR or the VT assumption,  respectively. 
However, there is still no influence of the grain environment taken into ac- 
count. One possibility to account for the grain interaction is to assume, in 
contrast  to (3), a general relation between the total  fine-scale spin W n  and 
the macro spin W .  Since this kind of generalization excludes the VT-based 
approach,  it will not be further considered, and we will focus a t tent ion on two 
principal mechanisms which the grain may experience from its environment;  
it will be called global and local grain interaction, respectively. 

The first one makes use of the idea tha t  if all grains are similarly oriented 
their mean velocity is changed due to the fact tha t  the mesoscopic velocity 
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field becomes more homogeneous. This global interaction effect will be taken 
into account by uniformly modifying the orientational velocity field, 

n : =  /Jll~l, (9)  

where Ul is supposed to be a function of the orientational s ta te  variables of 
the polycrystal  and vl = 1 if the classical VT assumption is applied. 

Furthermore,  there is also an interaction between individual grains, which 
affects the orientational flow. Recently interacting grains were modeled by 
using a self-consistent approach [1], which considers each grain as an inclusion 
within a homogeneous medium, reflecting the mean material  propert ies  [7]. 
Inspired by these ideas and recalling tha t  the grains are smeared over the 
region of influence one may  suppose tha t  there exists a single inner grain of 
orientation ni embedded within an arbi t rar i ly  oriented exterior region, with 
orientation no. It  is obvious from (3), tha t  if n i ¢  no the velocities will also 
differ, and one may  intuitively expect tha t  the inner-grain-velocity is affected 

£ 

by the relative velocity, n i ~  := rio - fie in the sense of a viscous friction law, 
which yields the modified inner-grain-velocity 

- - : ( 1 0 )  n i = n i - ~ - / ] 2 n i ~ l  , 

where ~2 E [0, 1] is also assumed to be a function of the orientational s ta te  of 
the polyerystal  only. It  reflects tha t  if the polycrystal  is completely oriented, 

v2 = 1, the inner-grain is rigidly coupled to the exterior region, fii : no, 
whereas, if there is a random distribution of c-axes, the effect of local grain 
interaction is supposed to be neutralized; therefore, macroscopically, there 
should be no coupling visible at all, v2 = 0. Superimposing the effect of all 
exterior orientations weighted by their actual  occurence then leads us to the 
effective elastic spin on the fine scale, 

: e 

W n = v l ( w - u 2 w I M - ( 1 - v 2 ) w ~ n ) ,  with W ~ = # ( T M - M T ) .  
( 1 1 )  

In general the coefficients vi are given by an expression similar to (5). Here 
we assume tha t  grain interaction is sufficiently considered if the  ui depend 
on M only. 

To demonstra te  how Y2 acts on the fine-scale flow the most  simple choice 
for v2, the Heavyside function H(Mma~- Mth) will be considered. I t  switches 
u2 from 0 to 1 if a threshold value of alignment Mth is exceeded by the max-  
imum principal value of M ,  Mmax 1. If the c-axes reflect s trong alignment,  
the key requirement of the theory tha t  every macro-point  possesses all ori- 
entations is violated. Then M degenerates to m ® m ,  where m denotes the 

3 _ [ 0 , 1 ]  1 It is more convenient to measure alignment by Me ::  ~(Mmaz 1) 3 E 
or Ms := 2(M,~x - 1) E [0, 1] if the underlying mesoscopic flow is 3D or 2D, 
respectively. 
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axis of alignment. Accordingly, the coarse scale constitutive equations reduce 
to D = p ( 7 "  m ® m + m ® Vm), and the polycrystalline material  approx- 
imately behaves like a single crystal; The meso-scale appears to be rigidly 
connected to the coarse scale. Consequently, the global interaction should 
vanish, i.e. vl = 1. If now one replaces the stresses "rm again by the sliding 
"~,~, the exterior inelastic spin takes the form W ~  = ( D M  - M D ) ,  which 
corresponds to the plastic spin of Dafalias (1984), however may have been 
directly deduced from (11) if the VT assumption would have been applied for 
the exterior inelastic spin instead of SR. This can be justified if we look at a 
strongly aligned polycrystalline aggregate, where, due to the smoothness of 
the fine-scale flow, all orientations (grains) will suffer more or less the same 
incremental motion. Therefore, the resulting structure will not be essentially 
affected if M is replaced by N, so that  W ~  will be approximately given by 
( D N  - ND) .  

Summarizing the above considerations the resulting SR-fine-scale-evolution- 
equation is finally chosen as 

= = ~ = ¢ ~ v l ( W - p ( T N - N T ) )  : M~ < M t h ,  
f i = W n n ,  with W n =  / " I ( W - ( D N  N D ) )  : Ma > M t h ,  

(12) 

where vl must be fitted by experimental data, however for convenience will 
be neglected in what follows, i.e. vl = 1 according to VT. 

Now the fine scale quantities are all describable by means of macroscopic 
quantities which are supposed to be stepwise constant. This enables us to 

L 

integrate fi, which yields a functional relation for the motion of the fine scale 
material point 

n = T (no ,xo ,  t - to), (13) 

in which the orientation at the present time t is related to its value, no, at 
the initial time to, and position Xo. Assuming further the existence of the 
inverse mapping T -1, the conservation of orientation yields 

OT -] 
f ( n , x , t )  - 0n  f (n0 ,xo , t 0 )  (14) 

for the actual 0DF, which is now in principle constructable from its initial 
state if the fine-scale motion is known. 

3 P l a n a r  F l o w  

To hold the theory considerably simple so as to obtain analytical results as 
far as possible we will restrict ourselves to planar deformation, v E ~ 2 ,  but  
fully three-dimensional mesoscopic flow, fi E Ts2, as one would expect in 
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the vicinity of an ice divide. Furthermore,  decoupling was applied to obtain  
the results below, where the macroscopic s ta te  was assumed to be constant  
during the incremental solution of the mesoscopic evolution equation. If  we 
identify e3 with the anti-plane direction, the orientat ion can be wri t ten as n = 
s inOeR + cosOe3, with eR := cos~e l  + s in~e2.  Following the calculations 
outlined above, one obtains a general expression for the 0DF, 

f = f s 2 ( x , n , t )  = ~ [ f s l t , k  sin 2 0  + cos 2 0 ] - ~ f s 2 ( x o , n o , t o  ), (15) 

which shows tha t  it depends completely on the in-plane orientat ional  distri- 
bution f s l  and one additional pa ramete r  ), := e -3 E zXt(dn33), with d~ j  := 
ei • D,~ej, so tha t  the integration along O may  be carried out analytically. 
f s l  describes the distribution of the e-axes along the circle S 1 = S 2 N ~ 2  
and is given as the mean value of fs~ with respect  to O. Therefore,  to obtain 
the general 0DF for this case it is sufficient to know the in-plane 0DF which 
may be derived if one applies the procedure outlined above to the in-plane 
motion of the c-axes, 

7r  

d~0 1 / 
f s l ( ' , t )  = -~-~fs  ( ' , t o )=  ] s2 ( . , t ) s inOdO.  (16) 

0 

I t  can be shown tha t  

1 
fs~ (', t) = (17) 

a + bsin(2~) + c cos(2qs) 

represents the general form of the in-plane 0DF, no ma t t e r  what  the underly- 
ing loading conditions may be and which CC was chosen [6]. Hence, the evol- 
ution of the 0DF is reduced to the evolution of the parameters  a T := (a, b, c), 
which are functions of the actual  s tate  variables acting during the t ime in- 
crement. The evolution of the 0DF-parameters is given by 

a k  = Gk k-1 • a k - 1  , ( 1 8 )  

k where the transit ion matrix,  Gk_  1 represents the loading conditions acting 
during the t ime step At  := tk -- tk--1 as well as information about  the initial 
0DF, cf. [6]. Summarizing: the actual 0DF is given if the actual coefficients of 
the in-plane 0DF are known. Therefore, the evolution of the 0DF is reduced to 
the evolution of a. A further reduction of the set of parameters  to just  two 
independent parameters  is possible if the probabilistic nature  of the 0DF, the 
constraint condition f s l  fs~ d~ = 1 is taken into account. 

To justify the incremental computa t ion  of the polycrystall ine structure,  
it should be mentioned that ,  in general, the evolution of the macroscopic 
motion of the body and the mesoscopic evolution of its internal s t ructure  are 
coupled. If  these processes are associated with different t ime scales decoup- 
ling is justified and the underlying meso-structure  is assumed to be  constant  
during the computat ion of the macro-motion,  which should be the case for 
very slow flow of polar ice. 
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4 N u m e r i c s  

The finite element (FE) approximation, to which the results below are re- 
ferred, is based on the elasto/visco-elasto analogy using rectangular four- 
node-quasi-incompressible elements. Usually the ice-flow is described by the 
Stokes equations referred to Eulerian coordinates. Note, that  although fs1 
was originally defined with respect to Lagrangian coordinates, the Eulerian 
description of the 0DF must reflect the same structure as (17), however, 
in addition to the Lagrangian update (18), the convective coarse-scale flux 
of orientation must be considered. If flux across the element boundaries is 
taken into account, reformulation of f s l  in terms of coarse-scale-Eulerian- 
coordinates (indicated by a tilde) becomes necessary. 

This will finally be done by adopting an explicit time-integration scheme 
based on a finite volume (FV) approximation using (4), where the FV-mesh 
is chosen to coincide with the FE-mesh. This enables us to use the velocity 
field, obtained from the FE-analysis, for the computation of the orientational 
flux. 

In view of an explicit time-integration scheme, based on a FV approxim- 
ation, the orientational balance (4) will be rewritten in its conservative form 
with respect to a certain volume-element Vii 

/Ot]ijdV+ / u" v]ijds = / / i jdV,  (19) 

V~ OVij V~j 
where the superposed dot denotes the material and Ot () the local time deriv- 
ative, respectively. Furthermore, OVij represents the element boundary and 
u its outward unit normal vector. Recalling tha t  the initial 'values' of ] and 
f are the same for each time step, ]k-X = fk--1, the application of the mean- 
value-theorem yields 

At  f k-~ /~k = f k  _ Vi-~ f i j  (', s ) u - v d s ,  /3 • [0, 1], (20) 
ovi~ 

where the explicit integration scheme is obtained, if/3 = 1. The 0DF at the 
element boundary, f k - l ( ,  s) is given by a linear interpolation between the 
0DF's of two a~acent  elements, that  is the mean value of the adjacent 0DF's. 

Note that  fk  still represents a function of ~, which is uniquely defined 
k for each element. So, these coefficients may be cal- by three parameters, aij 

culated in general from the three independent values of the actual 0DF. For 
k example: If we choose (~51, ~2, ~3) = (0, 7r/6, ~/3) the coefficient matrix aij 

for each element is determined by 

k = C k with k [ gij "aij,  gij : :  i/~:~)J c := ~-~ ½ . (21)  

J -½ 
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In summary,  the calculation of the orientational flux is reduced to the solu- 
tion of three additionM equations for each element; by them we embrace  the 
whole range of anisotropy with respect to the f ramework given above, i.e. the 
0DF is capable of representing orthotropic symmet ry  only. Again, if the con- 
servation of orientation is taken into account, the set of additional equations 
experiences a further reduction by 1 and is then within agreement  with the 
classical theory of planar orthotropy,  which is uniquely determined by two 
parameters ,  one direction and one additional mater ial  parameter .  

By definition, the 0DF is not defined on the element boundaries,  except  ap- 
proximately due to the above mentioned linear interpolation. Therefore,  the 
original domain will be surrounded by addit ional finite volumes, so-called 
boundary-volumes,  where the boundary  conditions are prescribed by a cer- 
tain coefficient vector a for each of them. In principle, we distinguish three 
different types of boundary-volumes,  see Fig. 1: Free boundary, across which 
material  as well as fabric t ranspor t  takes place; Stationary boundary, across 
which [}DF is assumed to be stationary,  however materiM t ranspor t  may  oc- 
cur; Fixed boundary, where neither mater ial  nor orientation may  cross the 
boundary  line and consequently no boundary  condition has to be applied. 
In our problem the free surface of a glacier is par t ly  identified with a free 
boundary, where, because of the randomness  of the snow-crystal-orientat ion,  
a T : ( 1 , 0 , 0 )  will be prescribed, whereas, if the streamlines are directed 
outward, the state of orientation within the domain will not be influenced, 
therefore this par t  should be modelled as a s ta t ionary  boundary.  Due to the 
symmetry,  the velocity field at the ice-divide is restricted to the vertical dir- 
ection, so no material  and hence no horizontal flux of orientation has to be 
considered. Therefore, similar to the bottom-line,  it possesses all the proper-  
ties of a fixed boundary. 

0 0 0 0 0 

• • • • • O @ 

I 
O 

Fig. 1. Schematic ice-sheet discretization by a coupled finite-element-finite-volume 
approach. (O stationary, ® fixed and o fl'ee boundary) 
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5 Application 

In this section some results for s ta t ionary  planar  and axi-symmetr ic  flow 
under SR conditions will be presented. The results of the la t ter  are employed 
to identify the grain interaction pa ramete r  ~2, which will then be used in the 
planar  flow computat ions.  

Identification of v2 is done by accommodat ion  of the theoretical  results 
to measurement  da ta  of the GRIP-core  as well as to those obtained in [1] 
by using a so-called Visco-Plastic-Self-Consistent approach (VPSC). The  de- 
formation as well as the underlying loading conditions are assumed to be 
axi-symmetric ,  

F = Vel ® el -F ~e2 Q e2 + 7-2e3 ® e3 , T ---- a33e 3 ® e 3. (22) 

To this end the 0DF is needed for axi-symmetric loading conditions, which 
is also covered by (15) if we consider that ]sl -- 1; The anisotropy is then 
completely given through the parameter A. Since W -- 0 for this case, the 
principal axes of the deformation as well as those of the structure tensor M 
coincide, so that additionally WM ---- 0. Considering grain interaction the 
modified evolution equation is obtained if 

# .  (1 - .2)S,  S = T - ½tr(T) (23) D n ~ - ~  1 

is introduced into (3) and from which A may be identified as 

= e [ --3 [ dn3a d[,] ~, e [ ~o"At E [ P l  (1 - v 2 ) ] i ]  . ( 2 4 )  
) (0 

Neglecting the evolution of the interaction parameters  within the t ime step 
At ,  A is approximate ly  given by the r ight-hand te rm of (24), if the product  
(#az~t) is taken to be constant during the computat ion.  In contrast  to A, the 
anisotropy of the GRIP-core-da ta ,  displayed in Fig. 2, is related to Ro :-- 
211 fH 2 fnd2n]]-  1, where I1" II denotes the Euclidean norm. Ro gives the 
intensity of the actual  fabric restricted to rotat ional  symmet ry  [8]. It  is van- 
ishing if the c-axes are distr ibuted randomly and Ro = 1 if all grains are 
oriented along the axes of revolution. 2 Accomplishing the integrat ion over 
the hemisphere H 2 one obtains 

ao = 2 - -  1 (2s)  
l + v ~  ' 

2 However, due to the fact that the computation of Ro implies the a priori know- 
ledge of the fabric-symmetry axes, which may in general also evolve, but are often 
assumed to be fixed, it does not represent the appropriate alignment measure for 
continuum-mechanics modelling. Furthermore, Ro can not distinguish between 
single-maximum and girdle fabrics 
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which gives the correspondence between both parameters .  
We already mentioned tha t  vl and v2 are supposed to depend on the 

actual orientational state, given by M~, which is obviously also expressable 
in terms of A. For convenience and for reasons of consistency of the the- 
ory we prefer M~ as an alignment measure,  however will give results with 
respect to Ro to make them comparable  to other theories [1]. Accordingly, 
with 2sym(F) := F + F T the cumulated strain, 

e~ = le3. ( sym(F)  - I)eal = 1 - - -  
1 

V2 , (26) 

is given as a function of A if the stresses (22) are introduced into the macro-  
scopic constitutive equation, (6),(8), which yields d33 = -2~//V = #a(M33 - 
M3333). Integrat ion then leads to 

¢ =  o exp[,oAt  [M33 - M3  31 ] (27) 
(0 

where M33 and M3333 are A-dependent components  of the second and fourth 
order s tructure tensor, respectively. 

Due to the homogeneous fine-scMe flow toward an Mignment of the c- 
axes along the principal loading axis, the single max imum does preserve its 
position. Therefore, Vl seems not to be affected, i.e. Vl = 1. In contrast  to 
this, ~2 # 0 because of the increasing alignment. Recalling tha t  v2 = 0 if 
the crystallites are distributed randomly, ~'2 can be generally approximated  
in terms of Ma by an homogeneous polynomial,  

N 

~2 := E aiM~ ~-, aMa , (28) 
i=1  

where only the first order approximat ion  is assumed to be relevant. As it was 
done by the authors of [1] and [3] we apply this model to the GRIP-ice-core-  
da ta  given in Fig. 2. It  is obvious from Fig. 2 tha t  the curve obtained by an 
interaction given by a = 1.1 represents the best fit to the data.  On the other 
hand the VPSC-model  [1], based on a non-linear stress-strain-rate-relat ion,  
can be reproduced in a wide range if a = 0.6. 

If the plane case, i.e. f = f s l  is considered, the material  s t ructure  is com- 
pletely determined by just one element of the fourth order s t ructure  tensor,  
Ml122 z 1 / 4 f s i n  2 2qhfsldq5" As a result of the vanishing spin under biaxial 
load, the principal axes and values of the s tructure tensor coincide with those 
of the stresses, respectively, no ma t t e r  which CC is chosen. However, examin- 
ing simple shear, the material  response depends on the underlying CC. First,  
homogeneous macro-deformation is applied to the material  under pure SR- 
conditions. Fig. 3 shows the evolution of the shear viscosity #12 due to initially 
(t < 3) biaxial compression along e 2  and subsequent simple shear deforma- 
tion. During shearing the deformation due to compression is frozen. Although 
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0.8 ....... VPSC . / / 

" i ~ 0 . 6  - ~ SR-GI-x. y ° _ ~  , / 

• 0.6 
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0 . 2  

0 
0.2 0.~ 0.6 0.8 

degree of orientation, Ro 

Fig .  2. Evolution of the  cumulated  linear s t ra in  under  uniaxial  compression as 
a function of the degree of orientation Ro for three ingeraction parameters, 
x.y = {0.0, 0.6, 1.1}, in comparison to GRIP-da ta  and VPSC; SR-GI-I.1 ~ 
Sachs/Reuss, with c~ = 1.1. 

°41 . . . . . . . . .  

2 ~ ~ . . . . . . . . . . - ' ' " " " "  I - ~ - ' ~ ' ~  "" . . . .  "" " 

1 2 3 4 5 6 7 8 9 

Fig.  3. The shear viscosity is decreasing under compression and increasing if shear- 
ing takes place and vice versa; However the increase is much larger if the material 
is sheared along e2 than along el. Ice shows hardening behaviour if the pure SR 
condition is applied. 

the fabric reflects a so called easy-gl ide-configurat ion with respect  to  simple 
shear  along el it tu rns  out  to  be unstable  if the  pure (SR) condit ions are 
applied. The  increase of  ~ n  as a result  of shear ing differs, depending  on the  
slip direction el and e2. Fig. 4a displays the  influence of different values 
of the linear in teract ion coeffiecient a > 1. It  can be seen f rom Fig. 4 tha t ,  
if instead of  the pure  SR-model-grain in terac t ion v2 # 0 is taken into ac- 
count,  the shear viscosity after an initial g rowth  decreases until  it reaches 
in general half  of  its initial value. Qual i ta t ive ly  this behaviour  is justified by 



194 

3 

2.5 

2 

1.5 

1 

0.5 
0 

G/inter GSdert 

] I I 

a=l.O0 - -  
a=1.15 . . . . .  

5 10 15 20 

2.5 

2 

1.5 

1 

0.5 

0 

I 

""'... 

0 5 10 15 20 

Fig. 4. Variation of the normalized: a) shear stress 7 for different values of the 
grain interaction coefficient a, b) shear stress ~- and normal stress a for simple 
shear deformation and a = 1.2 with the shearing ,~ 

experiments,  cf. [8]. Quanti tat ively it may  be interpreted by the fact tha t  in 
the two dimensional case the relative number  of well oriented glide planes 
varies from 0.5 for randomly distr ibuted crystals to 1 if total  al ignement is 
achieved. Further accomodation to real or labra tory  measurement  is possibel 
by making an appropr ia te  choice to the  fine-scale accelerating factor ~1 and 
by treat ing the constant viscosity # also as a function of the orientational 
state, the applied stress and tempera ture .  

Finally, a rectangular domain 10 t imes longer than high was considered 
as a simple model for stationary, plane, nearby-ice-divide flow, driven by 
gravity, Fig. 5. The plots a), b), c) show a sequence of the evolving aniso- 
tropy represented by the normalized fourth order moment  Ml122 E [0,2], 
where if -~/1122 ---+ 0 the material  prefarably deforms by shearing, whereas 
if 2~Ii122 ----+ 2 the resistance against biaxial deformation with respect to the 
underlying global coordinate system becomes small. The plots represent the 
data  obtained after 1/2, 3/4 and 1/1 of the computa t ion  time, which was 
divided into 600 steps. The computat ion starts  from an initally over-all iso- 
tropic configuration, for which M l 1 2 2  : 1. The  top line, y = 1, of the pictures 
represents a free surface, where Ml122 = 1 was prescribed as a boundary  con- 
dition. At the bo t tom line, y = 0, no slip was assumed, whereas at the right 
edge, x -- 10, the horizontal velocity is supposed to vanish ( symmetry  condi- 
tion). At x = 0 s ta t ionary boundary  conditions are applied with respect to 

Ml122. 
By means of the ]l~/1122-isolines one may  distinguish three principal re- 

gions. First, the upper  region, where/1~/1122 is decreasing, with distinct lay- 
ers, which are slightly inclined and hence reflect the variation of the vertical 
fabric- transport  due to the varying horizontal velocity along x. This most  
regular par t  develops monotonically, however reaches a limit after half of 
the iterations. Second, the intermediate layer where ]17/1122 achieves its min- 
imum values, and finally the nearby ice-divide region close to the bo t tom,  
where Ml122 retains its initial value caused by the boundary  as well as the 
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Fig.  5. a), b), c): Evolution of the anisotropy of a rectangular domain (x,y)  C 
[0, 10] × [0, 1] under gravitational loading by means of the normalized fourth order 
moment Mllz2 :=- 8Mn22. The numbers are representing the mean values of/~/1122 
within the region bounded by the /V/n22-isolines. d): Evolution of the horizontal 
velocity field u(y) at x = 2 with respect to the state of anisotropy plotted in a), b), 
c). 

s y m m e t r y  condit ions,  which prevent  sufficient de format ion .  This  can  be in- 
direct ly  deduced f rom Fig. 5b and  Fig. 5c where  a s table  " i so t ropic  b u m p "  
has developed.  T h e  evolut ion of the  ver t ical  veloci ty  field of the  cross-sect ion 
located  a t  x = 1 is given in Fig. 5d. Compar i s ion  of  the  f ree-surface velocit ies,  
v~ (x = 1, y = 1), a t  the  beginning  and the  end of  the  c o m p u t a t i o n  reveals  an 
accelera t ion of the  surface-flow of ~ 3070. 

6 C o n c l u s i o n  

We proposed  an decoupled  two-scale descr ip t ion of the  load induced evolu t ion  
of the  o r tho t rop ic  an i so t ropy  of na tu ra l  ice. T h e  under ly ing  evolut ion equa-  
t ion accounts  for the  change  of the  or ien ta t ion  of the  c -axes  of  the  po lyc rys ta l .  
To ob ta in  the  ac tua l  or ien ta t iona l  s t a te  we p roposed  an exac t - so lu t ion-based  
me thod ,  which was general ized to Euler ian  coord ina tes  and  resul ts  in th ree  
addi t ional  ma te r i a l  p a r a m e t e r s  at  each in tegra t ion  point  to  account  for the  
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evolving orthotropy. It  could be shown by comparison with measurement  
data,  that  it is crucial to take grain interaction into account. The uniform- 
stress assumption in conjunction with one phenomenological grain interac- 
tion paramete r  was capable of reproducing the orientational da ta  of polar  
ice-core-data. Strong influence of the grain interaction pa ramete r  on the ma-  
terial response was observed, which could not be considered in detail in this 
paper. However, it should be mentioned tha t  in contrast  to the supposition, 
0 _ ~2 ~_ 1, taken from physical a rguments  related to classical friction laws, 
a good fit of the G R I P - d a t a  was achieved for ~'2 = 1.1. This is not necessarily 
a contraction, and neither is it unphysical,  ra ther  it reveals tha t  beside the 
strain-induced grain rotat ion the influence of other mechanisms (polygoniz- 
ation) become dominant  if the polycrystal  becomes strongly aligned. On the 
structural  level we showed, Fig. 5, tha t  reasonable results were obtainable  
by applying this approach to modelling ice-sheet flow. To concentrate on the 
proper material  response, not affected by a varying free-surface as well as by 
a wavy bedrock, a rectangular  domain was chosen as the most  simple case of 
two-dimensional near-by-ice-divide flow. A more elaborate  discussion of the 
influence of different initial and boundary  conditions as well as the extension 
of the mesoscopic mechanisms will be published elsewhere. 
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Abs t r ac t .  In this work, cold ice is treated as a heat conducting, viscous fluid, 
and temperate ice as a saturated mixture of a nearly density preserving, viscous 
heat conducting fluid (ice) and a nearly incompressible, ideal heat-conducting fluid 
(water) which exchange mass via phase change. Cold and temperate ice are separ- 
ated by a singular surface, i.e., the cold-temperate transition surface (CTS), across 
which Stefan-type energy transfer occurs. 

With the help of a general thermodynamic theory for binary mixtures, we derive 
an approximate formulation for polythermal ice accurate to linear orders in the 
volume fraction of the water. We show that the standard polythermal ice models 
are straightforward reductions of this formulation and we derive explicit expressions 
for the volumetric and surfacial melting rates using approximate energy balances. 

1 I n t r o d u c t i o n  

Since the late seventies, a number  of continuum-mechanical  models of poly- 
thermal  ice sheets, i. e., ice sheets containing cold and t empera te  regions 
have been proposed [1,8,10-12]. They dealt with the derivation of the field 
equations and the Stefan-type transit ion condition at  the phase boundary  
separating the cold and tempera te  ice. [12] summarizes and discusses earlier 
work and [1] corrects an inadequate expression for the heat  flux, among other 
things. The theory is now routinely applied in climate modelling of large ice 
sheets, [2], and glaciers, [5,6,9,4] and others, but  has never been formulated 
from a rigorous thermodynamic  point of view. This is accomplished in the 
current work under the assumption tha t  the pore space in which water  in the 
ice collects is small. A binary mixture  concept derived from first thermody-  
namic principles, [3,17], is used and equations are consistently linearized in 
the water volume fraction. The two possible models tha t  emerge from this ap- 
proach delineate the approximations of the earlier formulations and put  them 
on more solid ground. The simplier of these two models describes t empera te  
ice as a mixture involving the balance laws of mass for ice and water,  as well 
as momentum and energy balances for the mixture  as a whole to derive a 
phenomenological relationship for the dissipative moisture production.  This 
model is in agreement with the earlier models of Hut ter  [10-12], Greve [1] and 
(in a restrictive sense) Fowler and Larson [8]. The  more sophist icated model 
works with mass and momentum balances for both  ice and water, thus ac- 
counting bet ter  for seepage processes via Darcy interaction between ice and 
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water. As in the first model, the moisture production is determined here via 
the mixture energy balance. Models of this complexity have been proposed 
by Fowler [7] and Hutter  [12], albeit with simpler constitutive relations than 
obtained in the current approach. 

One proviso to the present formulation should perhaps be made. The  
mixture concept supposes that  each constituent is present in each material  
point of the mixture. This assuption may in fact in reality not be borne out 
and may overemphasize the role of the formal derivation. While this argument 
must be accepted, we may counterargue from an a posteriori point of view. 
The consistently linearized 1 formulation generates equations which are very 
close to those of the previously and less rigorously derived theories which is 
encouraging. In this regard the most critical assumption of previous work is 
the identification of the growth rate of the internal energy of the mixture  
with the latent heat gain due to melting of ice, a relation representing a 
derived result here. Via the mixture approach, then, we are able to unify 
and generalize a number of previous disparate formulations in the common 
framework of classical mixture theory. Hopefully, the reader will gain in this 
way a means to understand the differences and similarities of these previous 
formulations. 

2 G e n e r a l  L o c a l  B a l a n c e  &: S u m  R e l a t i o n s  

Consider a mixture containing N constituents. The general local balance 

relation for the field density ~ associated with a constituent with spatial 

velocity v can be written in the form 
a 

- + d i v  - : )  ÷ (1) 

where 0 represents the partial time derivative operator.  Here {v ~ , ~v ¢ and ~v ¢ 

represent the internal production, external supply, and interaction supply, 
rate densities per unit mixture volume, respectively, of a quanti ty whose 

density per unit mixture volume is represented by ~ .  Likewise, ¢~¢ represents 

the constituent flux density per unit mixture area of this quantity. These 

constituent fields per unit mixture volume, or in the case of ¢~¢, per unit 

mixture area, are related to the corresponding fields per unit constituent 

volume or area using the constituent volume fraction a v , i.e., 

a 

i Linearized in the volume fraction of the water. 

(2) 
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Table  1 lists the t he rmomechan i ca l  cases of  the  fields appea r ing  in (1). No ta -  

t ion is s t anda rd ,  however ,  E := ( e + 1 v .  v ). M o m e n t  of  m o m e n t u m  ba lance  

T a b l e  1. Constituent Densities 

Balance ~ ~v ¢ ~¢ a ~ 

mass a p 0 0 0 a c 

momentum ~ v 0 T~ b~ m 

total energy ~ E 0 T T v - ~ r + b. v e 

entropy ~ ~ 7r~v _0-1~ ~ 0-1~ r~ ~ 

is satisfied au toma t i ca l ly  by reques t ing  t h a t  T = T T for each cons t i tuent ,  
a a 

which we assume in wha t  follows. 
T h e  mix tu re  general  local ba lance  re la t ion  is of  the  s ame  form as (1), i.e., 

c9• --- 7rv ¢ + div ((b ¢ - ~bv) + av¢, (3) 

where  the  mix tu re  fields have the  s ame  in t e rp re t a t i on  as their  coun t e rpa r t s  
in the  cons t i tuent  ba lance  re la t ion (1). I n t e r p r e t a t i o n s  are as in Table  1, bu t  
wi thout  subscr ip ts  for m ix tu r e  quant i t ies ,  and  the  en t ropy  flux is given by 
(I) ~ '  and  its in terac t ion  ra te  densi ty  by  a ~ ' .  Obvious ly  also T = T T. T h e  
ba lance  relat ions (1) and  (3) are re la ted  to  each o ther  by the  sum rela t ions  

N N 

a : l  a : l  

(e.g., [16]), which hold, iff the  sum of the  cons t i tuen t  in te rac t ion  supply  ra te  
densi t i tes  vanishes,  i.e., 

Z = 0. (5) 

I t  is often convenient  to  define the  specific t h e r m o d y n a m i c  fields per  uni t  

mass ,  denoted  by p~ and  ~. T h e n  C a = ~ ~ and  ¢ = Qp, respect ively,  and  

the sum relat ion (4)1 takes  the  form 

= ( 6 )  
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: :  ~-~ ~ ~ ~ : ~ ~, (7) 

represents the constituent mass fraction in the mixture. Obviously then 

P : E  a ~ ~ 1 - - - - E ~ ,  (8) 

~ :  E ~ ~ E ~ : E ~u :0 ,  (9) 

where 

J := a~U, u := v - v .  (10) 
a a 

The quantity v is called the barycentric velocity, and u~ the constituent 
diffusion velocity. Lastly, the sum relation for the specific internal energy 
yields 

2 ~ .u ) .  (11) 

The flux sum relation (4)2 can be expressed in the alternative form 

~ b ¢ = E [ ~ ¢ -  a~V] + ¢ v = E [ C ~ ¢ - ~ u ]  (12) 

using (4)1 and the constituent diffusion velocity (10)2. In particular, 

= E [ T : - ~ u ® u  I = E [ ~ - J ~  @ u l ,  (13) 

= ~ ( q  + [(~ + ½7.u)i- T/7] 3}, (14) 

~ u J  = E [ - 0 - 1 ~ + ~ J ~ ]  (15) 

T 

for the mixture Cauchy stress, heat flux and entropy flux, respectively. In the 

derivation of these we also used the symmetric relations J ® u = u ® J .  
a a a a 

Let S be a non-material singular surface; across such a surface with spatial 
velocity W s  and unit normal n8 pointing in the positive direction such that 
w8 = w8 - ns _> 0, we have the "jump" balance relations 

[[~]J [[2 11 = 7r¢ + a¢ + ~ (16) 

[[¢~ w~ + [[O ¢ - evil = 7r~ ¢ +a~ ¢ (17) 
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(see, e.g., [17]) for the constituent and mixture fields, respectively, where 
I f ]  := f -  - ]+ ,  as usual and z := z • n~ for any vector z. Note that  the 
surface fields appearing on the right-hand side of (16) and (17) have the same 
interpretation with respect to S as their "volume" counterparts  appearing in 
(1) and (3) do with respect to the "bulk" material. Consistency of (16) and 
(17) requires that  the sum relations 

~rCs = E ~rCa s , a~s = E aCas (18) 

hold together with 

E ~ = 0. (19) 

These fields account for the effects of possible surface processes on the ther- 
modynamic quantity in question. 

A moving surface can also be represented geometrically or kinematically 
in the form Fs(x,  t) = 0; its time derivative following the surface yields 

OFs + (gradFs) .ws  = 0 ~ OF~ + (g radFs ) .  v + = - I lgrad liar,  (20) 

where we have introduced the mixture specific volume flux on the non- 
material surface S relative to the (+) or ( - )  sides, i.e., 

a~ := (ws - v + ) ,  (21) 

and used the relation gradFs = IlgradFsJ]ns. In terms of a + the mixture 
S ' 

mass jump balance on S takes the form 

+ + 
O as = 0  as = : - 3 " I  (22) 

via (17) with 7rs° = 0 = as °. 3// is called the diffusive mass flux through the 

singular surface. Using ~ = O ~,  (7), (10) and (22), the constituent jump 

balance relations (16) can also be expressed in the forms 

where 

J s  := Q(v - W s ) =  J - Q ~ ( w s - v )  (24) 

represents the constituent mass flux density relative to S. On the basis of 
(22) and ¢ = ~ ,  (17) takes the form 

- •  M + [[+¢]] = + (25) 

Again, we emphasize that  (23) and (25) are based on 7r~ = 0 = af .  In 
particular, the second of these conditions implies tha t  no external mass is 
supplied to S beyond the jump contributions. 
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3 Temperate Ice Thermodynamic Fields 

In this work, we are interested in so-called poly thermal  ice, which consists of 
"cold" and " temperate"  regions. Cold ice consists of ice alone, while t emper -  
ate ice represents ice containing a "small" amount  of water,  i.e., the water  

(a = w) volume fraction u in t empera te  ice is typically 10 -2 [12], and in any 

case u < 10 -1. We will use this fact in what  follows to obtain the approx-  
W 

imate relations for various t empera te  ice the rmodynamic  fields and balance 
relations in terms of those of the water  and ice const i tuents  (see also [7]). 

Following the s tandard  model (e.g., [12]), ice is assumed to be a Fourier 
heat conducting, constant  density, non-Newtonian fluid; similarly, water  is 
modelled as a heat conducting density preserving, ideal fluid. This concept 
must be altered in a full mixture theory to justify the t empera te  ice equations 
as derived and motivated by Hut ter  [12] and amended by Greve [1]. Accord- 

ingly, we suppose the volume fraction of the fluid, v or the porosi ty to be an 
W '  

independent constitutive quantity. A mixture  theory involving this has been 
derived by Svendsen and Hut ter  [3]. In its specialization here we restrict  
this variable to enter the dissipative (ice) stress, but  not the the rmodynamic  
potentials which determine the stresses in the rmodynamic  equilibrium. In 
fact it is supposed tha t  the caloric equations of s tate  of a consti tuent  depend 
solely on the t empera ture  and density of tha t  constituent.  With  this proviso 
the following assumptions are made 2 

~ ~ ~  = const., = const., 

S : = T + ~ I , ~  S : = T + T r l = 0 , ~  ~ 

D : A(q, ~)/(±±~)S, 

s 

q = - ~ grad ~,  ~ = - ~ grad ~, 

(2~) 

where S is the consti tuent stress deviator,  7r are the consti tuent pressures, 

and IIs = ~ S F~rthermore,  the densitites of ice and water  are assumed 

2 The flmction A should depend on 0 and ~ ; however, we will use also the satur- 

ation condition ~i + y~ = 1, so ,4(01, ~'w) is equally meaningful. 
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to  be  so close to  being cons tan t  t h a t  thei r  var ia t ion  is only  t aken  into ac- 
count  in the  caloric equat ions  of s ta te ,  bu t  nowhere  else. So the  cons t i tuen t  

t h e r m o d y n a m i c  pressure  is p and given by  the  free energy  aC(0a, a o)  by  the  

re la t ion 

= ~ ( O ¢ / O f ) ,  (27) 

which differs f rom ~ by the  s a tu r a t i on  pressure.  W h e n  eva lua t ing  ~ for 

ins tance  we ignore the  densi ty  dependence  and  wri te  

= (0 :/o0)02 = ( 2 s )  

In so doing we tac i t ly  assume t h a t  the  t e r m  (0 g / 0  0)  ~ is negligible in com-  

par ison to the  t e r m  in (28). Because  of s a tu ra t ion  and  mass  balance ,  

v + ~, = 1 and  w~ + { = 1 (29) 
W 

in a b inary  mix tu r e  of water  and ice. In  w h a t  follows we shall  a s sume  t h a t  

v << 1 so t ha t  any  dependence  on v or its der ivat ives  of  higher  t h a n  first 
w w 

order  can be ignored.  F rom (8) and ~ ~ ~ we have, respec t ive ly  3, 

= = - - 

W~ 

(30) 

where 0 (2 )  designates  t e rms  quadra t i c  in ~ ,  or der ivat ives  of it or quad ra t i c  

combina t ions  of  these.  We shall wri te  O(v~) if the  error  is exac t ly  of  o rder  

2 Fur thermore ,  f i  := f f for any  field f ;  the  first of (30) is exact ,  the  V m .  

second has an error  4 of order  2 in u . In much  the  same  we m a y  then  deduce  
w 

3 The density ratio is denoted here by r, the same symbol as the energy supply. 
Since the latter is always zero in this application there is no danger of confusion. 

4 We use the following numbers for estimations [15]; ~ = 9.18 x 102kgm -a ,  ~ = 

1. x 103kgm -3, ~ = 2.2 x 1 0 ° J m - l K - l s ,  C~ = 2.01 x 1 0 3 J k g - l K - l '  w,h = 3.35 x 

105Jkg -1. This gives ~/ = 82 kgm-3 ,  L) < 926kgm -3, ~ < 1.1, etc . 
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the following relations: 

= ~ + ~ = ~ + ~,v~= ~ + ~ ~,v."~ + o ( ~ ) ,  

D = D + ~ wDi + sym{ v i ®(grad  ~)}  

U 
W 

D + r D u + r sym{v i  ® (grad u)}  + 0 ( 2 ) ,  
i w i  w w 

(1- g ) v  = v - r v .  (u  ), wi ,~,~ + 0  2 (31) 

,~ = - ~  ~,~. = - ~  ~,~.- + o ( -  ~ ), 

= -~,0.(1- ~)2 i  = - ~  ,~,v ~,u + 0 ( ~ 2 ) .  

Note that  v. is analogous to the seepage velocity in soil mechanics. Equations 
W ~  

(31) concern the independent fields. As for the dependent ones the water mass 

flux J relative to temperate  ice is assumed to obey the Fickian relation 
W 

= - ~ ( g r a d  {) = -rwP(grad w u)  + 0(2) ,  (32) 

where ~ represents the water mass diffusivity. It is thought  to lie in the 

range 10 -2 - 10 -6 kg m - l s  -1 (e.g., [14]) but is not well quantified. For the 
temperate  ice specific internal energy s, we obtain 

L u  1 = ~ ( ~ + ~ . ~  + ~ ( ~ + ~ . u )  
2 

1 1 = ~ + (~  + ~3~ v ) ~  - ~(3~. 3~)~ (33) 

= I + ~ ( £ + ! ~  . 
• ~ 3 ~ ) ~ + ° ( ~ ) "  

Introducing the constituent specific enthalpy h := ~ + 0 -1 p,  where p a a 

represents the constituent thermodynamic pressure, we obtain the expression 

c = h - ( { 1  _ 0 - 1  ~o~ ~ ~ ~ ~) (34) 

for the difference in specific internal energy s. between water and ice, where 
W ~  

h. represents the ice latent heat of melting (usually denoted by L). Since 
W l  
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the ice and water constituents of temperate ice are assumed to remain on the 
ice-water phase boundary (PB) during their motion/deformation, we have 

Pw = PPB ---- P{' implying 

c = h _ ( ~ - 1  _ Q-1)pps  = h + ~ i p p s / ~  (35) 
w i  w i  w ~ w i  

from (34). With PPB < 106 Pa, we have ~ pp. / ~ ~ < 100 J /kg  and so ~ 

h Under the assumption e >> ! v  • w~ wi 2 ~i v i, (33)~ yields the expressions 

• ~ . 0 -~ (36) ~=~+~ = ~ + r ~ +  ( w )  
W~ W% 

for the temperate ice specific internal energy ~ to first order in { and u.  

Since estimates of II v II and so II v i II are problematic, we simply note that  

1 v • v will be less than ~ ~ h if llvll <26ms-1;  for comparison, note 
2 w i  w i  w i  w i  

that  ]] v ]] <~ 10 -6 ms -1, so omitting ½ ~i v2 is physically reasonable. Turning 

now to the temperate ice specific entropy ~, we obtain 

~= ~ + {~ = 7] + ~,i{ = 7] + r ~ i ~  +0(~  2) (37) 

from (6) and Table 1. In terms of the constituent specific free enthalpy (chem- 
ical potential) 

::  ~ + ~ - ' ~ -  0~  = h -  0~ ,  (38) 

~i takes the form 

~ = ~0 - l ( h -  g ) - 0  - l i  (h. - g ) .  (39) 

Again, since ice and water are assumed to remain on the phase boundary 
during their motion or deformation, we necessarily have 

~ = g ,  ~0 = 0 , ,  = 0 = q . ,  (40) 

where 0 represents the mixture temperature. Thus, from (39) we deduce 

~i = ORB wih, and consequently from (37) we obtain 

•=  ,O + 0pBlr ~,h ~ + 0 ¢ u  2 ) .  ~ (41) 
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for the temperate ice specific entropy ~/. From (13), using J = - J  and 
W 

employing (31)5 we find that  

= T - ( w ~ i l +  S + J ® vi)wv (42) 

= T - ( : i l +  S +  ~ v  i®wvi)~  + O ( u 2 ) .  

Similarly, the temperate ice heat-flux density takes the form 

q =  ,~ + g +[ (w ~ + SwU " u ~ ) l :  - T / ~ ] ~  +[(1 + '--~' " 2 ,  q ) a -  T / l ] q  

=q+qu+{[~i+(½-~)(v .vi)+~/~]l+T/o}J (43) 

1 v w w = ~ : /w0)l + ~ )] } "  ) q+{g,+~[(~,+~ +T/0} ~(~, ~, ~, +0( "2 

from (14), again using (9), (26)2,(26)3 and (31)5. Now, using Fourier's heat 
law 

p O 
wz PB 

q --- - ~ (grad 0 ) = - ~ ~PB (grad PPS )' ~PB "-- - - '  (44) 
o o h  
w ~ w i  

where ~PB is the Clausius-Clapeyron relation, and introducing the assump- 

tion that 

1 1 
1 II T i II (45) e . > > : v . ,  v . + - - z r  + - -  

W I  W ~  I U ~  W 

(43) takes the form 

q = - ( ~ +  n.u)6pB(gradppB)+ c . J  w 
l t ] ~  W l t / ~  

= - - ~ B ( g r a d p P B ) + [ Q w  wi g wiV -- ~ 5pB (grad PPB)] w u + O(v2 ) ' w  (46) 

Note that, with II T I[ ~< 106 Pa, the third term on the right-hand side of (45) 

is < 500 J kg- : .  Lastly, 
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_,o,__ o-1 ~ + o-1 q + ~ +74 

PB (~ + n ~)~B(gradPpB) + O -1 h 7 (47) wi PB wi 

~_ _ _ 0  - 1  
PB ~ 5PB (grad PPB ) 

+0p;  a [ ~ h  i? - n ~ ~ , ~ i  ~i PB(gradPpB)] v + O ( ~  2 ) i  

follows from Table 1 and (15) for the temperate ice entropy-flux density _Coy. 
Using (35), (43)2,(44) and (47)2 yields the expression 

-(1/o B)q + (1/OB) { [(8~P, BI g q) ¢o.= 

+(½- ~)(v • v~) + g/o] 1+ T/0} J~ (40) 

for the temperate ice entropy flux q$on in terms of its heat flux q and the 

water mass flux J .  In general, then, ¢o,  and q are not collinear, although 
w 

the coefficient of J in (48) is probably quite small. 
w 

4 T e m p e r a t e  Ice B a l a n c e  R e l a t i o n s  

The mass balances can be stated either as 

o0 +div(0 ~ ) =  ~, 

cg0+div(0v) = ~, 
o r  

0Q + div (0v) = 0, 

k ) ~ + d i v 7  = ~. (49) 

The equations on the left are the mass balances for the constituents water and 

ice, those on the right are for the mixture as a whole (using ~ = - ~) and the 

water mass. In either case a closure condition for ~ must be written down. 

We will determine it below by the energy balance. In what follows we regard 

v as a basic field and not ~ .Transformation from ~ to v are always possible 
w w 

/, to order 0(2) by use of (30)2. With 0/t) = w~i w/0  = w, ~ ~ ~ = (r - 1) w/' + 0(2),  

we see that  6/0 is O(~) ;  however the pre-factor (r - 1) is small as well and 
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will here also be considered of O(~  ). Then 6/0 is 0(2)  and the mixture mass 

balance (49)a reduces to d ivv  = 0. Thus with the above deductions and (32) 
we have for (49)a,4 to 0(2)  

d i v v = 0 ,  o ( r u ) ' = d i v ( r g r a d ( r u ) ) +  c 
'W "U)' 

(50) 

with the possible replacements of r u by ~. 

The momentum balance laws take the forms 

w0V: + w~v = - g r a d  w~ + w~g+ r~,  

~ v '  + ~ v  = - g r a d ~ /  + d i v e .  + w0g+ @ (51) 

for water and ice, respectively, from (1) and Table 1, (49)1,2, assuming b = 

0g, and defining v' := 0 v + (grad v ) v  as usual. For the temperate ice (i.e., 

mixture) linear momentum balance, we obtain 

O/~ = div T + og (52) 

from (3), Table 1, (49)3 with b = og. It is customary to work with the mix- 
ture momentum balance only. This frees us from postulating a constitutive 

equation for the interaction force ~ = -m.w One is then left with (42) as 

expression of the stress. 
The specific internal energy balance for the mixture is given by 

0g = T - D - div q + or. (53) 

Since the temperature in temperate ice (and its constituents) is in essence by 
definition fixed at the ice melting point, this last balance plays no "active" 
role here; we can, however, use it as follows. Substituting (36) and (46)1 into 
(53), and rearranging, we obtain 

T " D + or = oi + div q = o[ ii + w,g" g ] + O ~i ~ 

+div ( wei ~ ) - div [( ~ + w,n ui) 5pB (grad PPB )] 

= O[~ + wi g ~ ] - d i v [ ( ~  + win U)6pB(gradPpB) ] i  (54) 

+(grad w¢~)" J + ~ wi w '  
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where we have used the water mass balance in the form (49)4 to write (54)3. 
From (54)3, we then deduce the expression 

s 5 = T . D + Q r + [ g r a d ( ~  + n v ) -  c?  ~]•hpB(gradPpB ) 
w i  w w i  w 

+ (55 )  

for the water mass interaction supply rate density ~ in temperate ice with 
W 

= ce 5ps PPB and (grad ~) = ce 5pB (grad PPB)• Clearly, (55) unifies the 

water mass and temperate ice internal energy balances• If we neglect the 

non-mechanical energy supply rate density Qr, as well as the (grad PPs ) and 

• 
PPB terms in this last result, it simplifies to 5 = T . D  • with s .~ h as 

w i ~ w i  w i  

discussed above, this corresponds to the usual constitutive assumption (e.g., 
[10,12]). From (31)2 and (42), we also have 

T-D- - - -  T . D  + [ r ( T  . D ) -  ( ~ i l  + S + ~wVi ® v i ) .  D ] u  

+ r ( T  v ) .  (grad u)  + 0(2) (56) 

for the mechanical dissipation in temperate ice. 

At this stage two possible theories of polythermal ice become apparent: 
The simpler of the two uses (50) and (54) as the balance laws of mass for 
the mixture and the constituent water as well as the mixture momentum 

and regards these as five field equations for v, v (or ~)  and a pressure 7r 

with closure condition (55) for the water mass supply rate density v. and 
W ~  

constitutive relations for PPB (via the free energy Ca) , ~,n~, C~, CwQ . Note, 

these are all known as material parameters of ice and water, respectively. T 
and T-  D can not be evaluated from (42) and (56), respectively, in this case, 

because these expressions involve the peculiar velocities v (a = i, w), which 

one does not regard as independent fields• Instead, 

D = i (  O , ,~u ) f ( I I s ) S ,  

where 

1 ( 5 7 )  T =- S - 7rl, I I s  : =  - ~ S  • S ,  7r -~ PPB 
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are postulated, which formally closes the theory. This essentially is the for- 
mulation of Hutter,  [10], [11] [12] and Greve [1]. 

Alternatively, and more accurately one uses (50) and (51) as field equa- 

tions for the eight fields v ,  v ,  u (or ~ ) and a pressure 7r again with closure 

relation (55) for ( and constitutive relations for PPB t~ t~, C6, C6 as before, 
w ~ i ~ w ~, w '  

but  now (56) is meaningful (to linear order in ~)  and T may be evaluated 

with the aid of (42) and a stress-stretching relation for the ice as prescribed 

in (26). Two further closure conditions are those for ~,  ~ and m-w , they are 

(see [4]) 

= - v ~r = -Trgrad ~ + O(2). (58) 

A theory of this complexity was given by Fowler [7], Greve [1] and Hut- 
ter, [9], [10], [11], but  neither is as detailed as this one. 

5 J u m p  B a l a n c e  R e l a t i o n s  at  t h e  C T S  

Let the (+)-side of the CTS represent cold ice, and the ( - ) -s ide  temperate  
ice. Assuming that  no external mass is supplied to the CTS beyond jump 
contributions, i.e., aC~TS = 0, we have 

[[Q]]WCTS -- [[QV]] ---- 0 or M CTS = --6+aCTS, + (59) 

for the mixture mass jump balance from Table 1, (17) and (22) with 7rCQTS = 0. 

The condition v + = 0 and (31) imply that  16] = 6 - - 6  + = ~ v for 
~32 W $  W 

the mass density jump across the CTS. With ~ -  < 10 -1, we have [~] < 8.2 

kg m -3, or about  17o of 0 - ;  consequently, we neglect the density difference 
between cold and temperate  ice, i.e., we set 

[61 = 0 ~ Iv] = 0. (60) 

Thus, with a very small error the velocity field is continuous across the CTS. 

Assuming ~C~TS = 0, the water mass jump balance is given by 

~CQTS = O aCTS : - -MCTS~- -  -- Ja-- = - - ~ T S  = - - 7  ~s (61) 

from Table 1, (19),(23), and ~+ = 0. 
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QV Turning now to momentum, assuming ~]'CTS : 0 the water momentum 
w 

jump balance is given by 

~v w Va- + ~ ' -  w~C~TS V a- ~--neTS (62) ~CTS = ~ aCTS ~ neTS = -- 

from Table 1, (19),(23), (26)2, (61)1, and u + 
w 

the expression 

-- 0. This last relation yields 

o - 7OTS)' eT, 

for the volume-fraction-weighted water constraint pressure on the CTS, As 
for the mixture, we have 

--A4eTS [V~ + [T~ neTs = 0 (~) [T~ n e t s  = 0, (63) 

i.e., the traction is continuous across the CTS. Substituting (42) in (63)2 and 
taking the trace and the deviator, respectively, yields 

= [ 5  + 3 (~ i  ~ i ) ]  w u -  ' = /S-. ~u- (64) 

for the jump of the ice stress across the CTS. 

LFrom Table 1 and (25), with ~C~TES = 0 = waters, the total energy-jump 

' [[TTv q ] ] - n c ~ s  = balance becomes --~4CTS [[~ + ~V 'V]] + -- 0, or, since 
~v]] = 0 and [TncTs] = 0, 

--A4CTS ~C~ -- [q'nCTS~ = 0. (65) 

~-  g-  q -  _ ci + 
w w z  g 

Substituting the result (46) for the temperate ice heat flux in (65) and re- 
arranging yields 

q+ = ~i- (J~- + A A c T s ~ - ) -  ~pB[(grad PpB)"nczs](t~-- + ~/-- U--) 

= ~ -  ~CTS -- ~PB [(grad PPB )" nets] (3--  + ~i U ) (66) 

-- ~PB [(grad PPB )" nets]  t~-. 
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Lastly, we consider the mixture entropy jump balance. In this case, we have 

-J~4cTs {7/~ + {¢e,~ = ~rcT s~, >_ 0 (67) 

from Table 1 and (25) with ev aCTS ---- 0- Using the result (41), the first term on 
the left-hand side of (67) takes the form 

A//cTs l[r/l = ORB McTs h i ~- -  (68) 

For the entropy flux density jump {¢~]], we obtain 

~¢~?] = --O-1pB win- Jw- q- OpB1 ~PB [(grad ppB ) - TtCTS] wi/~- ~w-- q- 0pB1 q+ (69) 

with ¢~" = - q+ / 0i+ from Table 1 and (47)3. Substituting (68) and (69) into 

(67) yields the reduced form 

Q~ 
ORB 7rcT s = q+ -- ~h- ~cTs + ~PB [(grad PPB )" ncTs] w, n?- ~-  >- 0 (70) 

of the mixture entropy jump balance at the CTS. A comparison of (66)3 and 
(70)1 implies 

pB"CTS = ( g i -  PpB/3 i~ - ) f fwcTs  -- ~ p B [ ( g r a d P p B ) ' n c T s ] ~  - > 0 .  (71) 

This completes the formulation of condition at the CTS. 
The significant statements are (60)2 expressing continuity of the bary- 

centric velocity field across the CTS; (61) (62), (63) and (64) defining the 
mass flux and the traction transition conditions across the CTS, and (65) or 
(66) defining the Stefan type boundary condition which essentially determ- 
ines the melt ing/freezing rate -£4CTS at the CTS. 

The complete t reatment is given elsewhere. 

6 S u m m a r y  and Conclus ions  

In this work, we formulated a detailed model for polythermal ice based on 
classical continuum mixture theory. Using the fact that  the water or mixture 
volume fraction in polythermal ice is generally on the order of a few per- 
cent, we obtained approximate expressions for the field quantities linear in 
the moisture volume fraction. Using these results mass and linear momentum 
balance laws for the ice and the water were derived. Formulating the balance 
relation of energy for the temperate ice led to an explicit formula for the volu- 
metric melting rate that  determines the moisture mass balance. Depending 
on whether the balance law of linear momentum for the mixture as a whole 
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or for the ice and the water  were formulated resulted in t empera te  ice theor-  
ies as deduced in [1,6,10-12] or in [7,12], respectively. While some details of 
the results are somewhat  different from earlier formulations,  the derivation 
essentially proves earlier theories correct. 

Applying the formulation proposed in [17] to the thermomechanical  bal- 
ances we were also able to corroborate  the Stefan-type boundary  conditions 
tha t  must  hold at the phase interface between cold and t empera te  ice. 

In summary  the results corroborate  earlier formulations with sufficient 
satisfaction, making them now also t rus twor thy to the critical glaciologist. 
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Abs t rac t .  Modelling the viscoplastic behaviour of an ice polycrystal by using 
"micro-macro" approaches requires an appropriate modelling of the mechanical 
behaviour of its constituent grains. To this aim compressive creep tests have been 
carried out on thick sections of fine-grained isotropic ice containing a circular inclu- 
sion made of a single-crystal of ice. The experimental results, notably the evolution 
of the crystallographic orientation of the inclusion during the tests, are compared 
with finite-element simulations based on a simple model for the description of the 
grain behaviour. It is shown that under the conditions of the tests (i.e.large dia- 
meter of the inclusion compared to the matrix grain size) a set of parameters for 
this model derived from single-crystal experimental data is more appropriate than 
a set obtained by the analysis of results from mechanical tests on anisotropic poly- 
crystals. 

1 I n t r o d u c t i o n  

Owing to its strong viscoplastic anisotropy the ice single-crystal is generally 
considered as deforming essentially by slip on the basal planes, normal to the 
hexagonal symmetry axis (c-axis) .  Under the same effective strain-rate non- 
basal deformation requires a stress at least 60 times larger than deformation 
by basal glide [4]. In order to take into account this essential feature of the 
ice single crystal behaviour, the present model considers ice as a transversely 
isotropic medium with a weak resistance to shear parallel to the basal plane. 
The interest of this homogenous continuous formulation is that  it allows 
analytical calculations for linear behaviour, and that  it is easier to handle 
in finite-element computations than a model based on dislocation glide on 
distinct crystallographic planes as used in [2]. The aim of this paper is to 
assess the validity of this model of the grain by comparing experimental 
data  with numerical simulations of the experiments. These experiments were 
carried out in the laboratory on artificial ice samples specially designed to 
reproduce Eshelby's inclusion problem [5]. 
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2 Experiments 

2.1 S p e c i m e n  p r e p a r a t i o n  a n d  e x p e r i m e n t a l  d e v i c e  

Each specimen of labora tory-made  ice consisted of a monocrystal l ine circular 
inclusion embedded in a fine-grained isotropic ice matr ix.  

The circular inclusion, 30 m m  in diameter,  was cut from a single-crystal 
so tha t  the crystal c - a x i s  lies in its plane . The  disc obtained was stuck 
on a metallic plate, surrounded by calibrated grains of ice (0.64 m m  < ¢ < 
1.6 ram)  which were sa tura ted  with water  and put  to freeze on a cold table. 
Then each sample was machined with a milling machine to obtain a plate 
210mm high, 140mm wide and 8 m m  thick. Doing so, the c - a x i s  of the 
inclusion was in the plane of the specimen. The size of the grains in the 
matrix,  compared to the diameter  of the inclusion and to the thickness of the 
sample, allows to consider the mat r ix  as a macroscopically isotropic medium. 

The thick plates obtained were tested under compresive creep by using a 
testing machine located in a cold room at - 1 0  + 0.1 °C. The test ing machine 
looked like a "guillotine". The specimen was in a vertical plane, with one edge 
resting on a lower fixed beam,  and an upper  moving blade exerting the com- 
pressive loading (Fig. 1). To avoid buckling, the specimen was placed between 
two glass plates. Loading was applied directly by means of a hanging t ray  
loaded with lead bricks. To avoid crack formation during the tests the creep 
compressive stress was set to 0.5 M P a  (up to now, this value has been kept 
the same for all the tests). The displacement of the upper  blade was measured 
with respect to the fixed lower blade, with an accuracy within 1 # m  to 5 t tm 
depending on the LVDT (the presence of the glass plates impeded a direct 
measurement  of deformation on the specimen itself). Since the glass plates 

Fig. 1. Testing machine used for creep experiments 
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Fig. 2. Inclusion initially circular and oriented at 45 ° after a deformation of 8.6 % 
of the specimen. The rotation of the basal plane is about 16.5 ° . 

prevented any displacement perpendicular  to the plane of the specimens, the 
conditions of the tests were those of plane strain. 

2.2 M e a s u r e m e n t s  

Visualization of the deformation of the specimen was made possible by an 
appropr ia te  lighting of the ice: a lamp was placed at the back of the testing 
machine and two polarizers were placed on each side of the specimen. A 

s u r v e y  of the deformation was obtained by taking photographs  at regular 
t ime intervals. As shown in Fig. 2 these photographs allowed to follow the 
evolution of the shape of the inclusion deforming into an ellipso"i d and of 
its crystallographic orientation. The  direction of the basal  plane was visible 
during the whole duration of the tests owing to the macrohomogenei ty  of the 
deformation which seemed to involve only basal glide. The  activation of basal 
glide gave rise to localized shear bands which appear  as dark  parallel lines in 
Fig. 2. The results from the analysis of the photographs  were the rotat ion of 
the basal plane and the geometry of the inclusion versus t ime (or strain). 

Because of the long durat ion of the tests (from 15 to 45 days), only a 
few tests were performed until now. The present paper  presents the results 
obtained for inclusions whith basal plane at 45 ° from the direction of com- 
pression, tha t  is in the well oriented or easy glide configuration. 

3 M o d e l s  f o r  t h e  I n c l u s i o n  a n d  M a t r i x  B e h a v i o u r s  

3.1 M o d e l  for  t h e  m a t r i x  

The viscoplastic behaviour of isotropic ice is usually described by a Norton- 
Hoff type power law, known as Glen's  law in glaciology. This relation which 
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holds for an incompressible medium expresses the strain-rate e as a function 
of the deviatoric stress s as 

1 B " r~ 1 eij = ~ n ( T ) r  - sij.  (1) 

r is the effective shear stress (second invariant of s) defined by r 2 = s i j s i j / 2 ,  
and Bn(T) is a fluidity which depends on the temperature  T (according to 
Arrhenius'law). For testing conditions such that  r > O . 1 M P a  the exponent  
n is equal to 3 [4]. In the following tempera ture  variations are not taken into 
account (all the tests were performed at the same tempera ture  of - 10°C) 
and the coefficient B n ( T )  will be denoted simply by B~. In view of numerical 
computations, it is convenient to write relation (1) as a viscous-type law, 
under the form s 0 = 2~*~j, where ~7" is an apparent viscosity given by 

~* = Bn-1 /na /1~n- l ,  (2) 

where "~ is the effective shear strain-rate defined as 

z/2 = 2~ij~ij. (3) 

3 .2  M o d e l  for  t h e  i nc lu s ion  

Following [10] the ice grain is considered as an incompressible transversely 
isotropic medium whose rotational symmetry  axis is the crystal c - ax i s  (the 
plane of isotropy corresponds to the grain basal plane). In a reference frame 
with the Xa axis along the c - ax i s  direction, and for linear behaviour, the 
anisotropic constitutive viscous law is writ ten as 

2 2 (a - 1)~aa), 
sn  = 2~h2(~11 - 5 ( ( ~ -  1)~33), s22 = 2~12(~22 - 5 

s12 = 2rh2~12, (4) 

4 
saa = 2~71~(1 + ~ ( a  - 1))~aa, s2a = 2~1~/3~2a, sal = 2~h2/~al, 

where ~12 is the viscosity for shear in the basal plane, /~12 is the viscosity 
for shear parallel to the basal plane, and a is the ratio of the axial viscosity 
along the Xa- axis to the axial viscosity in the plane of isotropy (xl,  x2) (the 
axial viscosity in a given direction being defined as the apparent  viscosity for 
an uniaxial compression along that  direction). 

Following [11], the non-linear behaviour of the grain is described in the 
simplest way by assuming that  the dissipation potential ¢ is given by 

¢ = n IA _i/~/1+i/~ ' (5) 
n+ 

where 

;/~ = (4c~ - 1)~2a + (~11 - -  ~22) 2 Jr- 4~122 + 4/3(~a + ~321), (6) 
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is the sum of the invariants by rotation around the x3 - axis defined in the 
reference frame of the inclusion. 

Relation (4) derives from (5) when n = 1 and A11 = rh2. When a = /3  = 
1, (5) reduces to the dissipation potentiel for the isotropic Glen law (')o = 
given by (3)) with An = Bn. The apparent  viscosity rl~2 which corresponds 
to (5) is 

rl~ 2 = An-1/n,~l /n-1.  (7) 

3.3 M o d e l  p a r a m e t e r s  

So far, the parameters involved in the description of the matr ix  and inclusion 
behaviours are Bn and n for the matr ix  (equation (1)), An, n, a and /3  for 
the inclusion (equations (5) and (6)). 

Since in the present s tudy the applied stress was 0.5MPa, the exponent  
n of Glen's law (1) can be taken as n = 3 [4,7]. Although the value of n seems 
close to 2 for an isolated single crystal [4], the same value of n was taken for 
the matr ix and the inclusion in a first approach to simplify the presription of 
the boundary conditions (see section 4.1). Taking into account the values of 
the fluidity B3 at - 1 0 ° C  obtained by different authors [4,6,7,1,9], the mean 
value B3 = 18.6MPa-3yr -1 for isotropic ice at - 10°C was adopted. 

The parameters An, a and/3 of the inclusion are much less documented 
and only rough estimates can be deduced from the very few da ta  available 
on non-basal glide. 

Denoting by #11i8o the ratio of the strain-rate observed when the grain 
is sheared parallel to its basal plane to that  observed on isotropic ice under 
the same effective shear stress, the apparent  visosities rfl and rl~ 2 given by 
(2) and (7) are linked by 7" = ~11i8o13~7{2 and the invariants ~/ and ~/o by 
2~o : ~lliso/31/2A/• The following relation beetween An and Bn is obtained 

An/Bn  = #11i~o/3 (n+1)/2. (8) 

Denoting by Vii± the ratio of the strain-rate observed when the grain is 
sheared parallel to its basal plane to tha t  observed under compression along 
the c - ax i s  direction, under the same effective shear stress ~- (T 2 = 3s~3/4 in 
uniaxial compression, T 2 = s23 in simple shear) and writing equation (5) in 
these two loading cases leads to 

/3 = 3-3/4(2#jlZ)-1/2(4ct - -  1) ~ 0.31#11±-1/2(4a - -  1). (9) 

If the inclusion is considered as an isolated single-crystal, according to [4] 
#lliso would be in the order of 103, Pit± in the order of 104, and a should be 
between 1 and 4. Then from (9) and (8), for a = 1,/3 is about  10 .2  if n = 3 
and A~/Bn is about 0.1. 

Otherwise, if the inclusion is seen as a grain in a polycrystal  (i.e.its mean 
behaviour taking into account the effect of grain boundaries), according to 
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data  on polar ice exhibiting a strong fabric with the c - a x e s  aligned along the 
same direction [3,12], much smaller values of #lliso = 10 and #11± = 50 are to 
be considered. With n = 3 and for a = 1,/7 is about 10 -1 , and A,~/B,~ is 
about 0.2. 

4 N u m e r i c a l  S i m u l a t i o n  

4.1 F i n i t e - e l e m e n t  m o d e l  

The numerical simulations were performed by using the finite-element method 
with a velocity-pressure formulation [8] and neglecting gravity forces. The 
condition of plane strain was assumed and the two-dimensional problem was 
solved in a fixed global frame (ex,  ey) ,  the material symmetry  reference frame 
of the inclusion being denoted by (ex,ey) with its y - a x i s  parallel to the 
c -ax i s  of the grain and its x - a x i s  (basal plane) being at angle ~ with respect 
to the X - a x i s .  For the inclusion, care was taken to compute the viscosity 
matrix (4) and the apparent viscosity ~?~2 given by (7) in the local frame 
(e~, e~) of the inclusion before expressing this matr ix  in the global frame 
( e x ,  e y ) .  The finite-element mesh, consisting of six-nodes tr iangular elements, 
was refined in the vicinity of the inclusion-boundary interface where stress 
concentrations take place. The nodes at the very interface were doubled to 
allow the discontinuity of the pressure between the inclusion and the matrix,  
while the continuity of the velocity was constrained as an external condition. 

The deformation of the specimen versus time was simulated by updating 
the position of the nodes at each time step (forward procedure).  The change 
in the orientation of the basal plane of the inclusion was obtained by decom- 
posing the spin W of the inclusion as the sum of the plastic spin IV/ due 
to its viscoplastic deformation and expressed in the local frame, and of the 
lattice rotation rate R, RI being the rotat ion matr ix to pass from the local 
to the global frame (see [10]) as 

W c  = ( R w i R T ) c  n t- lZ~ei, (10) 

where ci = (0, 1) is the c - ax i s  unit vector expressed in the local frame of the 
inclusion and c = Rc~. With the expression 

[cos~  - s i n a i  (11) 
R =  Lsin~ cos~ j ' 

equation (10) reduces to 

w x y  = Wxy - ~.  (12) 

Since the basal planes remain parallel to each other, the component of the 
velocity v along the y -  axis (c-axis)  must be a function of y only when 
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expressed in the rota t ing f rame of the grain, so tha t  Wxy = ~xy .  I t  follows 
that  

¢ = w x y  - ~ y  = O v / O x ,  (13) 

where v is expressed in the local f rame of the inclusion. This equation was 
used to calculate the rotat ion of each tr iangular  element forming the inclusion 
during the t ime-step,  so tha t  in principle the orientations of these elements 
can evolve differently during a numerical simulation. 

The boundary  conditions were prescribed as follows: constant  velocity on 
the upper  side of the specimen ; zero velocity on the lower boundary  ; free- 
surface on the vertical sides of the specimen. The prescribed velocity was 
adjusted at each t ime step so tha t  the total  force F acting on the upper  
edge of the specimen was equal to the applied constant  load. This was done 
by computing the power 7 ) dissipated for a prescribed velocity of 1, then by 
scaling this velocity by the factor U such tha t  U1/nP = F. The computa t ion  
was continued until a total  strain of 10% corresponding to the end of the 
experimental  tests was achived. The finite-element solution was checked for 
the first step (i.e. circular inclusion) in the linear case, against the analytical  
solution given by [11]. 

4.2 R e s u l t s  

The finite-element simulations were carried out for an inclusion initially ori- 
ented at 45 ° from the direction of compression. The  runs were performed 
with the fixed values n = 3 and B3 = 18 .6MPa-3yr  -1, and for an applied 
constant load of 0 .5MPa.  Different sets of parameters  A3/B3,  ~ and ~ were 
tried. The corresponding runs are listed in Table 1. Test1 conditions corres- 
pond to a single-crystal whose propert ies are derived from [4] (i.e. #Lliso = 103, 
#N± = 104), assuming a = 1. Test2 parameters  are derived from the results 
for anisotropic polar ice with vertical c - a x e s  from [3,12] which give Plli~o = 10 
and #ll± = 50, assuming also a = 1. 

For all numerical tests, the orientations of the elements const i tut ing the 
inclusion remained always very close to each other (deviation less than  1%). 

Table  1. Values of the inclusion parameters As~B3, c~ and ~ used in numerical 
simulations (n = 3, B3 = 18.6MPa-Syr -1) 

Name A3/B3 ~ 

Test1 0.1 1. 0.01 

Test2 0.17 1. 0.13 

Test3 1 0  - 4  1. 1 0  - 4  

Name A3/B3 ~ 

Test4 1 0  - 4  1. 0.01 

Test5 1 0  - 4  1. 0.1 

Test6 10 -4 1. 0.5 
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Fig 3 compares the observed evolution of the orientation ~ of the inclu- 
sion versus total strain with the simulations. Note that  the measurements 
made during two experiments (with two different specimens) are very sim- 
ilar. Testl-2-3-4 results shown in this figure fall inside the range of accuracy 
of the observations (+2°). Since all simulations were done for the same total  
duration, the premature ending of the Test2 curve indicates a too slow evol- 
ution of the inclusion orientation versus time. The comparison of Test3-4-5-6 
shows the influence of/3 for a very low fluidity parameter  A3: the highest 
value of/3 (Test6) results in a hard inclusion, while the smallest (Test3) cor- 
responds to a grain deforming practically only by basal glide. 

Fig. 4 shows the evolution versus strain of the shape of the inclusion, 
defined by the aspect ratio b/a of an ellipse which fits the inclusion-matrix 
interface (on the photographs for experimental  da ta  and on the deformed 
meshes for the simulations). Test l  results are the closest to observations. 
The trends observed for the evolution of the orientation of the inclusion are 
the same: for a given total strain, Test3 shows the most flattened shape, while 
the hard inclusion of Test6 exhibits a very small amount  of deformation. 

No significant influence of the parameter  a (in the range 0.5 - 10) was 
observed for numerical tests performed with reasonable values of A3 and/3  
(corresponding to Test l  and Test4). 
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~.~ 40.0 

O 

--~. 30.0  

J ~  

20 .0  
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Fig. 3. Evolution of the cristallographic orientation of the inclusion as a function 
of the total strain for different values of ~, ~ and A. 
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Fig. 4. Evolution of the shape of the inclusion as a function of the total strain for 
different values of c~, 13 and ~,. 

5 C o n c l u s i o n  

Compressive creep tests carried out on thick sections of fine-grained isotropic 
ice containing a circular inclusion made of an ice single crystal were described. 
By making the grain size of the matr ix  much smMler than the inclusion dia- 
meter, it was possible to obtain a macrohomogeneous strain in the inclusion, 
as predicted by Eshelby's solution [5]. Finite-element simulations of the tests 
were performed by assuming a transversely isotropic behaviour of the ice 
single-crystal. A comparison with observations of the evolution of an inclu- 
sion initially oriented at 45 ° from the direction of loading was presented. 
This comparison was made on the evolution of the orientation of the inclu- 
sion basal planes, visible during the tests, and on the elliptic shape of the 
inclusion. The numerical computations showed that  the model is essentially 
influenced by the viscosity for shear parallel to the basal plane (parameters A3 
and fl), and that  the best set of parameters  to characterize the transversely 
isotropic behaviour of the inclusion seems closer to tha t  derived from [4] for 
the isolated single-crystal than  that  derived from the results on anisotropic 
polar ice [3,12] when considering the inclusion as a grain in a polycrystal.  

A future development of this preliminary work will be to increase the 
amount of experimental da ta  (testing different initial orientations of the in- 
clusion, different levels of compressive stress). As regards modelling of the 
ice polycrystal evolving anisotropy by "micro-macro" approaches, this work 
shows that  additional experimental  work should be done to account for grain- 
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grain interactions. Conditions under which the macrohomogenei ty  of the de- 
formation is destroyed could be obtained by using the same kind of test  but 
inserting a small number  of intermediate-size grains at the inclusion-matrix 
interface to induce stress-concentrations, or by replacing the inclusion by a 
cluster of large-sized grains with controlled orientations. 
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of Polycrystal l ine  Ice 
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Abstract. The ability of the one-site self-consistent scheme to model the behaviour 
of polycrystalline ice is assessed by studying the particular case of a two-dimensional 
polycrystal which represents natural S2-columnar ice. The self-consistent analysis 
is carried out analytically and its results are compared with finite-element compu- 
tations. Despite a weak representation of the interaction between a grain and its 
surroundings, due to the strong anisotropy of the ice crystal, the resulting macro- 
scopic behaviour is found to be acceptable. 

1 I n t r o d u c t i o n  

The problem of fabric development in polar ice has been addressed recently 
and many  models have been developed to account for the anisotropic beha- 
viour of ice, the evolution of its strain induced anisotropy, and to simulate 
the flow of anisotropic ice. Apar t  from phenomenogical  models [14,15] which 
could prove to be very efficient to solve large scale flow of ice-sheets, most  
of them are based on the uniform-stress assumpt ion [3,5,9,10,16] or on a 
self-consistent scheme [1,12] to model the anisotropic behaviour  of ice. The 
uniform-stress model considers each grain as an isolated crystal subjected to 
the s ta te  of stress applied on the polycrystal  boundary  and provides a lower 
bound for the mean viscosity of the aggregate [8]. On the other hand,  the 
simplest one-site version of the self-consistent model takes the interaction 
between grains into account to some extent,  by considering each grain as an 
inclusion embedded in a homogeneous medium which has the mean proper-  
ties of the aggregate. As a consequence it can give some information on what  
happens at the grain scale in addition to the macroscopic properties.  The aim 
of the present paper  is to assess the validity of this scheme when applied to 
ice whose single crystal exhibits a very strong anisotropy [2]. The  analysis is 
made simple by considering S2-columnar ice which forms on lakes and rivers. 
Since this kind of ice consists of long columnar grains aligned along the same 
direction and whose c - a x e s  are oriented randomly  in the plane perpendicular  
to their long direction, $2 ice is t ransversely isotropic. Owing to the strong 
anisotropy of the single crystal, the viscoplastic deformation of a grain loaded 
in a plane which contains its c - a x i s  can be considered as two-dimensional,  
and this plane strain assumption can be extended to model the flow of $2 ice 
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loaded in its plane of isotropy. As a consequence the inclusion problem can be 
treated as that  of a two-dimensional circular anisotropic inclusion embedded 
in a two-dimensional isotropic equivalent medium. 

2 Mode l s  for the  Grain and for the  S2-Ice Po lycrys ta l  

Each grain is modelled as a transversely isotropic incompressible continuous 
medium whose symmetry axis is the c - ax i s  of the crystal. In the linear case 
this is exactly equivalent to the classical approach used in polycrystal plasti- 
city which involves the basal prismatic and pyramidal slip systems [13]. In the 
non-linear case this simplification of the actual behaviour of the ice crystal 
is justified by Kamb [7] as far as basal glide is the dominant mechanism. As 
concerns S2-columnar ice, since the c - a x e s  of the grains are randomly distrib- 
uted in the plane perpendicular to their long direction, the polycrystal  can 
also be considered as a macroscopically transversely isotropic incompressible 
continuous medium. 

The general constitutive relation for a linear transversely isotropic incom- 
pressible medium, expressed in the material-symmetry-reference frame with 
rotational symmetry axis along the x 3 -  direction, links the deviatoric stress 
tensor s and the strain-rate tensor d by 

2 
s u  = 2~12(dll - g ( a  - 1)d33), 8 2 3  = 2r/12fld23, 

2 
s22 = 2~12(d22 - ~(a  - 1)d33), 8 3 1  = 2~12/3d31, (1) 

4 
s33 = 2~712(1 + ~(a  - 1))d33, s12 = 2~12d12, 

where ~712 is the viscosity for shear in the plane of isotropy (Xl, x2), a is the 
ratio of the axial viscosity along the x3-ax i s  to the axial viscosity in the plane 
of isotropy (xl ,x2)  ( i .e .  viscosities corresponding to uniaxial compression 
along these axes), and/3 is the ratio of the viscosity for shear parallel to the 
plane of isotropy to ~2.  When a = /3  = 1 the medium is isotropic and (1) 
reduces to the Newtonian viscous law with 7/I~ = 77, i . e .  s i j  = 2~ldi j .  Relation 
(1) is valid for the grain, the x3 -ax i s  corresponding to the grain c -ax i s ,  and 
for the $2 polycrystal, the x3-ax i s  corresponding then to the long direction 
of the columns. 

A generalisation of (1) to non-linear behaviour (see Appendix A) is ob- 
tained by replacing the viscosity ~712 in (1) by an apparent  viscosity defined 
a s  

= (2) 

where 

~/2 = ( 4 a  - 1)d323 + (dll - d22) 2 + 4d~2 + 4/3(d223 + d321). (3) 
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3 I n c l u s i o n - P r o b l e m  S o l u t i o n  for  L i n e a r  B e h a v i o u r  

Two reference frames are used to solve the problem under the assumption 
of plane strain: a local reference frame 7~(x, y, z) at tached to the inclusion 
and a fixed global reference frame 7Z(X, Y, Z) at tached to the homogeneous 
matr ix which represents the S2-ice polycrystal. The  long direction of the 
columns is along the z - a x i s  of ~ ,  which coincides with the Z - a x i s  of 7~. 
The c - ax i s  of the inclusion is along the y - a x i s  and the basal planes are 
parallel to the x -ax i s ,  at angle ~ from the X - a x i s  of 7~. Loading is exerted 
in the (X, Y) = (x, y) plane. To avoid complicated notation, the components 
of vectors and tensors are written with lowercase indices when expressed in 
the inclusion-reference frame 7~ and with uppercase indices when expressed 
in the global reference frame 7~, and quantities related to the homogeneous 
matr ix are overlined : as an example the viscosity in the basal plane of the 
inclusion is denoted by r/zx = rl, whereas the viscosity of the matr ix  in its 
plane of isotropy (X, Y) is denoted by ~ x Y  = 7. 

The detailed solution of the inclusion problem is given in Appendix B. In 
the following we need only the solution for the interior of the inclusion i.e. 

2 - _2 
d~:. - 1 + )t~ dx~ , d .y  - 1 + .k/3 :~y ' (4) 

where A = ~/~ = -A/A and d denotes the strain-rate applied to the matr ix  at 
infinity 1. Equation (4) takes into account the plane strain assumption and 
the incompressibility condition for both inclusion and matrix,  that  is 

dzx + dyy = O , dzz = d~z = dyz = 0 ,  
(5) 

d ~ + d y y = 0 ,  d ~ z = d ~ z = d ~ z = 0 .  

An intermediate relation which will be useful gives the strain-rate in the in- 
clusion expressed in 7~ as a function of the macroscopic strain-rate expressed 
in 7~ as 

2 
d ~  - 1 +  A ~  (-dxx cos 29~ + -dxy sin 2W) 

2 
d*v - 1 + A.;(--dxxp sin2w + - d x y  cos 2~) . 

(6) 

Finally, the expression of (4) in the global reference frame is obtained as 

2(cos2 2~ sin s 2~ - 1 1 
d x x  1 + A------~ + l + - ~ ) d x X + ( l + A a  1 +  A13)sin4~ ~xY , 

(7) 
1 1 2" sins 2qo cos s 2qo - 

d x g = ( l + ) ~  a 1 + ,k¢/) sin 4~ d x x  + ( ~ - - ~ - ~ a + - ~ - ~ ) d x y .  

1 The typical length of the polycrystal (macroscale) is assumed to be much larger 
than the grain diameter (microscale), so that on the mieroscale the boundaries 
of the polycrystal are at infinity. This loose terminology will be used throughout. 
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4 Self -consistent  Macroscopic  Linear Behav iour  

Within the framework of the classical one-site self-consistent method such 
as used by [1,12,4], macroscopic quantities are defined as the mean values of 
their local correspondents derived from the solution of the inclusion problem. 
By assuming that  all the grains have the same cylindrical shape and are 
oriented at random, the mean value of a quanti ty G is defined as 

< a  > = -  a(~)d~,. (S) 
71" 

Self-consistency is obtained by expressing the macroscopic strain-rate d pre- 
scribed at infinity on the boundary of the matr ix  as the mean value of d 
given by (7) in which U is taken as the macroscopic viscosity to be determ- 
ined. Applying (8) to the two members of (7) leads to the single equation 

1 1 
1+ha + I + A ~ - I '  (9) 

whose solution is 
D 

A -  ~ - A _ 1 (10) 
A v ~ "  

Note that  for linear behaviour and for inclusions having the same shape, 
expressing self-consistency on the stresses leads to the same equation. 

5 Diss ipat ion  

5.1 L i n e a r  b e h a v i o u r  

For linear behaviour the power dissipated per unit volume in the inclusion is 

P = s i j d i j  = f / ~ / o  2 . (11) 

Under the conditions of plane strain and incompressibility (5), and with the 
indices 1, 2, 3 in (1) and (3) related to z, x, y respectively, expression (3) for 
% becomes 

;/~ = 4(ad~x + ~d2u) , (12) 

and using (6) 

c~ 

;yo 2 -- 16 ((1 + Aa) 2 (-dxx cos 2cp + d x v  sin 2qo) 2 

/3 (dxx sin 2~p - dxy COS 2Cp) 2) 
+ (1 + ~9) 2 

(13) 
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From (8), (11) and (13) the mean value of the power dissipated by all the 
inclusions is obtained as 

< 7) > =  7/< ~ > =  2r1((1 + )~a) 2 + (1 + )~)2)~  2 , (14) 

where 

. - -2  2 - -  2 

7 = 4 ( 3  x + d x v ) .  (15) 

Denoting by ~ = ~ 2  the power dissipated per unit volume of the equivalent 
polyerystal, equation (14) becomes 

a /~ ) P  (16) < 7) > =  2A((1 + Aa) 2 + (1 + A~) 2 " 

With the self-consistent solution (10) the following relation between the 
grain parameters a, t3 and the viscosity ratio A holds 

(1 + Aa) 2 (1 + )~)2 (v/~ + v/-~)2 , 
(17) 

so that,  using (13) and (15), 

x/~ = 4(v/_~ a¢~ =-2 + x/~) 2 y (18) 

This shows that  the classical one-site self-consistent model applied to the 
linear behaviour of S2-columnar ice leads to a solution for which the power 
dissipated in a grain 7) = rl')~ does not depend on its orientation, which is 
quite a disconcerting and questioning result. From (16) and (17) the mean 
value of the power dissipated by all the inclusions is 

< 7) > =  4 ~ P .  (19) 
( v ~  + v g )  2 

The ratio < 7 ) > /7) is less than unity for any value of/3/c~ different from 
1, and tends towards zero with /3. For a particular material (which is not 
ice) such that  a = /3 (but not necessarily isotropic i.e. with a = ~ = 1) 
the mean power dissipated by the grains equals the power dissipated at the 
macroscopic level. This is understandable since in this particular case the self- 
consistent solution (10) implies Aa = A~ = 1, and equation (7) degenerates 
to d x x  = d x x  and d x y  = -dxv which corresponds precisely to the Taylor 
assumption. For ice the value of a can be taken in the order of 1 whereas ¢~ 
is in the range 0.001 to 0.05 [2,11]; then < 7) > /7) is rather low and cannot 
be greater than 0.6. 
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Another way of tackling the problem is to express the self-consistency on 
the dissipated power rather than on the strain-rates. Then the self-consistency 
equation inferred from (16) is 

+ + (1 + = 1 .  (20) 

Equation (20) can be written in the more explicit form 

(A2a/3 -- 1) 2 A- A2(a --/~)2 = 0 , (21) 

which shows that  the unique solution corresponds to that  obtained by ex- 
pressing self-consistency on the strain-rates (10) but is only possible if the 
inclusion material is such that  a =/3  (apart from the trivial solution obtained 
for an isotropic inclusion, in which case A = 1). 

5.2 N o n - l i n e a r  b e h a v i o u r  

An estimate of the non-linear macroscopic behaviour can be obtained by as- 
suming a uniform strain-rate in the inclusion and in the matrix [4,8]. Since for 
linear behaviour self-consistency on the strain-rates leads to a solution (10) 
such that  7o is a constant independent of the grain orientation, it is straight- 
forward to show that  this solution also applies for non-linear behaviour (how- 
ever without any guarantee of uniqueness): assuming Vo = Constant the self- 
consistency condition on the strain-rates expressed by using (8) and (7) is 
(9), then (10) and (17) hold, and expression (13) for 9o reduces to (18) that  
is Vo = Constant. Using expression (2) for the apparent viscosities of the 
inclusion and the matrix, the self-consistent solution (10) becomes 

7" _ A-1/ '~7 (1-n) /n  1 (22) 

m 

and using (18) the macroscopic fluidity parameter A is obtained as 

A 2 v ~ ) n - 1  1 (23) 
A= 

6 D i s c u s s i o n  a n d  C o n c l u s i o n  

The validity of the one-site self-consistent solution (23) was assessed by com- 
parison with two-dimensional finite-element computations. The S2-ice poly- 
crystal was modelled by a rectangular array of 32 x 32 = 1024 identical 
hexagonal grains with coplanar c-axes .  Each grain was formed by six six- 
node triangular elements, and its behaviour was modelled by (1) and (2). 
The computations were made under the assumption of plane strain and by 
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prescribing a uniaxial state of stress on the boundary. The  value of a was 
fixed to 1, and for each chosen value of/3 several computations were made 
with different random distributions of the grains orientations. The results 
are shown in Fig. 1 under the form of log-log diagrams, together with the 
upper and lower bounds given by the Taylor (uniform strain-rate) and Reuss 
(uniform stress) assumptions. Considering the large gap between the upper 
and lower bounds which increases as t3 decreases (for fl -- 10 -3 the ratio 
of the two bounds is about  250 for n 1 and about  7.5 x 104 for n -- 3) 
the self-consistent solution (23) appears to be acceptable in the range of/3 
relevant for ice. The ratio of the macroscopic fluidity parameters  A and A 
obtained by using finite-elements and relation (23) is between 1 and 3. 

The one-site self-consistent model is based on the assumption that  the 
neighbourhood of a grain can be considered as a homogeneous medium. For 
S2-ice, and under the condition of plane strain, this leads to a non-negligible 
difference between the power dissipated by the macroscopic medium and the 
mean power dissipated by the grains, increasing with the grain anisotropy. 
As a consequence if the macroscopic behaviour derived from this scheme as 
a mean property remains acceptable, one should be careful when using the 
solution of the inclusion problem to derive local properties at the grain scale. 
The surprising result obtained in this study (~/o independent of the grain 
orientation) may be a consequence of the plane strain assumption but  also of 
the weak representation of the grain-grain interaction by the one-site model. 

range  for  ice 
103 - -  , I [ i 

• : 

Taylor  " 

1 0 5 ~  " - ~ , i t , 

;~ 10 3 

10 - Taylor ~ ~  

-3 
10 10 -2 10 "1 

Fig. 1. Evolution of the macroscopic fluidity as a function of f l  given by the self- 
consistent model (S.C.) compared to finite-element results 
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A p p e n d i x  A 

• 2 2D~ 
~ a x  ~ 

Tax  : 

and with the notation 

A more convenient expression equivalent to (1) which accounts for incom- 
pressibility by involving independent components only, is obtained by using 
a vector notation S and D for s and d, respectively (see [8]), defined as 

S---- {Sl ,S2 ,S3,S4,S5} = {811 - 822 V~23_ v~ ' s33, v%23, v%31, v%12}, 

-dll  - d22 ~/-~3 d~3, VSd~, v~d~, v~d,2 }. D = {D1, D2, D3, D4, D~} = { -~v/_ ~- , 
v ~ 

(A.1) 

With this notation relation (1) for linear behaviour becomes 

4 a -  1 
S1 = 2~;D1, $2 = 2rl D2, $3 = 2r/;JD3, S 4 = 2rl/3D4, $5 = 2~D5. 

3 
(A.2) 

Since notation (A.1) is chosen so that  s i j d i j  = SiDi the following expres- 
sions for the dissipation potentials q~D and k~s which by definition obey 
S = Ok~D/OD and D = O~Ps/OS are readily derived: 

4 a -  1D2 +/3(D 2 + D2 ) + D2), e~ = ~(D~ +- - -  5 - -  
(A.3) 

1 2 1 2 
kVs = ~-~ (S, + 4 a 3 ~ S ~  + 5($3 + S~) + $52). 

Using Lliboutry's notation [9] for the invariants by rotation about the x3-axis  

+2, : 2(ml ~ + D[) ,  ~/~ = 2(D~ + D~), 

T~ = (S~ + S~)/2, "r~ = (S~ + S~)/2, (A.4) 

~ _  4 a - 1 . 2  3 2 1 2 
3 7°~ + +~' + z ~ '  T~ - 4a  - 1 T;~ + ~ + ~ l t '  (A.5) 

the dissipation potentials for linear behaviour can be written as 

1 .2 1 2 (A.6) k~ D = ~7]~ o and ~Ps = 2--~%- 

A simple generalisation of these relations to non-linear behaviour, similar to 
that  proposed by [6], is taken as 

n 1A_X/n;y(on+l)/n and ~Ps = A kVD -- n + n + 1 T 2 + l '  (A.7) 
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The two invariants ;Yo and To are then linked by 

Vo = AT n, (A.8) 

and an apparent  viscosity can be defined as 

rl* = A-1/'~;)'(o1-'~)/'~ = A - ' T ~  - n .  (A.9) 

When the medium is isotropic a = t3 = 1, ~/~ = 2d i jd i j ,  7 2 = s i j s i j / 2 ,  then 
(A.8) and (A.7) reduce to the usual Glen's  relation and expressions of the 
dissipation potentials for isotropic ice. 

A p p e n d i x  B 

In this section all the quantities related to the homogeneous mat r ix  are over- 
lined. The solution of the inclusion problem is achieved by using polar co- 
ordinates (r, 0), 0 being measured from the x - a x i s  of the local reference frame 
7¢ at tached to the inclusion (the x - a x i s  is at angle p from the X - a x i s  of 
the global reference frame T~). 

According to Eshelby's  result (see [8]), the s train-rate inside the circular 
inclusion must be a constant,  so tha t  the velocity u in the inclusion is sought 
as a linear function of x and y in the form 

us  = a x + ( b + c ) y ,  u ~ = ( b - c ) x - a y ,  u z = O ,  (B.1) 

which satisfies the incompressibility and plane strain conditions, and where a, 
b and c are constants. With  (B.1), relat ion (1) for the inclusion (i .e.  with in- 
dices 1, 2, 3 corresponding to z, x, y respectively) writ ten under the condition 
of plane strain (d~z = d n  = 0), gives the deviatoric stresses in the inclusion 
a s  

2a + 1 4 a -  1 2 a -  2 
= = - 2 q ~ a ,  szz  = sxx 2 r / ~ a ,  Syy 

S~y = 2~//3b, Sxz = S~z = 0 .  
(B.2) 

The expression for u in polar co-ordinates is 

uT = r ( a c o s 2 0 +  bsin20),  u0 = - r ( a s i n 2 0 -  bcos20 + c), uz = 0. (B.3) 

With  the notat ion ~ = r / r o  , where r0 is the radius of the inclusion, the 
components  of the velocity ~ and the isotropic pressure ~ in the mat r ix  are 
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sought in the form 

~ - - ' ~ 2 k - - 1  r~ 2k --  ,~2 ~ 2k  - ,~2 g ~ = r 0 ~ . . , ¢  [ [~ak¢  + b k )  s i n 2 k O + [ 2 - - i - ~ c } ¢  +-3k)cos2k0],  
k = - l , 0 , 1  

U0 ----- r 0 E ~ z k - 1  [/~-K~ a~¢r'ek+2- ~ + bk) cos 2k0 - [~--i-~Ck¢'ek+2-__ c2 + -3k) sin 2kO] 

k = - l , 0 , 1  

g z = 0 ,  

= - 4 ~  E (2k [g~ sin 2kO + -dk cos 2kO ], 

k = - - l , 0 ~ l  

( B . 4 )  

where ak, bk, Ck and dk are constants, and which leads to 

-3rr 1 ) d  k - 2  2k _ 2 - - c o s 2 k 0 ] ,  [(2--£-2T_lak~ -t- bk) sin2k0 + [hT:-i-_l ckg 
k = - - l , 0 , 1  

[(2-7-:i-~ak~ + b k ) c o s 2 k O -  (Tgz-f_~ ck ~ + 3 k ) s i n 2 k 0 ] ,  -3r0 = E ( 2 k  - 1)~ 2k-2 2k - 2 , 2k _ t2  

k i n - - l , 0 , 1  

-3oo + -3~ = O, -3~z = -3oz = 3z~ = O. 
(B.5) 

Under the condition of plane strain, relation (1) for the matrix ( i.e. with in- 
dices 1, 2, 3 corresponding to x, y, z respectively) gives ~ = -~yy = 2 ~ -3~, 
~ = 2~ dz~, gzz = ~ z  = ~ = 0, and the stress components in the matrix, 
derived from (B.4) and (B.5), satisfy formally the equilibrium equations. 

Denoting by d ~ ,  -3~y the strain-rate at infinity expressed in the local 

reference frame of the inclusion and by ~ and : ~  the rigid-body rotation 
rate and the pressure applied at infinity, the boundary conditions at infinity 
(~ --+ +oc) are satisfied if 

- - ~  --(X) 
gl = c l  = 0 ,  bl =d~y ,  -31 = d ~ ,  ~ 0 = - F ° ~ / ( 4 ~ ) ,  a o = ~ / 2 .  (B.6) 

The remaining coefficients b0, do, a - l ,  b - l ,  c-1, -3-1 for the matrix, a, b, c for 
the inclusion, and the pressure p inside the inclusion, are found by expressing 
the continuity of the velocity and the continuity of the stress vector at the 
inclusion-matrix interface (~ = 1). Using (B.6), the conditions g~ = u,., 

~o = uo, and ~0  = s~o on ~ = 1, lead after a simple calculation to 

b 0 = - 3 0 = 0 ,  b-1 = - a - 1  =Kz-3zy,  c-1 = - - 3 - 1  =K~-~d~, 
(B.7) 

a = (1 - ~  b = + K z ) d ~ y ,  c = , + K ~ ) d ~ x  , (1 - ~  - ~  

where K~ = (1 - Aa)/(1 + Aa), K z = (1 - A/3)/(1 + Aft) and A = r~/~. The 
condition of continuity of the radial component of the stress vector at the 
inclusion-matrix interface, i.e. p + .%~ = p + 8rr o n  ~ = 1 ,  determines the 
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pressure inside the inclusion as p = ~ + 2~(a - 1)a/3. From this equation 
and relations (B.1) and (B.7), the solution for the points inside the inclusion, 
expressed in the inclusion-reference frame, is obtained as 

= (1 + K )3 x + ((1 + - 

uy = ((1 + KZ)3x~ + ~°~)x  - (1 + K~)dx~y , 

p = po~ + 2U(~ _ 1)(1 + Kc~)3~/3, (B.8) 

dx~ = (1 + K ~ ) 3 ~  = -dyv, 

Note that in the main text (sections 3 to 5) J ~  and 2~y have been replaced 
by 2 ~  and d~y respectively, for the sake of simplicity. 

Using (B.4),(B.6) and (B.7), the solution for the points in the matrix is 
obtained as 

= - { -  )) cos 20 a~x + (1 + Ka{ -2 (2 - {-2)) sin 20 d~y ], 

uo = r o { [ ~  ~ - (1 + Ka{  -4) sin 2 0 2 ~  + (1 + KZ{ -4) cos 20 2 2 ], 
P F °* 2 - ~  . -o~ = - 4 ~ -  (K~cos2Od~x +K~sm2Od~y), 

2 ~  . . . . .  [1 Kay-2(2  3~-2)] c o s 2 0 2 ~  + [1 K ~ - 2 ( 2  3~-2)] 'Sm20d~y,-~ 

dr0 = - [ 1  + K ~ - 2 ( 2  - 3~-2)] sin 203x°~ + [1 + KZ~-2(2 - 3~-2)] cos 202~y, 

200 + 2r~ = O, 2 ~  = do~ = d ~  = O. 

(B.9) 

The strain-rate components in the matrix, expressed in the reference frame 
of the inclusion, are given by 

d ~  = d ~  cos 20 - d,-o sin 20, 

dzy = 2r~ sin 20 + 2~o cos 20, (B.10) 

? x ~ + 3 y y = 0 ,  3 ~ = 2 y ~ = 3 ~ = 0 .  
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Anisotropic Isothermal Ice-Cap Flow 
with the Shallow Ice Approximation 
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A b s t r a c t .  The influence of polar ice anisotropy on the two-dimensional plane 
strain and steady-state flow of an isothermal ice-sheet is analysed by using the 
Shallow Ice Approximation (SIA). The SIA solution is obtained up to the second 
order in the aspect-ratio e of the ice-sheet for the flow of orthotropic ice when one of 
the planes of orthotropy is the plane of the ice-sheet flow. The solution is discussed 
for the special case of transverse isotropy when the rotational symmetry axis is in 
the plane of the flow, but not necessarily vertical. It is shown that in general non- 
negligible additional terms appear in the solution at order L0(e °) by comparison to 
the solution for isotropic ice. 

1 I n t r o d u c t i o n  

During the gravity driven flow of an ice-sheet, preferential distributions of 
crystallographic orientations of ice develop. Deep ice-cores from Greenland 
and Antarct ica  exhibit different types of s t ructural  anisotropy, depending on 
the strain history undergone by ice: at Vostok (Antarctica) the c - a x e s  are 
randomly distr ibuted in a vertical plane [7], whereas at G R I P  (Greenland) 
the c - a x e s  are almost aligned along the vertical [12]. Since ice can deform 
more easily by dislocation glide on the basal plane than  on any other crystal-  
lographic plane [7], the viscoplastic behaviour of textured polycrystall ine ice 
is anisotropic. However ice-cap flow simulations usually consider isotropic ice, 
and in order to simplify the solution of the mechanical equations the Shal- 
low Ice Approximat ion (SIA) [3,11] is often used. The SIA is based on the 
difference in the order of magni tude of the gradients along the vertical and 
horizontal directions expected from the small aspect  ratio e of the ice-sheet, 
defined as the ratio of the ice thickness to the ice-sheet length, and of the 
slow variations of the ice-sheet surface and of the bedrock topographies  wi th  
respect  to the horizontal co-ordinates. These conditions are ra ther  well sat-  
isfied for Antarct ica  (e ~ 10 -3) and Greenland (e ~ 5 x 10 -3) which exhibit  
very low surface slopes in the order of 2 x 10 -3 [1]. Wi th  the SIA the solution 
of the flow can be achieved by power series expansion of the small pa rame te r  
e up to the desired order. 

Mangeney et al. [8,9] have shown the influence of anisotropy on a two- 
dimensional ice-sheet flow of transversely isotropic ice, in the special case of 
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ho 

N bedrock  N x 

Fig. 1. Ice-sheet domain and definition of the material symmetry and global refer- 
ence frames. 

a rotat ional  symmetry  axis which remains vertical everywhere.  Two different 
types of simulations were done by using either a finite difference method or 
the SIA up to the second order in e. However, the type  of anisotropy which 
was accounted for corresponds to the fabric observed in the G R I P  ice-core and 
may be too restrictive. The present paper  aims to analyse the influence of a 
type of anisotropy which can approximate  in a be t ter  way tha t  expected from 
the different observations made on ice-cores. As a first approach and for the 
sake of simplicity, two-dimensional plane strain and s teady-s ta te  conditions 
are assumed. The solutions of the SIA are obtained up to the second order 
in e for isothermal flow of ice exhibiting a fixed orthotropy,  one of the planes 
of or thotropy being the plane of the ice flow. Linear rheology and constant 
accumulation rate are also presumed. 

2 P l a n e  Strain F low of  O r t h o t r o p i c  Ice  

2.1 B a s i c  equations 

A steady isothermal ice-sheet flow is considered in a fixed Cartesian frame 
Ro {x,y,  z} with the z -  axis directed vertically upward. Ice is assumed to 
flow in the (x, z) plane (see Fig.l) .  The equations to be solved are the mass 
conservation and the balance of m om en t um  expressed as 

d iv (u )  = O,  div(o')  = pgez  , (1) 

where u is the ice velocity of components  ux and Uz, g is the gravity constant,  
ez is the unit vector in the z -d i rec t ion ,  p is the density of ice and a is the 
stress tensor. The deviatoric stresses, denoted by s, are such tha t  o-ij = S i j  -}- 
PSij, where p is the pressure. The general consti tutive relation for anisotropic 
ice is written as 

Sij = mi jk l  dkl , (2) 
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where d and m are the s t rain-rate  tensor and the  fourth-order  viscosity 
tensor, respectively. The  mater ia l -symmetry-reference frame whose axes are 
x~, y~ and z,, is denoted by Rs (see Fig. l) .  In the or thotropic  case, the 
non-zero components  of m expressed in Rs are m i i j j ,  m i j i j ,  m i j j i  (no sum). 
Transverse isotropy is a part icular  type of or thot ropy when one of the R~ 
axes, say Zs, is an axis of rotat ional  symmetry.  Then the constitutive relation 
for a linearly transversely isotropic viscoplastic medium [10] can be writ ten 
in Rs  as 

s 2~/(d~x~ 2 sz~ = - -~(a - 1)dSzz) , 

4 s s 27/(1 + g ( a  - 1)) dzz , 8 z z  = 

8 8 8 Sy~ = 2~/3 d = 277/3 d ~ yz  ~ SXZ x z  

2 (a - 1) dSz) s = 2~(dyy - -ff S g y  

S~y = 2r/ d~y , 

(3) 

where ~ is the viscosity for shear in the plane of isotropy (xs, ys), and a and 
/3 define the degree of anisotropy, a is the ratio of the axial viscosity along 
the z~-ax i s  to the axial viscosity in the isotropic plane and/3  is the ratio to 
~/ of the viscosity for shear parallel to the plane (xs,ys) .  When a = /3 = 1 
the medium is isotropic and (3) reduces to a Newtonian viscous law. 

In the present study the ( x , , z s )  plane of symmet ry  of the material-  
symmetry-reference frame R~ coincides with the ( x , z )  plane of the global 
reference frame Ro, however R~ and Ro are assumed to have only the y~ and 
y axes in common. As a consequence, the condition of plane flow in the (x, z) 
plane implies 

d ~ y = d  ~ = 0  d = d  = d  ~ = d  s = 0  y y  ~ x y  y z  x y  y z  , (4) 
s and = S y z =  s = s = 0  8 y y  = 8 y y  ~ 8 z y  8 z y  Sy  z 

and, in general, the viscosity components  m x x z z ,  m y y x z ,  m z z x z  and ?T txyy  z 

(and the symmetric  components mi jk l  = rr~ j i k l  = mkl i j  etc.) have non-zero 
values when expressed in the fixed frame Ro. This is also t rue for transverse 
isotropy. Then the principal directions of the s t rain-rates  are in general dif- 
ferent from those of the deviatoric stresses: for a given shear s t ra in-rate  dxz, 
Sxz, but  also the diagonal components  s,~, 8 y y  and Szz, are non-zero in R0, 
and for a given d ~  or dzz, s ~  is non-zero as well. 

2.2 B o u n d a r y  c o n d i t i o n s  

The ice-sheet surface is defined by its elevation h ( x )  and the ice-sheet dome is 
located at x = 0. The z - a x i s  is a symmet ry  axis for the 2D flow problem. The 
bedrock is assumed to be flat (equation z = 0), so tha t  the surface elevation 
coincides with the ice thickness. The boundary  conditions are as follows : 
- p being defined with respect to the atmospheric  pressure, the condition at 
the free surface with outward normal  unit vector n is 

a i y n j = O ,  on z = h ( x )  , (5) 
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- w being the vertical accumula t ion  rate,  assumed to be the  same every- 
where1[3], an addit ional  condi t ion on z = h(x) ,  required to  sat isfy s teady-  
state,  is u .  n = w . n ,  with w = ( 0 , - w )  and w > 0, t ha t  is 

dh(x) 
u x  d x  u z  = w , on z = h ( x )  , (6) 

- adherence of the ice at the bedrock  contac t  is assumed,  i.e. 

u = 0 ,  on z = 0 .  (7) 

2.3 The Shallow Ice Approximation (SIA) 

Following [9], a first set of dimensionless variables denoted  by a tilde symbol  
is defined by using the ice thickness at  the  dome L~ -- h(0) -- h0 as a length  
scale, the  max imum  hydros ta t ic  stress S = pgho as a stress scale, and  the  
accumula t ion  rate/1/  = w as velocity unit.  Consequent ly  the  o ther  scaling 
values are T = (ho/w)  for t ime, D = w/ho  for s t ra in-rates  and  A/[ = (pgh~/w)  
for viscosities. Wi th  this nota t ion,  the scaled ice thickness at  the  dome is 
/t(0) = /~0 = 1 and the ice-sheet length is [ = l /ho  > >  1. T h e  equa t ions  to 
be solved with the tilde variables are formal ly  the  same as (1), (2), (5), (6) 
and (7) in which pg and w are replaced by 1. 

In the f ramework of the SIA, a second change of variables is m a d e  so tha t  
the reduced ice-sheet length L is 1. These  new dimensionless variables are 
denoted  by their corresponding capi tal  letters in the following. The  ac tua l  
co-ordinates  x and z, and the surface elevation h t rans form respect ively into 
X ,  Z and H such tha t  

X = ~ = ~ x l £  , Z = 5 = z l £  , H = h = h l £  . (8) 

Since the vertical velocity is much smaller t han  the  horizontal ,  the  s t re tched 
velocities are defined as 

Ux = e~tx = eux/Ll  , Uz = ~z = Uz/Lt . (9) 

Then  the definitions of X ,  Z ,  U~ and  Uz const ra in  the  change in the  strain- 
ra te  components  as 

Dx~ = d ~  OU~ OUz 2 D ~  - 10U~ OU~ (10) 
- O X  ' D z z = d z z =  OZ ' ~ O ~ + ~ O f f  " 

In the same way, since the flow is driven by gravi ty  and the  surface slope 
is very small, the deviatoric  stresses are small compared  to the  isotropic 
pressure p so tha t  the s t re tched stresses are defined as 

P = ~ = p / S  , Si j  = ~ i j / e = s i j / ( e $ ) .  (11) 

1 This is Vialov's assumption; for steady-state it requires a Dirac type calving rate 
at the snout. 
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Following [9], with expressions (10) and (11) for the stretched strain-rates 
and deviatorie stresses a coherent stretching of the viscosities is chosen as 

mijkl  _ rrZijkl (12) 
M i j k l -  M e  2 e2 

By using relations (8) - (12), the equations and the boundary conditions of 
the problem (1) - (7) are then expressed in terms of the stretched variables 
X,  Z, H,  U, D,  S, P ,  M and e. Note that  the condition of plane flow 
(4) implies S~y = Syz = 0. The reduced equations of the problem (mass 
conservation, balance of momentum, constitutive law, free-surface condition, 
surface accumulation rate and bedrock contact conditions) are 

D~, + D~, = 0 , 

OS~z ~ OP 
~-g2 - +  + g 2  =o ,  
Sij = eMi jk tDk l  , 

OH 
(P + ~&*)b-E -sx~ =0 ,  

20&~ ~ OP 
e ---~-  + e + ~--~ = 1 ,  

2 0 H  
P + e S z ~ - e  - ~ S ~ z  = 0 , o n Z = H ,  

(13) 

OH 
U x - ~ - U z = l , o n Z = H ,  

Ux = Uz = O , on Z = O. 

By expressing U, P ,  and S as power series of e, this set of equations can be 
solved for each order O(e n) (see the Appendix). The solution at order e ° for 
general orthotropy, but  fixed directions of the material-symmetry-reference 
frame, is found as 

H = H (°) = (1 - 6M~z~zX2)  1/4 , 

X Z 1 . Z . 2 1  [ ~  Uz(0 ) 3 , Z . 2  Z 1 1 -  Z v?) 3 ~  

p(O) = Z _ H , S (°) = 3M~zxz X H  - Z y a , ( 1 4 )  

Sx = x / t  - z x / t  - z 
Ha , S (°) = 3Myyxz -H-- 3 , 

S(°z ) = 3Mzz , z  X g - Z n----c-,  < o )  = S;Oz) = o . 

The detailed analytical expressions for the solutions at first and second orders 
for the flow of orthotropic ice and their derivations are given in the Appendix. 
Note also that  the margin position is not at X = 1 but  at X = [6M~z~] -1/2,  
in the neighbourhood of which the SIA is not valid; so the solution there is 
considered only to be formal. 

2.4 R e s u l t s  a n d  d i s cus s ion  

The general solution (14), (A.8) and (A.9) does not require that  the material- 
symmetry-reference frame Rs and the fixed global frame R0 are the same. As 
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an application, the flow of transversely isotropic ice such tha t  Rs is deduced 
from R0 by a rotation 0 from z to z8 around the y - a x i s  (see Fig. l) ,  is 
examined. Using 0 as a paramete r  allows to describe different situations from 
G R I P  where ice exhibits a vertical rotat ional  symmet ry  axis (9 = 0°), to 
Vostok where the c - a x e s  are randomly distr ibuted in a vertical plane assumed 
to be perpendicular to the horizontal x - a x i s  (9 = 90°). By varying 9 it is 
also possible to describe transversely isotropic ice whose rotat ional  symmet ry  
axis passes from the vertical to the horizontal direction, as observed in a core 
from Law-Dome (Antarctica) [5]. Moreover, during a bore-hole drilling the 
drill may  not be perfectly vertical, the process of making thin sections of ice 
cut perpendicular  to the long direction of the ice-core is not error free, and 
at the end it is difficult to obtain the orientation of the rotat ional  symmet ry  
axis of a transversely isotropic observed fabric with an accuracy less than  a 
few degrees. In [2] fabric evolution along the G R I P  core was obtained from 
a numerical simulation coupling a model for the behaviour  of anisotropic ice 
and a finite element simulation of the flow. The  calculated fabric was shown 
to exhibit transverse isotropy with a rotat ional  symmet ry  axis being at a 
small angle from the vertical, between 0 ° and 4 °. 

In the following, the influence of the s trength of t ransverse isotropy, char- 
acterised by a and 13 in (3), and of 0 (for the ext reme cases 0 = 0 and 9 = 7r/2, 
as well as for a small disorientation from the vertical) is discussed. In order to 
obtain the general trends while simplifying the analysis, fixed values of 0 and 
of the anisotropy parameters  are taken for the whole ice-sheet. From (12) the 
stretched value M of ~/in (3) is M = ~/e 2 = r~/(e2.h4), and the components  
of the viscosity tensor involved at order e °, expressed in Ro, are 

M~z~z = M[/3cos 2 20 + a s i n  2 29], 

1 
M ~ x x z = 2 M [  (3sin 2 0 - 1 ) + ~ c o s 2 0 - ~ ] s i n 2 0 ,  

(15) 
M y y ~  = M ( a  - 1) sin 20 , 

M z z x ~ = 2 M [  (3cos 2 0 - 1 ) - ~ c o s 2 8 - g ] s i n 2 8 .  

In the following the comparisons are made by fixing the value of M relative 
to tha t  corresponding to the flow of isotropic ice (c~ = / 3  = 1), tha t  is M = 1/6 
(obtained for H = 0, X = L = 1, and M . . . .  = M ,  in the expression for H in 
(14)). Doing so, we allow L to be different from 1 (then, keeping H(0)  = 1, 
e is no longer the ice-sheet aspect  ratio 1/ho but  a small pa ramete r  in the 
order of I/ho).  

The surface elevation, the velocities and the shear stress given by (14) de- 
pend on M~z~z. Moreover, expressions (15) imply tha t  the deviatoric stresses 

s(o) s(o) and S (°) are not zero in general when 0 is different from 0 and 7r/2 X X  , 

as pointed out in section 2.1, and they depend on the anisotropy paramete rs  
a and j3. Thus the solution does not correspond merely to tha t  obtained by 
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Table  1. Solutions at order (9(e °) for different kinds of transverse isotropy and 
different orientations of the rotational symmetry axis with respect to the vertical 
(U~ at (L/2, H(L/2)), S~, S~, S~, Suy at (L/2, 0)) 

0 

M~zxz 
L 
Us 

iso 

0.167 
1 

0.806 
0.289 

0 
0 
0 

a = l ,  /3 = 0.04 
0 o 5 ° 10 o 45 ° 

0.0066 0.0115 0.025 0.167 
5 3.8 2.56 1 

4.029 3.069 2.065 0.806 
0.058 0.075 0.113 0.289 

0 -0.18 -0.228 0 
0 0.18 0.228 0 
0 0 0 0 

~ = o .8 ,  Z = 0 . 5  

0 ° 5 ° 10 ° 45 ° 

0.083 0.085 0.089 0.133 
1.414 1.402 1.367 1.118 
1.14 1.13 1.102 0.901 
0.20 0.20 0.21 0.258 

0 -0.025 -0.047 -0.022 
0 0.016 0.029 -0.021 
0 0.009 0.018 0.043 

using an enhancement  factor [6,4]. However the enhancement  factor,  equal to 

Mxzxz/M, is correct for H ,  S (°), U (°) and U (°). The shape of the ice-sheet is 
the same as that  given by Vialov [13] with the isotropic viscosity M replaced 
by M~zzz. Table 1 shows a few examples of the effect of anisotropy on the re- 
duced components M~ . . . .  L, and Ux(L/2, H(L/2)), Sxz(L/2, 0), S~x(L/2, 0), 
Szz(L/2, 0), Syy(L/2, 0), for two types of transverse isotropy and four values 
of 0, compared to the isotropic case. The first set of anisotropy paramete rs  
(a = 1,/3 = 0.04) corresponds to the extreme case when all the c - a x e s  are 
aligned along the same direction and ice is assumed to behave as an isol- 
ated grain [10]. The second set (a = 0.8, /3 = 0.5) corresponds to a smaller 
strength of anisotropy. Since H ,  U~, Uz, Sxz and Syy take the same values for 
0 and 7r/2 - 8, and Szz and S~x are exchanged when 0 is changed in ~ /2  - 0, 
Table 1 shows the results for 0 < 0 < 7r/4. 

For a fixed accumulation rate  the main influence of anisotropy is on the 
ice-sheet length which can reach five times tha t  of the isotropic ice-sheet. 
Accordingly, for a given elevation (from (14) H(L/2) = coast.) the horizontal  
surface velocity U, depends strongly on the strength of the anisotropy and 
on 0, whereas for a fixed accumulat ion rate the vertical surface velocity Uz 
does not depend on M~z~z. An impor tan t  result is tha t  a small disorientation 
of the rotational symmet ry  axis with respect to the vertical leads to diagonal 
deviatoric stresses of the same order of magni tude as the shear stress (see 
Table 1). 

Finally the results given in the Appendix show that ,  for a flat bedrock, 
the solution at order O(c 1) is not zero in general when 0 is different from 0 
and 7r/2: it depends on the anisotropy but remains negligible (i. e. the solution 
at order O(e 1) is actually about  103 times smaller than  the solution at order 
e°). The solution at order O(e 2) is found to be negligible as well. Note tha t  
these results were obtained for linear rheology and a flat base, and would be 
certainly different in a more complex situation (nonlinear rheology and /o r  
per turbed bedrock topography).  
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3 C o n c l u s i o n  

The SIA solution for the two-dimensional plane strain and steady flow of 
an isothermal ice-sheet over a flat bedrock, assuming a linearly or thotropic 
behaviour of ice, has been calculated up to the second order in the aspect 
ratio e. In the general case when the material symmetry  axes do not coincide 
with the horizontal and vertical axes of the global frame, the SIA solution at 
order zero involves all the variables and especially all the deviatoric stresses. 
This solution has been analysed in the special case of transversely isotropic 
ice whose rotational symmetry  axis lies in the plane of the ice-sheet flow. 
It has been found that  the diagonal components S ~ ,  Syy, S~z can be of 
the same order as the shear stress when the rotational symmetry  axis is 
not vertical (whereas these components are zero for isotropic ice). However, 
the solutions at orders greater than (.9(e °) remain negligible, even when the 
orthotropy symmetry axes do not coincide with the fixed reference-frame 
axes. For a given accumulation rate the degree of development of anisotropy 
has a strong influence on the ice-sheet length and on the horizontal velocity. 

Further development should take into account the evolution of anisotropy 
with the ice strain-history and a more realistic bedrock topography, which 
will enhance the influence of anisotropy by involving much more complex 
states of stress in the ice-sheet. 

A p p e n d i x  A 

E q u a t i o n s  at  o r d e r s  CO(e°), O(£ 1) a n d  O(£  2) 

The variables U, P and S are expanded in power series of e up to the second 
order, as for example Ux = U (°) + eU O) + e2U (2) + O(ea). Then the reduced 
equations of the problem (13) are split in parts  corresponding to each order 
O(e'~), which gives 

- mass conservation 

o(~n): OU(xn) OTJ(n) 
+ 0 ~  -- 0 ,  for n = 0, 1, 2 ,  (A.1) 

- balance of momentum 

Op(o) OS(~°z ) Op(o) 
O(e°): ~ +  OZ - 0 '  O-~  - 1 , 

Op(1) OS (1) OS(O) Op(1) OS (0) 

°(~1): --SZ- + --52- + a x  - o ,  a ~  + 0---2- - o ,  

oP(~) OWz ) os~ ) oP(~) osg) as?) 
° ( ~ ) :  - 5 2 -  + - 5 2 -  + a x  - o ,  o - -2 -  + - - 5 2 -  + o - -2 -  - 

- 0 ,  

(A.2) 
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- cons t i tu t ive  law 

o(~o): .d 9) ou~ (°) --,: = Mijzz - ~  , 

o(v): s}))= M,.. °Uy) 
a x  

o(~b: s}~)= M~j~ °U2) 
OX 

(ij = xx,  yy, zz ,  xz)  

ov I°) or2) 
- - +  Mijz~ ~ + M i j ~  OZ ' 

f r O )  , n r r ( ° )  OU( e ) ) vz  M..  ( ~ z  
- - +  M ° ~  ~ + ':=~ OX + ~ ' 

(A.a) 

In principle,  in order  to express  the  b o u n d a r y  condi t ions on the  surface,  the  
de va t i on  H should be  expanded  as t he  o the r  variables ,  and  any  var iable  Q ( Z )  
should be developed on Z = H as a Tay lo r  expans ion  a round  Z = H (°), t h a t  
is 

cl~(1) OQ(°) Q(1)) 
Q(H)  = Q(O) + ~,~ OZ + 

+ e 2 ( 1 H O ) 2 0 2 Q  (°)coZ - - - ~  + H(2) OQ (°) + H ( i ) 0 Q  0) + Q(2)) + O ( e 3 ) ,  (A.4) 
OZ - -  OZ 

where Q(O) Q 0 )  Q(2) and  their  pa r t i a l  der iva t ive  are t aken  a t  Z = H (°). Th is  
would lead to  very compl ica ted  ca lcu la t ions  in the  case of  general  o r tho t ropy .  
Since the  a im of the  present  calcula t ion is to  show t h a t  the  solut ions a t  orders  
O(e) and O(e 2) are ac tua l ly  negligible, we s implify the  p rob lem by assuming  
t h a t  the  surface elevation is fixed as H -- H (°), and by le t t ing the  reduced  
surface accumula t ion  ~2 vary  accord ing  to  ~ = 1 + eD (a) + £2~(2) _~ 0@3).  
This  s implif icat ion is re levant  if eO (1) and  e2f2 (2) are negligible c o m p a r e d  to  
1, tha t  is far f rom the ice-sheet marg in .  T h e  reduced  b o u n d a r y  condi t ions of 
the p rob lem (13), wi th  surface b o u n d a r y  condi t ions  appl ied on Z = H (°), are 

- free-surface b o u n d a r y  condit ion,  on Z = H = H (°) 

(0H to~ o ( d ) :  a--zp'  ' - s ? )  = o ,  

(.9(£1): OH 1 ~ ( p (  / + &(~) _ &(~z ) = o ,  

O(e2): OH 2 ~ ( P  ~ ) + s(~2) - s ( 2  = o ,  

- surface accumula t ion  ra te ,  on Z = H = H (°) 

OH 'o '  u(O) o(~°): b-~u~ ; - = 1, 

OH c,~, U}~) D(n) , o(g ' ) :  b-~u~ ; -  = 

- bedrock  contact ,  on Z = 0 

o(c): u~ (~) = u b )  = o ,  

p(O) = 0 , 

p 0 )  + s(o) = 0 ,  

OH - ' o '  
p(2) + &(1) _ o x  s L '  = o ,  

for n = 1,2 , 

for n = 0 , 1 , 2  . 

(A.5) 

(A.6) 

(A.7) 
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Solutions at o rders  O(e°) ,  O(e 1) and  O(e 2) 

The SIA solution at order O(e °) is obtained by integration of equations 
(A.1),(A.2),(A.3), with boundary conditions (A.5), (A.6) and (A.7) at or- 
der O(E°), as follows: p(0) is obtained by integration of the second equation 
(A.2), with boundary condition (A.5), then S (°) is derived from the first 
equation (A.2), with boundary condition (A.5), knowing p(0). u(o) is then 
deduced from (A.3), with boundary condition (A.7), and the integration of 
the mass conservation equation (A.1), with boundary condition (A.7), gives 
the expression of U (°). The other non-zero components ~xx~(°), s(o) and ~z~(°) 
Of S are given by (A.3). The ice-sheet geometry is obtained by integration 
of (A.6), with the condition H (°) (0) = H(0) = 1. The SIA solution at order 
O(e °) is given by relations (14). 

In the following H '  denotes the first derivative of H ( X )  = H (°) (X), H" 
the second derivative, etc. 

The solution at order O(e 1) is obtained by following the same steps than 
for the solution at order O(e °) (i .e.  calculation of p(1)  then S 0)xz , U (1)~ and 
U~(1)), by integration of equations (A.1),(A.2),(A.3), with boundary condi- 
tions (A.5) and (A.7) at order O(el), with the knowledge of the solution at 
order O(e°). This solution is as follows: 

M ~ z x ;  - M x ~ x z  Z [ H , , ( Z ' ~  H 2 
= 2 H Z  + --~--) - H ' 2 ( Z  - g)]  

Mxzxz 

UO ) M ~ x x z  - M z z x z  Z 2 [ H , , , ( Z  2 H Z  g 2 Z g g '3 

= 2 T ) - v - ] '  M x ~  ~ " 12 3 + -4-) - 3 H ' H " (  - + 

p(1) _ M z ~  H ' ( Z  - H), 
MXZXZ 

M ~  - M ~ z  ( Z  - H)rH,,Z[ - H S(1) = M ~ z ~  -2 H'2]  " 

(A.S) 

The other non-zero components ~(1) Sy(~) and q(1) ~x~, oz~ are obtained from (A.3). 
The SIA solution at order O(e 2) is obtained as 

U(2) : (M~x~z  - M z z ~ )  2 Z [ H , , , ( Z  3 _ 4 H Z 2  + 3 Z H 2  + H3)/6 
M~z~ 

- H ' H " ( 4 Z  2 - 6 H Z  - H 2 ) / 2  + H ' 3 Z ]  

M x , ~ x  + M ~ z  - 2 M  . . . .  Z [ H , , , ( Z  3 _ 4 H Z 2  _ 8H3)/24 
2 M~zhgz 

+ H ' H " ( - Z  2 + 4H2)/2 + H H  '3] 

+ M ~  Z [ H ' " ( Z 3  - 4 H Z  2 + 3 H 2 Z  - 2H3)/12 

+ H ' H " ( - 2 Z  2 + 3 H Z  - 3H2)/2 + H ' 3 ( Z  - 2H)/2], 
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U(2) : _ ( M ~ x z  - M z ~ z )  2 Z2 [H,,,,(2Z3 _ 10HZ 2 + 10ZH 2 + 5H3)/60 
M2z~z 

+ H ' H ' " ( - 4 Z  2 + 8 H Z  + 3H2)/6 

+ H " 2 ( - 2 Z  2 + 4 H Z  + H 2 ) / 4  + H ' 2 H " ( 4 Z  + H)/2]  

M ~  + M~zzz  - 2M~xzz  Z2 [H,,,,(Z 3 5 H Z 2  _ 20H3)/120 
--b 2 - M'2XZXZ 

+ H ' H ' " ( - Z  2 + 3H2)/6 + H " 2 ( - Z  2 + 8H2)/8 

+ 7 H " H ' 2 H / 2  + H'4/2] 

1 
_ _  Z 2 [H"" (Z  3 _ 5 H Z  2 + 5 H 2 Z  - 5H3)/60 
M f g  Z f~ Z 

+ H ' H ' " ( - Z  2 + 2 H Z  - 3H2)/3 + H ' 2 H " ( Z  - 3H) 

- -  H ' 4 / 2  "k H " 2 ( - Z  2 + 2 H Z  - 3 H 2 ) / 4 ] ,  

p(2) = ( Z  - H ) [ H  '2 - H " ( Z  - H)/2]  - S(1~ ), 
(A.9) 

S(2z) = ( M x ~ z  - M . . . .  )2 [H"'( 2Z3 _ 6 H Z  2 + 3 Z H  2 + H3)/6  
M~zxz 

- H ' H " ( 6 Z  2 - 6 H Z  - H 2 ) / 2  + g ' 3 z ]  

_ M . . . .  + M . . . .  - 2 M  . . . .  [H, , , (Z3  _ 3 H Z 2  + 2H3)/6 
M X Z X Z  

+ H ' H " ( - 3 Z  2 + 4H2)/2 + g g  '3] 

+ ( Z  - H ) [ g " ' ( Z  - H ) 2 / 6  - 3 H ' H " ( Z  - H ) / 2  + H'3]. 

The other non-zero components -xx~(2), S(~) and S(2z ) are obtained from (A.3). 
This solution at order (_9(e 2) is obtained by following the same steps than for 
the solutions at orders (_9(e °) and O(e 1) (i.e. calculation of P(2),then S (2) XZ , 

U (2) and U(2)), by integration of equations (A.1),(A.2),(A.3), with boundary 
conditions (A.5) and (A.7) at order (9(e2), with the knowledge of the solu- 
tions at orders (_9(e °) and (9(el). 
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Orthotropic Viscous Model  for Ice 

Ryszard Staroszczyk and Leslie W. M o r l a n d  

School of Mathematics, University of East Anglia, Norwich NR4 7T J, 
United Kingdom 

Abstract. An orthotropic constitutive model for the strain-induced anisotropy of 
polar ice is considered. The ice is modelled as a viscous and incompressible fluid with 
evolving fabric that depends on local deformations, and the viscous law expresses 
the stress in terms of the strain-rate, strain and three structure tensors based on 
the principal stretch axes. The model is first adopted to illustrate the evolution 
of the ice viscosities during continued uni-axial compression and simple shearing, 
and then it is applied to the simulations of a steady ice sheet flow. For a fixed 
free surface elevation, the accumulation rates required to maintain the prescribed 
geometry, as well as the velocity depth-profiles, are calculated and compared with 
those obtained for the isotropic ice. 

1 I n t r o d u c t i o n  

The evolution of fabric, and the consequent induced anisotropy of the viscous 
response, due to the re-alignment of crystal axes as ice is sheared during its 
descent from the surface of an ice sheet, requires a macroscopic const i tut ive 
law which captures the main effects and is suitable for numerical simulations 
of ice sheet flows. One approach has been the introduction of an evolving ori- 
entation distribution function (ODF) which gives a weighting to each possible 
crystal  c-axis orientation, and is used to derive the macroscopic response by 
applying the homogenization method; see, for example,  Svendsen and Hut-  
ter [1], Meyssonnier and Philip [2] and Gagliardini and Meyssonnier [3]. An 
alternative approach is to assume directly a macroscopic viscous law with 
dependencies and symmetr ies  tha t  could approximate  such fabric evolution. 
Morland and Staroszczyk [4] and Staroszczyk and Morland [5] have developed 
an orthotropic viscous response model in which the planes of reflexional sym- 
met ry  are defined by the current principal stretch axes. Although this implies 
tha t  the fabric evolution, and underlying microprocesses at the grain level, 
are independent of the deformation path,  which may be an oversimplification, 
we adopt  this form of response again in order to modify the previous example  
models to satisfy different correlations with observation. 

Staroszczyk and Morland [5] derived directional viscosity equalities and 
inequalities which a valid model must  satisfy, and showed how a restr icted 
form of the general or thotropic  law, with simple forms of the response func- 
tions, could meet these requirements in addition to satisfying limit behaviours  
in uni-axial compression and simple shearing. I t  was subsequently pointed out 
by associates tha t  the experimental  da ta  for the uni-axial compression limit 
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adopted were not appropriate to cold polar ice, being high strain-rate re- 
sponse of warm ice, and in particular, the adopted limit factor below unity 
should be replaced by one much greater than unity. New response functions 
are now constructed which satisfy the required viscosity relations and the 
new limit behaviour, and for example functions the illustrations of continued 
uni-axial compression and simple shearing are presented. The viscous model 
has been used in numerical simulations of a plane ice sheet flow, for which the 
velocities at the free surface and their depth profiles are shown to illustrate 
the influence of ice anisotropy on the ice sheet flow. 

2 O r t h o t r o p i c  V i s c o u s  M o d e l  

Let Oxi  (i = 1,2,3) be spatial rectangular Cartesian co-ordinates with 
O X i  (i = 1, 2, 3) particle reference co-ordinates, and vi the velocity compon- 
ents, then the deformation gradient F and strain-rate D have components 

0x, 
Fij - cOXj' Did = 2 \ O x j  + cOxi/ " (1) 

The Cauchy-Green strain B, its principal stretch axes given by unit vectors 
e (~) (r = 1, 2, 3), and the squares of the principal stretches br are defined by 

B = F F  T, Be  ( r ) = b r e  (r), d e t ( B - b r I )  = 0 ,  br = A t  2, (2) 

where )~r are principal stretches along the vectors e (r). The  latter relation is 
a cubic with positive roots, and we adopt  the ordering bl > b2 > b3 > 0, with 
strict inequalities except when the ice is in an undeformed isotropic state 
B = I, bl -- b2 = b3 = 1; that  is, we assume that  the maximum compression 
is in the e (3) direction. By incompressibility, 

d i v v = 0 ,  blb2b3 = 1 ,  bl > 1, b3 < 1 .  (3) 

The orthotropic structure tensors describing reflexional symmetries in the 
principal stretch planes normal to the axes e (r) are defined by 

M (r) = e (r) Q e (r), (r -= 1,2,3).  (4) 

The deviatoric stress is defined in terms of the Cauchy stress a and mean 
pressure p by 

1 
& = a + p I ,  p - - - ~ t r e r ,  t r d = 0 ,  (5) 

where p is a workless constraint not given by a constitutive law, but  determ- 
ined by momentum balance and boundary  conditions. In order to include the 
commonly adopted viscous rate factor a(T) ,  where T denotes temperature ,  
we introduce a modified strain-rate I )  = D / a ( T ) .  
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We now re-examine the orthotropic viscous law proposed by Staroszczyk 
and Morland [5], which is restricted to two sets of tensor generators, each with 
a coefficient given by one response function of a single deformation invariant 
argument which define the strength of the anisotropy, and a common strain- 
rate dependent factor to determine the isotropic response: 

3 

2 tr(M(T)l~)i] & = P0 (tr I~2){ E f(bT) [ M(~)I~ + I)M(~) - 5 

+ g ( K ) [ I ~ B + B D -  ~ 2 t r ( D B ) I ] } ,  K = t r B ,  f ( 1 ) + g ( 3 ) = X ,  (6) 

where #o (tr I)  2) defines the isotropic viscosity at tempera ture  T when B = I. 
It was shown in [4] and [5] tha t  the other terms in a general or thotropic law 
(Boehler [6]) do not contribute to the instantaneous viscosities which can 
be detected by simple shear experiments. Furthermore,  present experimental  
configurations cannot distinguish dependence of coefficients on more than 
one invariant. The form (6) was shown to be sufficiently flexible to describe 
known responses. 

3 V i s c o s i t y  R e l a t i o n s  a n d  L i m i t s  

Instantaneous directional viscosities #~j are defined by the initial rat io of 
the deviatoric stress to strain-rate in simple shear in the xi direction on a 
plane normal to the xj direction starting from a frozen fabric at zero stress. 
Here, and in the subsequent response analyses, we consider applied isochoric 
deformations and determine the deviatoric stress response given by the law 
(6). For a fabric deformation defined by principal stretches along the co- 
ordinate axes, (6) gives 

Pij-- ~iJ2Dij 1 [ ] -- ~ # 0 ( t r l )  2) f(bi)+ f(bj)+(bi+bj)g(K) , ( i t  j) ,  (7) 

and since this must remain bounded as any axial stretch increases indefinitely, 
we rewrite g and the normalisation (6)a as 

g(K) = K-1G(K), K = bl + b2 + b3, f (1)  +  a(a) = 1, (s) 

where G(K) is bounded. The inequalities required for a valid response [5] are 

bl =b2 =b3 =1: #ij = #  ( i , j = 1 , 2 , 3 ) ,  (9) 

bl = b2 > 1 > b3 : 0 < #13 = #23 < #12, (10) 

bl > b2 > 1 > b3 : 0 < #13 < #23 < #12, (11) 

bl > b2 = 1 > b3 : 0 < #13 < P23 : # 1 2  , (12) 

bl > l > b 2 > b 3 :  0< I t13  <#12 < P 2 3 ,  (13) 

bl > 1 > b2 = b3 : 0 < #13 = #12 < #23, (14) 
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The equalities (9), (10)and (14) are automatically satisfied. The equality (12) 
provides a relation for G(K)  in terms of f (b) ,  namely 

a ( K ) -  K bl 
~---  1 [f(bl)  - f(bl-1)], 2bl = K - 1 +  x / ( K - 1 ) 2 - 4  _>2; 

(15) 

that  is, the model is defined by prescribing a single response function f(b~). 
The limits of (15) as bl --+ 1, K --+ 3, and as bl --+ c~, K ,~ bl, combined 
with the normalisation (6)3, show that  

f (1)  - f ' (1)  = 1, G(oc) = f (0)  - f ( c~ ) ;  (16) 

the first relation is a restriction on f (br)  (r = 1, 2, 3) at br = 1. 
Application of the model (6) to uni-axial compression in the x3 direction, 

with equal lateral stretches A1 = A2, shows that  as bl ~ c~, with K ,~ 2bl, 

O'11 533 
2#oDin 2#oD33 

1 2 1 G ( ~ )  = A, 
5 + 5/(0) + (17) 

where A is the ratio of the anisotropic to isotropic viscosity, or reciprocal 
of an axial enhancement factor. Similarly, for an indefinite simple shear at 
constant rate D13 = l_;/ in the Oxlx3 plane, following any initial frozen 2 
plane deformation, 

1 1 1 
-1.__&o ~ f (oe)  + f(0)  + G(oo) = S, (18) 

2 2 

where S is the ratio of the anisotropic to isotropic viscosity, or reciprocal of 
the shear enhancement factor. The three relations (16)2, (17) and (18) define 
the limit values 

f ( 0 ) : S ,  f ( ~ ) = 6 A - 5 S ,  G(cc)  = 6 ( S - A ) .  (19) 

The previous model examples were based on the factors measured by 
Budd and Jacka [7], giving 

S=1/8,  A= 1/3, f(0)--1/8, =11/8, G(cc)=-5/4. 
(20) 

It has been noted (P. Duval and J. Meyssonnier, private communication) tha t  
the above axial factor A less than unity was measured for warm ice under 
relatively high stresses, and for cold polar ice at low deviatoric stresses (less 
than 0.2 MPa, which is a typical magnitude for ice sheets) this viscosity factor 
would be much greater than unity. According to Pimienta  et al. [8], the factor 
A for ice with a single maximum fabric can be as high as 10, although recently 
Mangeney et al. [9] give the value of about  3 for the ice near the bot tom of the 
GRIP ice core, deduced from the data  provided by Thorsteinsson et al. [10]. 
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The limit value of the shear viscosity factor for the GRIP ice, as estimated 
by Mangeney et al. [9], is equal to about  0.4. However, this limit behaviour 
is still at relatively small shear in a central part  of the ice sheet, and it is 
expected that  the limit for larger shear will be significantly smaller. Hence. 
for our illustrations we choose the value S -- 0.2. 

4 I l l u s t r a t i o n s  

We now show that  simple forms of the function f(b) can meet the limits 
(19) with values of A greater than unity and satisfy the viscosity relations 
(9)-(14). For illustration purposes, we adopt the following simple monotonic 
increasing functions: 

f(br) = f(oc)  - If(co) - f(0)] e ( - a b e ) ,  a > 0, m > 0, (21) 

f(br) = f(O) + [ f ( c c ) -  f ( 0 ) ] t anh (ab~) ,  a > 0, m > 0, (22) 

where c~ is determined by the restriction (16)1 m is a free parameter ,  and 
r = 1, 2, 3. For the adopted values A = 3 and S = 0.2, the limits (19) are 

/ (0)  = 0.2, f ( ~ )  = 17, G ( ~ )  = - 1 6 . 8 .  (23) 

First we consider an axial compression in the x3 direction, defined by the 
axial stretch A3 < 1, with equal lateral stretches A1 and A2 along the Xl and 
x2 co-ordinate axes, for which the deformation is defined by 

X l  ~-  ) ~ l X l ,  X2 = A2X2, x3 ---- A3X3, A1 = A2 > 1, A3 = A~ -2 < 1. 
(24) 

For this deformation field, the constitutive law (6) yields the following relation 
describing the evolution of the normalised axial viscosity with increasing 
stretch: 

~ 3 3  __ 1 [f(bl)  + 2f(b~ -2) + g(I()(bl + 2b72)],  (25) 
3 2#0633 

where K = 2bl + b l  2 . Figure 1 illustrates the variation of the ratio a33/(2#0D33) 
with the stretch A1 for different response functions (21) and (22). The curves 
labelled (1) and (2) correspond to the function (21) with m = 1.5 and 2 
respectively, and the labels (3) and (4) refer to the function (22) with m = 1 
and 1.5 respectively. These particular values of m in (21) and (22) have been 
chosen as they provide good correlation with the micro-macroscopic model 
[3], see Staroszczyk and Gagliardini [11]. 

Next we consider a simple shear at constant strain-rate D13 = ! ~  follow- 2 ' 
ing an initial plane compression and stretch that  has been frozen at constant 
Aa = A~ 1 <_ 1 by the removal of the stress and strain-rate.  The  deformation 
is now described by 

xl = A 1 X I + n X 3 ,  x2 = X 2 ,  x3 =A11X3,  (26) 



254 Ryszard Staroszczyk and Leslie W. Morland 

3.5 I I I I I 

, s'° - ( 4 ) , . , . ~ = : : : = : ' - "  
~o 2.5 - . /  i ' ?  

/ /  i f l ' "  3 -~ 1.5 _ , , :~/ f i~"  (3) 

:~ 1,0 ~<I, 

0,5 

0.0 I I 1 I I 
1.0 1.5 2.0 2.5 3.0 3.5 4.0 

axial stretch X 1 

Fig. 1. Evolution of the normalised 
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Fig. 2. Evolution of the normalised vis- 
cosity O'13/(#0"; /)  with increasing strain 
,~ in simple shear started from an iso- 
tropic state (A3 = 1) for different fabric 
response functions f(br). 

for which the evolution of the normalised shear viscosity is described by 

(713 1 
#07 -- 2 [ f (bl )  + f (bl l  ) + g(K)(A 2 + A12 +,~2)] ,  (27) 

where now K = bl + 1 + b l  1. Figure 2 shows, for different model functions 
(21) and (22), the variation of the ratio ~13/(#0x/) with increasing shear ,~ 
started from the isotropic state (A1 = )~3 • 1 ) ;  the same labelling as in 
the previous figure applies. In Figure 3 we illustrate, for the function (21) 
with m = 1.5, the evolution of the normalised shear viscosity for shearing 
in the OXlX3 plane, s tarted from different anisotropic states induced by the 
initial plane pre-compression along the x3 axis defined by the stretch A3 < 1. 
Corresponding to the previous plot is Figure 4, in which the evolution of 
the current maximum compression axis, being the preferred crystal c - a x i s  
direction, against the initial (prior to shearing) compression axis is shown for 
different axial stretches A3. 

In Figure 5 we illustrate the development of fabric due to simple shear 
in the Oxlx3 plane following different plane compression along the x3 axis 
defined by the stretch A3 < 1. The diagrams of the c - ax i s  orientation dis- 
tribution have been obtained by using a formula relating the ODF in the 
micro-macroscopic model [3] to the principal stretches Ar (r = 1, 2, 3) in the 
present model (O. Gagliardini, private communication). 

The orthotropic viscous law (6) with the two response functions f(b,.) and 
G(K) has been applied to the numerical simulations of a plane, gravity driven, 
steady-state flow of an isothermal ice sheet on a rigid horizontal bedrock in 
order to investigate the influence of the ice anisotropy on the flow. The flow 
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of an idealised symmet r i c  ice sheet, sketched in Figure 6, is considered,  and  
a fixed free surface elevation is assumed,  for which the accumula t ion  rates  
necessary to main ta in  the prescribed geomet ry  are calculated.  

For the plane flow, the  m o m e n t u m  balance  equat ions  in the  Car tes ian  
co-ordinates  x and z as indicated in Figure  6 are 

aaxx oa~z Op oa~z Oazz Op 
Ox + 0-~- Ox -- O, 0----~ + O ~  Oz -- pg' (28) 

where pg is the ice densi ty  times gravi ta t ional  accelerat ion and is assumed 
constant .  The  mass balance  is here the  incompressibi l i ty  condi t ion  

Ou Ow 
0--x -t- -~z = 0, (29) 

where u and w are the velocity componen t s  in the x and z direct ions respect-  
ively. A kinematic  condi t ion at the free surface h = h(x)  is expressed,  for a 
s teady-s ta te  flow, by 

Oh 
u ,  = q, ( 30 )  

where Us and ws are the free surface hor izonta l  and vertical  velocities, and 
q = q(x) is the accumula t ion  rate. The  free surface is assumed to  be t rac t ion-  
free; t ha t  is at  z = h(x)  we have 

a ns = 0, (31) 

where ns is a unit  ou tward  normal  to  the  free surface. At  the  flat base z = 0 
no-slip condit ions are adopted,  hence u = w = 0 there,  and  at the  ice divide 
x = 0, in view of the s y m m e t r y  of the problem,  u = 0 and  ~ z  = 0 .  
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Fig. 6. Cross-section of an 
idealised symmetric ice sheet 
with the ice divide thickness 
H and the half-width L. 

The flow problem has been solved numerically by the finite-element method 
for the ice sheet surface elevation defined by a parabola 

+ = 1. (32)  

The calculations have been carried out for the aspect ratio H / L  = 0.01, 
and the model parameters describing the limit behaviour of ice have been 
chosen again as A = 3 and S = 0.2. The results presented below are obtained 
for the response function (21) with m = 1.5. In Figure 7 the normalised 
horizontal and vertical velocities at the free surface, us and ws, and the 
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accumulation ratio q, calculated for the anisotropic and isotropic ice, are 
compared. It is seen tha t  the anisotropy significantly accelerates the flow of 
ice. Maximum velocities, in both directions, are increased by a factor of about 
4 to 5 compared to the isotropic ice, and this increase is approximately of 
the magnitude of the shear enhancement factor (1/S = 5) adopted in the 
simulations. 
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Fig. 7. Free surface horizontal velocities (a), vertical velocities (b), and accumu- 
lation rate (c) for the anisotropic ice (solid lines) and the isotropic ice (dashed 
lines). 

Finally, Figure 8 illustrates normalised depth profiles of the velocities u/us 
and w/w8 at different locations x/L for the anisotropic ice (lines) and the 
isotropic ice (circles). In (a) the profile for the isotropic ice is common for 
all locations. In (b) the profiles for the isotropic ice vary with x/L, but they 
are close to the profiles for the anisotropic case, therefore only the plots for 
x/L = 0 (open circles) and x/L = 0.8 (solid circles) are shown. 
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and Shear Components  
in Combined Stress Tests on Ice 

R o l a n d  C. W a r n e r  1 2, T . H .  J a c k a  I 2, Li J u n  1 2, a n d  W . F .  B u d d  1 

1 Antarctic CRC, Box 252-80, Hobart, Tasmania 7001, Australia 
2 Australian Antarctic Division 

Abs t rac t .  The attainment of tertiary flow in ice involves the nonlinear response 
to the combination of applied stresses and the alteration of both the ice crystals 
and the polycrystalline aggregate. Tertiary flow rates for individual component 
strain rates from a series of ice deformation experiments under combined shear 
and compression stresses are presented, and the departure from the predictions of 
isotropic flow relations is quantified. A simple generalisation of the flow relations is 
suggested. 

1 I n t r o d u c t i o n  

The nature of the flow relations for ice undergoing ter t iary creep, with the 
a t tendant  complication of the development of anisotropic crystal fabrics and 
changes in crystal size etc. is of more than academic interest. The  quantit- 
ative description of the flow under a range of combined stresses and a range 
of temperatures  is of central importance to the s tudy of the dynamics of gla- 
ciers and ice sheets. We present here a summary of a comprehensive series of 
combined stress experiments involving shear and confined compression (de- 
tails will be presented elsewhere [1]) and indicate how the results motivate a 
simple generMisation of the canonical flow law for isotropic ice. 

The pioneering work of Glen [2-5] and Steinemann [6] established the 
power law nature  of the flow relation between an applied stress and the corres- 
ponding strain-rate largely from independent experiments on polycrystalline 
ice with random crystal fabrics, subjected to either unconfined compression 
or simple shear. It was recognised [6,7] that  higher ter t iary strain-rates and 
the development of anisotropic crystal fabrics occurred at high strains but  
the secondary flow rates for isotropic ice tended to be the basis for comparing 
the laboratory results with each other and with the flow of natural  ice masses. 
In applying laboratory ice flow data  to analysis of the shear rates observed 
in glaciers Nye [8] proposed that  the rates might be related using the second 
invariants of the strain rate tensor eij and the deviatoric stress tensor S~j, 
and this was further analysed by Glen [9]. The resulting flow relation, which 
can be regarded as an expression of the isotropic nature of the polycrystMline 
ice takes the form 
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gij = B S i j ,  (1) 

where, for a given tempera ture  and ice type, B is a function only of the second 
invariant of the deviatoric stress tensor I2 = Y~ij SijSiy or the octahedral  

shear stress To = (1/2) 1/2. The power law behaviour observed in the compres-  
sion and shear experiments then becomes compat ible  with B = koTo ~-1 . Vari- 
ous researchers (e.g. [9-14]) have demonst ra ted  tha t  minimum strain rates 
from independent shear tests and unconfined compression tests on isotropic 
laboratory  ice show convergence to a common relation between octahedral  
stress and strain rates with an exponent n = 3. 

Some researchers (e.g. [6,11]) have suggested exponent values as high as 4 
for isotropic ice at stresses greater  than  about  0.5 MPa. These higher stress 
values however are of little relevance to our p r imary  interest - the flow of 
natural  ice sheets and glaciers. Furthermore,  at the resul tant  strain rates 
(> 10-78 -1 in the tempera ture  range > - 1 0  ° C) micro-crack propagat ion  is 
likely to have occurred [15] resulting in higher strain rates. 

At stresses < 0.2 MPa  flow law exponents n < 3 have been repor ted (e.g. 
[6,10,11]). While there is still some discussion concerning flow rates at  the 
lower temperatures  and stresses there is little doubt  that  the earlier tests 
failed to a t ta in  minimum isotropic strain rate.  These labora tory  tests were 
not carried out for the time required (many years) to reach minimum strain 
rate. 

In grounded ice sheets the most  impor tan t  mode of ice deformation is an 
approximately horizontal shear which increases towards the bed. In areas of 
ice accumulation this is accompanied by vertical compression and there are 
generally both longitudinal and transverse extensive or compressive strain 
rates. The relative magni tudes of these lat ter  strain rates depend mainly on 
the convergence or divergence of the flow. The applied stresses are usually 
considered to involve a transit ion from a zone dominated by vertical com- 
pression with negligible horizontal shear stress in the upper  port ion of the 
ice column to a predominant  shear stress in the central and lower regions. 

In the laboratory the appropr ia te  experiments  are accordingly those which 
combine a compressive stress (~-z~) and a shear stress (~'xz). The  range of 
motions which might be encountered in natura l  ice masses longitudinal and 
transverse to such an orientation of coordinates should be accommoda ted  to 
a great extent by considering extreme cases such as unconfined compression 
(ix~ = iyy = - 1 / 2  i ~ ) ,  or compression confined in the longitudinal ( g ~  = 0, 
gyy = - i z ~ )  or transverse (ix~ = - g z z ,  iy~ = 0) directions. We present here 
analyses based on experiments where, as discussed below, the ice flow is under  
longitudinally confined compression as a consequence of ice sample geometry  
- the case of transverse confinement would be more difficult to set up with 
the present apparatus.  
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Laboratory and field experiments [14,16-23] show different enhancement 
factors, determined from the ratios of ter t iary anisotropic strain rates relative 
to minimum isotropic strain rates, for a variety of stress configurations. This 
indicates tha t  in ter t iary flow the simple unification of individual component  
flow relations in the Glen-Nye type of flow law does not apply. Thus the 
flow rates for the different components of the strain rate tensor must be ex- 
pected to depend on the stress configuration, the movement picture and the 
rotations. These conditions also determine the steady state crystal orienta- 
tion fabrics which also evolve with the transition to ter t iary flow. Our only 
present concern is with the establishment of a steady-state ter t iary flow re- 
gime, and what can accordingly be referred to as a "compatible" anisotropic 
crystal fabric. The present set of combined stress experiments provides an ex- 
perimental basis for theorising about the form of flow law that  should apply 
in ter t iary flow under combined stresses. 

2 E x p e r i m e n t s  a n d  L a b o r a t o r y  A p p a r a t u s  

The apparatus and laboratory techniques used for these experiments have 
been discussed previously [22]. The most appropriate sample shapes for tests 
involving shear alone are long rectangular prisms with the elongation in the 
direction of shear, and this shape has also proved suitable for combined stress 
experiments with confined compression tests, where the aspect rat io of the 
sample leads to negligible extension along the shear direction ( i ~  _~ 0). A 
large number of tests have now been carried out with samples of this type, 
reaching tert iary flow rates in combined experiments. These results, together 
with simple shear alone and confined compression alone have been accumu- 
lated over many years, because of the long time required to reach the large 
strains necessary for steady-state ter t iary flow to be well established. The 
results discussed here, from twenty-five experiments, cover a range of devi- 
atoric compression stresses and shear stresses between zero and 1 MPa, in 
various combinations. They were all carried out at - 2  ° C and have been con- 
tinued out to steady tert iary flow, generally in excess of 20 % strain. Separate 
experiments have been done to examine the effects of sample geometry and 
distortion on the results. The main point of concern has been that  horizontal 
shear tests on rectangular prisms lead to some vertical contraction of the 
sample even in the absence of an applied compressive stress. This has been re- 
duced by using longer samples and also by starting with a parallelogram cross 
section shape which passes through the rectangular shape before deforming 
further under continuing shear. This technique, referred to as start ing with 
"back-cut" samples, starts with a slight vertical extensive strain, and is in- 
tended to reach a rectangular profile in ter t iary flow. Only a few "back-cut" 
samples have been included in the data  used in the present paper so that  the 
measured vertical strain rates for low compressive loads should perhaps be 



262 Roland C. Warner et al. 

t reated with some caution. At the conclusion of the tests the ice crystal sizes 
and orientation fabrics were measured and will be discussed elsewhere. 

3 E n h a n c e d  T e r t i a r y  F l o w  

Li and Jacka [24] showed that  the cubic power flow law relating octahedral  
shear strain rate at minimum creep and To holds for a range of combined shear 
and compression experiments. It is clear from experiments involving shear 
or compression that  the tert iary flow rates of deforming ice are "enhanced" 
compared to the minimum creep rates for isotropic ice, and tha t  the extent  of 
enhancement is greater for shear than for compression (e.g. [6,7,14]). This can 
be denoted by introducing an enhancement factor E ,  into the flow relation 

io = Eko% (2) 

where the temperature  dependent constant ko describes minimum flow rates 
and E the appropriate enhancement factor E~ or E~ according to the nature 
of the applied stress. In single stress experiments this really describes the 
enhancement of a flow relation component of the form 

• 2 3 - 2 3 exz = g E s k o S x z ,  or ezz = g E c k o S ~  (3) 

Laboratory results have consistently indicated that  ter t iary anisotropic flow 
rates are enhanced over the minimum isotropie rates by an amount  which 
appears independent of the magnitude of the applied stress, al though it de- 
pends on the nature of that  stress (e.g. compression or shear). The  enhanced 
flow accordingly involves a change in the rate factor and not  a change in 
the power law exponent, compared to the values found at minimum creep. 
Steinemann [6] found an enhancement,  Ec of 3 to 4 for compression over a 
range of stresses. Thir ty  years later, Jacka and Maccagnan [18] found Ec = 3 
for a different stress and tempera ture  range. Steinemann [7], Russell-Head 
and Budd [17], Budd and Jacka [14] and others all report  values of Es near 
10 for shear over a large range of tempera ture  and stress. 

While these enhancement studies mainly involve separate shear and com- 
pression experiments, some combined stress experiments reported by Li et 
al [22] have already indicated that  E varies smoothly as the proportions of 
shear and compression contributing to % change. 

In tert iary creep the ice crystal orientation fabrics show marked aniso- 
tropy - varying from small circle girdle fabrics under compression to single 
maximum fabrics under shear stress. This departure from isotropy clearly re- 
moves one of the theoretical underpinnings of the Glen-Nye flow law, and it 
is not immediately clear what component flow relations are bound together in 
(2). More general flow law descriptions have been proposed as generalisations 
of the Glen-Nye form, introducing a preferred direction fi and allowing the 
coefficient function B in (1) to depend on the various second-order invariant 
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tensors that  can be constructed from Sij and nk, in what is sometimes re- 
ferred to as the transverse isotropic case [25,26]. The geometry of the present 
experiments is even less symmetric than that ,  so we restrict ourselves to ex- 
hibiting the deviation of the results of combined stress experiments from the 
simple Glen-Nye form, and presenting a simple generalisation which gives a 
reasonable description of the observations. There are also various microscopic 
approaches to describing the component flow relations based on summing 
single crystal responses to applied stresses [16,20,26-29], either directly using 
crystal vectors, or in some parameterised form using an orientation distribu- 
tion function. Crystal fabrics from the present set of combined stress experi- 
ments, together with the individual measured component strain rates could 
provide useful testing grounds for such theories, but  we content ourselves 
with presenting the results in a way that  suggests a simple generalisation of 
the Glen-Nye flow relations. 

4 I n t e r d e p e n d e n c e  o f  S h e a r  a n d  N o r m a l  C o m p r e s s i o n  

The experimental results allow us to examine how the shear strain rate at 
constant shear stress is influenced by increasing normal stress, and conversely, 
how the compression strain rate at constant compressive stress is affected by 
increasing the shear strain. Given that  the separate stress experiments sup- 
port  the cubic form of the flow relation, it appears appropriate to s tudy the 
variations in the quantities ~ z / S ~ z  and ~z~/S3z for increasing compressive 
stress and shear stress respectively. Li et al [22] considered the variation in the 
aggregated octahedral ratio ~o/$3o as a function of the compression fraction 
(Ac) and shear fraction (As) 

Szz 
Ac + s z' (4a) 

~xz 
A, ~/S~ + S~2~ ' (45) 

but we find that  for examining the individual component  responses a more 
symmetrical representation of the relative proportions of shear and compres- 
sion can be made using the variables rc and rs, where 

2 
re = - arctan( Szz / Sxz ) , (5a) 

7r 
2 

rs ---- - a r c t a n ( S ~ z / S z z ) ,  (55) 
7r 

where clearly rc + rs = 1. For the present pat tern  of stresses (with non-zero 
deviators S ~  and S~z = - S ~ )  7c/2r~ is the angle between the principal 
compressive stress direction and the vertical (compression) direction. 

The A or r variables include the effects of rotation. They  can distin- 
guish, for example, between simple shear and pure confined compression even 
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though these may  have the same principal stress deviators.  The  special fea- 
ture of simple shear is tha t  there is a principal shear plane which does not 
rotate.  This results in the development of the strong single max imum crystal  
orientation fabric and the high ter t iary  flow rates (with mean enhancements  
,-~ 10-12) unique to simple shear. 

In Fig. 1 the quantities K8 = ~x~/S~z and Kc = ~z/S~z,  normalised by 
their values when the second stress is absent,  are plot ted using a log scale, 
against increasing relative compression Sz~/S~: or increasing relative shear 
S=~/S~z as appropriate ,  using re, and rs respectively. K~ and K~ may  be 
thought  of as flow relation coefficients or proportionalities.  
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Fig. 1. The influence of increasing compression on the shear rate and increasing 
shear on the compression rate for steady state tertiary flow. The normalised pro- 
portionalities of the component strain rates to the cube of the component stresses, 
K~ = ~=z/S~z for shear (crosses) and Kc = ~/$3= for compression (open circles), 
are plotted on a log scale against increasing relative proportion of the other compon- 
ent stress, parameterised by rc and r~ respectively. The prediction of the Glen-Nye 
flow law (solid curve) and the suggestions (12a, 12b) of the present study (dashed 
curves) are also shown 

The prediction of the Glen-Nye flow relations is tha t  for a given shear 
stress Sxz the addition of a compression with a deviator Szz increases the 
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strain rate above the value for shear alone as 

3 - 1  2 2 = tan2( rc), :k  o (~z /S~z)  = 1+ Szz/S~= = 1/As 2 1 + (6) 

while the addition of a shear stress Sxz would increase the compression ra te  
by 

2 2 ____ tan2( rs)  ko: ( zz/Si) = 1 + Sxz/Sz  = 1 + . (7) 

With our choice of variables these predictions bo th  correspond to the solid 
curve in Fig. 1, which is observed to lie between the two quite separated 
sets of da ta  points. The normalisations at r -- 0 expose the deviations from 
cubic dependence due to the presence of the other stress components .  A 
considerable degree of scatter  can be expected from experimental  da ta  over 
such a broad range of stresses and strain rates, but  in spite of this there 
is a clear indication tha t  the strain rate values for compression (circles) on 
average lie well above the Glen-Nye flow law curve while the values for shear 
(crosses) lie well below it, particularly for higher values of the relevant angles, 
i.e. for strong influence of the second component  stress. This means tha t  the 
addition of shear stress increases the ter t iary  compression rate  more than  
the isotropic law would suggest, while the addit ion of compression increases 
the ter t iary shear rate  less than suggested. Note tha t  normalising the curves 
at r = 0 has suppressed the fact tha t  the te r t ia ry  shear flow is enhanced 
by a factor of approximately four compared to the compressive response to 
the corresponding deviatoric stress. There  is relatively little effect of the 
additional stress in either case until the two deviators are comparable  (i.e. 
r .-~ 1/2), but for larger values the discrepancy becomes more marked.  I t  
should be noted tha t  the experimental  values of the proportionali t ies Ks and 
Kc displayed in Fig. 1 become less reliable as r approaches unity. This is 
because the corresponding component  strain rates are generally ra ther  small, 
since large values of rs or rc typically indicate a dominance due to one stress 
being small, rather  than the other being very large. 

Before considering a simple generalisation of the flow relations which 
might parameterise these deviations, we briefly consider the dependence of 
the ter t iary octahedral  shear stress on the propor t ion of shear to compres- 
sion. The variation in ter t iary octahedral  strain rates  over the full range of the 
da ta  is seen in Fig. 2 where the proport ionali ty Ko defined by Ko ~.tcr Iz3 
normalised at zero shear stress, is plotted against increasing relative shear 
using r~. 

In spite of the scatter there is a clear t rend to increasing values with 
increasing proportions of shear, smoothly approaching the rat io of the en- 
hancement  factors for shear and compression alone, Es/E~, as r8 approaches 
1. 
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Fig. 2. The proportionality between octahedral shear strain rate and the cube of 
octahedral shear stress (Ko = ~o/~'3o) is plotted (open circles) against increasing 
relative shear, parameterised by r,. The suggestion (12c) of the present study (solid 
curve) is also shown 

5 A Simple Generalised Flow Relat ion 
f o r  C o m b i n e d  S t r e s s e s  

As discussed earlier, the results for enhancement of flow for shear or com- 
pression stresses acting alone can be written in a form (3) which makes it 
explicit tha t  these enhancements really only inform us about  the single stress 
experiments. 

One could of course choose to retain the dependence on To by making 
the component enhancement factors functions which depend on the relative 
proportions of shear and compressive stresses. One particularly simple pos- 
sibility would be if the flow relations (3) applied, with constant Es and Ec 
values set by the independent shear and compression experiments, for all the 
combined experiments as well: 

• (Sa) Czz = EskoToSzz, 

~zz = EckoT2Szz .  (8b) 
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This would give a smoothly interpolating curve for the octahedral  strain rate 
in Fig. 2 

2 7I" /:~s - 2 "7t" " ~  • _t~r,o3 cos (~ r s )  + ~--ff2 sm (-~r~) (9) CO /j.D O r~ 

but it would not explain the different dependencies on stress proportions 
displayed in Fig. 1. 

Since for E8 ¢ E~ one no longer expects a simple connection between ~o 
and To this leads us to consider that  there may no longer be any dynamical 
significance in the octahedral shear stress in an anisotropic situation. This 
suggests that  it may be more useful to consider a weighted expression of the 
form 

cxz 2 2 2 ~2c2 ~S (10a) = gkoa(  a Sxz + t-" ~-'zzJ xz, 
~zz 2 2 2 ~2¢2 ~S (lOb) = -~ko3(a S~z + ,  ~'~zJ zz, 

E1/a ~1/3 where a = ~ and /3 = ~ are taken as constants. One could consider 
2 2 2 2 2 T2o = ~(a  Sx~ +/3 Szz ) as defining an anisotropic mean shear stress in the 

sense that  

~o = koT3o (11) 

replaces the usual Glen relation which holds for minimum creep rates and 
isotropic ice. 

This formalism, for E~/E~ = 4, provides the dashed curves in Fig. 1 and 
the curve in Fig. 2, corresponding to 

~ x z  /32 • 2/71. 
$3-- ~- ~ 1 + ~-~an t-~rc), (12a) 

~zz ~2 2 7"f 
S~-~ ~ 1 + ~-stan (~r~),  (12b) 

~ o  ( 2 7i" 0~2 • 2"71" . ' ~ 3 / 2  
--~-3 "~ ~cos (~rs )  + ~-~sm ( ~ r ~ ) )  (12c) 

These simple relations, constrained by the ratio of the enhancement factors, 
Es and Ec, observed for the limiting tests (r~ = 0 and rc = 0) in the present 
set of experiments, provide predictions for the proportionalities displayed in 
Figs. 1 and 2 that  are a substantial improvement over the simple Glen-Nye 
type flow relations. 

6 C o n c l u s i o n s  

The flow properties displayed in Figs. 1 and 2, and represented by the sugges- 
ted flow relations (10) contain both the direct influence of combined stresses 
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expected from a non-linear flow law, and the enhancements that are par- 
tially related to the development in tertiary flow of "compatible" ice crystal 
orientation fabrics (the "induced anisotropy"). 

The Glen-Nye flow law predicts an increase in component strain rates, for 
increases in the other component stress, through the corresponding increase 
in the oetahedral shear stress. From the experiments, the increase in tertiary 
compression rates from increasing shear stress is greater than the Glen-Nye 
law prediction, whereas the influence on tertiary shear rates of increasing 
compressive stress is less. 

A simple generalisation of the flow law for this particular geometry is 
suggested, which provides a description of the component flow relations that 
may be useful for ice sheet modelling. In this formulation the tertiary strain 
rates in combined shear and compression can be expressed in terms of the 
enhancement factors in shear alone and compression alone, through the para- 
meters a and ~, and the oetahedral shear strain rate at minimum creep. This 
suggests that for ice sheet models which only consider ~z to calculate the 
vertical profile of horizontal velocity through the ice sheet (the shallow ice 
approximation [30,31]) it may only be necessary to make efforts to include 
the effects of other stresses, compared to simply using S3z, when they are 
large relative to Sxz. 

The present experimental  geometry  would have direct applicabili ty to 
steadily divergent flow in ice caps such as Law Dome, East  Antarct ica,  where 
for the flow line from the summit  to Cape Folger the vertical compression 
appears  to be mainly accompanied by t ransverse ra ther  than  longitudinal 
extension [32]. 

A question still remains whether the relatively weak dependence of ter- 
t iary shear strain rates on compressive stress seen here applies for other 
combinations of vertical compression with horizontal extension, such as the 
unconfined compression case. Since the ter t ia ry  "induced" or "compatible" 
crystal orientation fabrics will differ from the present  cases, when unconfined 
compressive stresses are applied, there may  well be changes in the magni tude 
of shear strain rates, even if the direct influence of the additional compressive 
and extensive stresses is once again small. 

The fabrics produced by the confinement of compression in the shear 
direction appear  more favourable for the shear flow than  those produced 
by unconfined compression or transverse confinement. This means for these 
other cases the effect of compression in addition to the shear may be expected 
to increase the shear rate  even less than  in the longitudinally confined case 
addressed here. 

While the present results provide some insights into the combined stress 
si tuation with induced anisotropy, it will clearly be necessary to experiment-  
ally explore other combinations of shear and compressive stresses relevant 
to the stresses found in ice sheets, such as the unconfined and t ransversely 
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confined geometries previously discussed. A representative range of these can 
be studied by experiments with different ice sample geometries. 

In this paper  we have presented just  one facet of the results from a sub- 
stantial series of ice flow experiments.  For example it would also be possible 
to extract  from the present da ta  the dependence of enhancement  functions 
for the component  flow relations (generalising Es and Ec) on the relative 
stress parameters  rs or re, to suit the forms of (3) or (8). There  is clearly 
much scope for analysing the relationships between stresses, crystal  proper-  
ties, orientation fabrics and strain rates, and for examining the transi t ion to 
the ter t iary flow regime. 
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Abs t rac t .  The shallow ice approximation (SIA) is a popular scheme in glaciology 
by which non-linear Stokes flow in shallow geometries is approximately solved. The 
pseudoplastic thermomechanically coupled material behaviour is decoupled from 
the heat equation determining the temperature field. The remaining force balance 
and constitutive relations for the stress deviator are iteratively solved for given 
geometry and temperature field using the SIA as a starting solution and iteratively 
correcting it for the terms ignored in the SIA. The method is exact, i. e., the iter- 
ation scheme, if convergent, generates the exact Stokes flow solution to the given 
geometry and temperature field. Singularities close to the ice divide and the free 
surface are avoided. 

1 I n t r o d u c t i o n  

Virtually all numerical codes that  determine the three-dimensional velocity 
(and temperature)  distribution(s) in large ice sheets use the shallow ice ap- 
proximation (SIA) [10,11,13-15,19,20]. This approximation is the asymptotic 
limit of the Stokes flow equations if these equations are properly scaled and 
reduced to the lowest order limit in the aspect ratio parameter 

typical depth 

typical longitudinal extent" 

A regular perturbat ion expansion of the velocity and stress fields in c is known 
not to be uniformly valid; when an infinite viscosity law at zero strain rate 
(e. g. Glen's flow law) is used, then domes exhibit infinite mean curvature of 
the free surface at the zeroth order (see e. g., [3,21]). Furthermore,  under 
the same conditions first order stress corrections become singular at the free 
surface if the SIA is tried to be improved [14,16]. Both deficiencies can be 
remedied by introducing an finite viscosity law as suggested by many theor- 
etical and experimental glaciologists [4,8,13-15,17,20], but  this regularization 
does not, in general, produce solutions which are sufficiently close to the ex- 
act solution. Inclusion of O(e2)-solutions are needed to achieve sufficiently 
accurate results [3,18]. This makes the formal per turbat ion expansion fairly 
complicated and rather questionable as a means to improve the SIA-solution. 
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The amendation of the SIA has been tried during the last twenty years 
by a number of authors [2,5-7,9,13,14,21], but many proposed schemes are 
incomplete by omitting certain terms [2,5,9l claimed to be small; however, the 
procedures arriving at the respective inferences are often at variance among 
different authors, or certain schemes are simply ad hoc, not generalizable to 
three dimensional flows or not extendable to higher order accuracy [6,7]. A 
systematic iterative procedure, that is particularly apt to numerical integra- 
tion, does nevertheless exist; it starts essentially with the SIA and improves 
on it by successive iterations, making effective use in this integration proced- 
ure of the advantatages of the SIA strategy. 

Thermomechanical coupling can be handled, i. e., the geometry, velocity, 
stress and temperature fields be determined. The advantage of the solution 
technique is, that for given geometry and temperature field, the velocity and 
stress fields can be computed on the basis of differentiations and quadrat- 
ures alone. Only the evolution of the temperature and free surface geometry 
requires solutions of parabolic differential equations. 

The suggested integration procedure is not as systematical as the per- 
turbation scheme usually proposed [1,21], but if convergent this iteration 
method allows construction of the exact solution (which is formally never the 
case with the perturbation scheme). Furthermore, formulas are much simpler 
when this iteration scheme is used. 

2 T h e  M e c h a n i c a l  P r o b l e m  

In what follows we shall restrict ourselves to the purely mechanical problem, 
i.e., we suppose the geometry of the ice sheet and the temperature distribution 
to be given (e. g., from an earlier time step of the complete problem). This 
is done so here as a matter of convenience because of space limitations. The 
difficulty of the SIA lies with the determination of the stress and velocity 
fields rather than that of the temperature and free surface evolution. 

The basis of the ensuing analysis is the set of scaled field equations and 
boundary conditions of stress and velocity. In the non-dimensionM variables 
introduced by Greve [12] and Baral [1], the momentum equations of the Stokes 
flow take the forms 

ap ot.~ _ ~:&,  op o t~  _ ~2T,,, Op 
-O----x + Oz Oy + Oz Oz + 1 = c2Pz, (1) 

in which 

0,7,,] 

:= +-DV + a; ) 
(2) 
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In these equations, p, fi~ are the pressure and the deviatoric stress compon- 
ents and (x, y, z) are the horizontal and vertical directions of a Cartesian co- 
ordinate system; moreover, Tx, Ty and Pz are abbreviations defined in (2) and 

is the aspect ratio parameter; all quantitites are dimensionless. Equations 
(1) and (2) hold in the ice region between z = b(x, y, t) and z = h(z ,  y, t), 
where the functions b and h > b describe the base and free surface, respect- 
ively. 

Note tha t  when c --~ 0, (1) reduce to the zeroth order force balance equa- 
tions in the SIA. If we now regard the quantities (2) as prescribed, then (1) 
can be solved, i. e., integrated in the z-direction as in the SIA. The boundary  
conditions needed for this integration can be written as follows 

p = e 2 p h ,  t~ D = e 2 T x h ,  ty D = c 2 T y h ,  at z = h ( x , y , t ) ,  (3) 

with 

£2ph 2 D Oh D Oh : =  ~ ( - t ~ = ~  - t ~ = ~  + t=~), 

2 D O h  

2 D Oh 2 D" Oh 
e~Tyh : =  ~ t:~-5- U + ( -p  + ~ tyyJ~y. 

at z = h(x ,y , t ) .  (4) 

Integrating (1)s between 2 = z and 2 = h(.) subjected to the boundary  
condition (3)1 yields 

p(., z) = (h(.) - z) + pcorr(., z), 

pC°rr(., z) : =  ~ Ph ( . )  - Pz ( . ,  e ) a e  , 
J Z  

(5) 

(6) 

in which the argument (.) stands for (x, y, t), where t is time. This notat ion 
will be maintained throughout  the paper. 

In the same way the remaining equations (1)1,2 can be integrated. We 
illustrate the procedure for the determination of t o  and shall then only list 
the result obtained for ty D. The first step is to differentiate (5) with respect 
to x, which yields 

Ox -- Ox + e~ - e2 Pz(., 2)d2.. 
. I  z 

(7) 

Using this in (1)1 yields 

Ot~ D Oh 20Ph c2 0 f h ( . )  
0---~-- - Ox + ~ ~ - -~x , z  Pz(., 5")d2 + e2Tx, (8) 
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or, after an integration with respect to z 

z+ z - .o[=(.) F(.) pz(.,z)d tD~(., Z) dE 

¢ +~2 T~(., E)aE + gx(.) 
Jb(.) 

of which the integration function K~(.) can be determined by invoking the 
boundary conditions (3)2, (4)2. The final result, complemented by that for 
t yD ( . , Z ) , is 

t~D(., Z) ~ !  ") (h(.) - z) D corr. . - + t x :  t . ,  z ) ,  (9) 

0h_~(y') (h(.) D c°'r " t,~(., z) - o - z) + % t . ,  z), (10) 

where 

D corr txz (., z) = - e  20Ph(.)  (h(.) - z) + e2Txh(.) 
OX 

- e 2 T , ( . ,  ~)dE + e 2 P , ( . ,  7 )d  7 dE, (11) 
JZ JZ ~ X d 2  

D corr .  . 2 O R b ( . ) - - , ,  z )  + ~2T~h(.)  
ty z ( . , z )  = - ~  ~ t n t  .) - 

f hO) Lh() 0 L h() - e 2 Ty(., 2)dE + e 2 Pz(.,  z )d  -z dE (12) 
Jz  ~Y  J z  

are obviously the "longitudinal stress effects", correcting the SIA. The quota- 
tion marks are used because according to (2) and (4) the longitudinal stresses 
contribute to these corrections, but these are not the only amendations to 
these terms. 

Next, we wish to determine the velocity field such that it is corrected for 
the longitudinal stress effects. To this end, we write the constitutive relations 
for the horizontal shears and the continuity equation as follows 

20v~ Ovv = 21CtD A(O, ) f (a  ) _ e20vz Ov~ = 2~ tDza(o , ) f (~ )  _ e O----x' Oz Oy 
Oz 

Ov~ f Ov~ Ov u \ 
7 z  [ ~  + N )  ' (13) 

where the dimensionless temperature relative to the pressure melting point, 
0', is assumed to be a known function of position and time, and a is the 
effective stress defined by 

(72 = (txz)D 2 _~_(tyz)D 2 .gf- fi~l 2 [(tD)2 + (tyD)~ + (tD)2 + 2(tD)2!.  (14) 

0 .2 2 r r  
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Integrating (13) with respect to z yields 

vz(., z) = 2lC ~bl) tD~('' 2)A(O~ ('' 2))f(a(., 2))d2 

_ ~2 fb z aVz(., ~) (.) Ox d2 + V~,b(.), (15) 

// Vy(., z) = 2]C to(.,  2)A(t~'(., 2))f(a(., 2))d2 
(.) 

- C2~bb z OVz("2)d2+vy,b(.), (16) 
(.) Oy 

Vz(.,Z) =-- ~bb'(.) \I OV'("OX ~) + OVy(.,Oy ~) ) d2 + Vz,b(.), (17) 

in which Vx,b, Vy,b and Vz, b are the components of the sliding velocity at the 
base. For the no-slip condition, Vx,b = v +~ , etc., where v + is the velocity imme- 
diately below the base. The form of v + depends upon the interaction model 
between the ice, the lithosphere and the asthenosphere. Here we request that  

Ob(.) 1 ( b -  b~t + P H )  (18) 

where 1r~ is the dimensionless isostatic, relaxation time, about  0.3 (corres- 
ponding to 3000 years), bst(X, y) is the stationary bedrock at no ice cover, 
Hi .  ) --- hi. ) - b(.) and p~ ~. 3300 kgm -3 is the density of the asthenosphere. 

When basal sliding occurs, then V,b(.) can be computed from the following 
relationships, see Baral [1]: 

.~C ( Ob D 1 Ob'~ 
vx,b(.) =~+ + ~ p ~  +txz + ~ p ~ )  + (~s,)/°rr- ~ x  °°r~, 

+ +.TC ( Ob D 1 Ob'~ co~r Av ~or~ ~y,b(.)=~ ~ p ~ + t ~ + ~ p ~ ) + ( v s , ) ~  - ~ , 

Vz,b(.) (1 N----/)-'( 1 [(Vx,b(.)--v+) Ob = - V+z - ~ o - ;  

(19) 

(20) 

Ob ] f D Ob D ab ~ i v ~ corr ] 

(21) 

where 

N b = ~ l + e 2 ( O b ~  a ( O b ~  2, 
\Ox) + ~ kay) 

(22) 
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v ' cot, _e2.T'C r DOb D Ob 1 { (Ob'~ 3 
8zJ~ := ~ [t~x-~x+t~YOy Ng . (--P+e2t~D) \Ox] 

2 o ob (Ob~  ~ 
+ (-p +e %) ~ , v ~ ,  + t?~x + 2e%% ~ oU 

<~)  - 2 % ~ o y  ' 

e=Tc r ~ ob ~ ob 1 f = ~ ( Ob ~ ~ Ok 
(vsl)YC°r~:=- ~ [txy-Oxx+tyy-~y N~ t ( - P + e  tx~) \Ox] --Oy 

(ob~ ~ ~ob ~ .  ObfOb~ ~ +(--p+e2tyD) \Oy) +tz=N + 2e t ~  N \Oy )  

o (=4, -2t~z ~x Oy 2tyz -~y ' 

t sZ)z := -e2"T'C txx ~x + tyy \Oy] Ox Oy 

+ ~ + t ~ )  ) P ~ + t, oy) ) 

5 DOb 5tDOb D } ]  (25) 
+2t~-~z + 2 y~Oy - t= , 

Z~Vx corr  , - -  

A V y  c ° r r  . _  

e 2 [ Ob 
N-~ (v~,b(.)-v:) o--; 

ob -v : ) ]  ox' + (vM.)-~+) N - (~'b() o_b 

e 2 [ Ob 
N~ (Vx,b(.) -- V +) 0---~ 

Ob ] Ob 
+ (~M.)- v ? ) ~ -  (~,4.)- v~+)o--;, 

(26) 

(27) 

in which $-C is a frictional coefficient and all formulas hold for z = b(.). The 
formulas (19)-(27) describe a complete and exact interaction model between 
the Stokes flow of the ice sheet and the deforming lithosphere. 

It is understood that Vx,b and Vy,b as obtained from (19) and (20) are used 
in the evaluation of Vz,b in (21). Notice that  all variables (.)corr are of order 
e2; however, by omitting these terms, the remainig equations (19)-(21) do not 
correspond to the shallow ice approximation because some terms involving 
e do arise. Nevertheless, when all these additional e-terms are also omitted 
then the emerging equations are equivalent to the corresponding equations 
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in the shallow ice approximation. Furthermore,  it is not possible to addit- 
ively decompose the velocity components (15)-(17) into SIA contributions 
and corrections of these unless all functions containing the small parameter  
e are expanded in Taylor series expansions of e. Here we abstain from doing 
this, as an iterative solution procedure is suggested. 

How this iteration is performed will be explained below. Here, we proceed 
for the moment  and take the position tha t  the velocity field according to (15)- 
(17) is known. Then we may use the remaining stress-strain-rate relationships 

D D D to evaluate the longitudinal deviatoric stresses tzz , tyy, tzz and the shear stress 
tx D as follows 

tx D = 1 0% 
1CA(O')f(a) Ox '  

D = + 

D 1 Ovy 
tuv -- ~:A(O')f(cr) Oy ' 
tD - 1 (Or  v Ovx'~ 
zv 2]CA(O')I(a) \ Ox + Oy ] "  

(28) 

In these expressions, because of the nonlinear function f ( a ) ,  an additive de- 
composition of these deviatoric stresses in SIA contributions and corrections 
of these is not possible. 

This completes the derivation of the mechanical equations. For given geo- 
met ry  of the moving ice mass, i.e., for given b(.) and h(.) as well as for given 
tempera ture  or moisture fields all equations are exact ! Approximations are 
introduced by the iterative solution procedure suggested below. 

3 T h e  I t e r a t i o n  S c h e m e  

The guideline is tha t  the starting solution should be the zeroth order approx- 
imation of the SIA or possibly a solution even closer to the exact solution 
than this. Before explaining this in detail, notice that  in the above formulas 
(28) singular behaviour may arise whenever f ( a )  = 0 for a -- 0. This happens 
for all infinite-viscosity creep laws such as Glen's flow law f ( a )  = a n - l ,  n > 1 
and must be avoided. It occurs at the free surface and at ice divides when 2 O'covr 
is not accounted for. So to avoid computational  singularities, non-vanishing 
acor r 2  must be implemented at the very first computational  step, or a finite 
viscosity law must be applied. 

In what follows two iteration steps will be nested into each other in order 
to extend the SIA to incorporate the "longitudinal stress deviator effects" 
and non-shallowness contributions. The purpose of the inner i teration is to 
quickly move away from the singular behaviour of a possible infinite viscosity 
law by forcing a 2 to be different from zero. The outer iteration then accounts 
for the "non-shallowness". A complete separation of the two effects is not  
strictly possible (and not intended); they both are associated with the e- 
terms. We now describe how the iteration model operates. 
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S t e p  1: To initialize the iteration, we set all variables equal to zero, in par- 
ticular 

av~ av~ (,  z) = o, v , ( . ,  z) = vy(. ,  z)  = ~z(. ,  z) = - ~ £ ( . ,  z)  = a y  

= txz (., z) = ty~ (., z) = 0, (29) 

( ~ ) J ° r % ,  b) = (v,~)yc°~%, b) = (~,z)~c°~(., b) = O, 
~ oo~(., b) = ~ v ~ ° ° ~ ( . ,  b) = O, 

and we assume the functions 

z = h(.), z = b(.), 0' = 0'(., z) (30) 

to be prescribed. We also assign values to the following control variables 

smalll := 10 -4, small2 := 10 -4, con := 0, (31) 

and initialize a~o~2 (to avoid possible singularities) as follows 

2 I" 0, if a finite viscosity law is used, 
(32) 

O-~or~ = ~ smalll, for Glen's flow law. 

S t e p  2: Evaluation of the near SIA-stresses (which carry the label olc 0 

D °ld- ~ 0~__~(') (h(.) ty~ ( . , z ) = - ~ ( y  - t ~  [ . , z )  --  - z ) ,  D° ld"  . ") (h ( . )  z ) ,  

pold(. ,  z )  = (h ( . )  - z) .  (33) 

These stresses are not necessarily identical to the corresponding zeroth order 
stresses in the SIA, because h(.) may be the unfiltered function of the free 
surface. 

S t e p  3: Avoid singular behaviour and account for longitudinal stress de- 
viator effects, 

D corr 
t ~  = t ~  °'~ + t =  , 
tyDz D old D corr 

= ty  z + tyz  , 
2 D 2  D 2  O-otd = ( t ~ )  + ( ty~) , (34) 

p : pold  4_ pCOrr. 

Next we compute the sliding velocity components according to (19)-(21). 

S t ep  4: O-2 2 2 O'old -Jr- O-corr" 
With known initial stresses (34) the velocity field as given in (15)-(17) can be 
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computed, but they will differently be denoted (by attaching the label new) 
as 

f v~ ~ (., z) = 21c t,D(., e)A(O'(., 2))f(a(.,  2))d2 
(.) 

- e2fbZ OVz("5)d2+V~,b(.),  
(.) Ox 

// Vye~(., z) = 2A: tDz(., 2)A09'(. , 2))f(a(. ,  5))d2 (35) 
(.) 

Z 

v ~ ( . ,  z) = - Jb \ Ox + d2 + Vz,b(.). (.) ay ) 

Notice that  these contain e2-corrections both explicitly and implicitly (in the 
definition of a). 

S t e p  5: As the formulas (35) and the corresponding unprimed quantities 
are iteratives, a measure is needed to interpret this iteration. So, let 

d 2 := f [(v new - -  V x )  2 Jr- ( V y  e w  - -  V y )  2 q- (Vnz e w  - -  Vz) 2] dx 3, (36) 
J D  o m a i n  

where Domain is the entire ice sheet domain. So 

if d 2 < small2 and con= 0 then go to S t ep  7 else continue 
if d 2 < small2 and .con= 1 then go to S t ep  8 else continue 

S t e p  6: Having determined the velocities (35), the gradients 

Ov~( . ,~)  o~(~ ,.,z) &$~( . , z )  
Ox ' Oy ' Ox ' 

& ~ % , z )  &~°~(~ , . ,z) OvF~(. ,z)  

Oy ' Ox ' Oy 
(3r) 

can be computed, and with their help the deviatoric stresses 

1 Ovx new 
D , t~  = - ( t ~  + t~y), txD = ICA(O')f(~r) Ox 

l, = 1 ovyno~, 1 (av~n°~ a ~ ° ~ )  (38) 
tyy ldA(O')f(a) Oy t x D -  2lCd(O')f(er) \ -~x + 0---7 

be calculated. Because a ~ 0 ab initio, there is no danger that  (38) may 
become infinitely large. Next, 2 acorr can be updated, 

2 1 ~ ( ( t f ) ~  + (tvD)2 + (tD)2 + 2(tDy)2), (39) 



282 Dambaru Raj Baral, Kolumban Hutter 

and velocities renamed 

v~( . , z ) :=v~eW( . , z ) ,  v y ( . , z ) :=v~eW( . , z ) ,  V z ( . , z ) : = v ~ W ( . , z ) .  (40) 

If con= 1 go to S t e p  7 else go to S t e p  4. 

S t e p  7: Having performed this i teration the longitudinM-stress-deviator ef- 
fects are duly accounted for as far as they affect the creep response function 
(this is the most significant contribution), however their effect in the equilib- 

c o r r {  Z~ t D  cor r  rium equations has so far been set aside. So the quantities p ~., J, xz 
(.~ Z ) ,  ty zD corr(\., Z) must now be updated. To this end, one needs first to cal- 
culate 

OtD~ otDy OtyD otxD otDz OtyD otD~ (41) 

cOx ' cOx ' cOy ' cOy ' cOx ' cOy ' cOz " 

These quantities are needed to compute the fields 

z), z),  2Pz(., z), 
e2Ph(.,z),  e2Tzh(.,z), e2Tyh(.,z), (42) 

with the aid of which, using quadratures only, new values for the fields 

D c o r r .  . D corr  pCOrr(., z), t~z (., z), ty z (., z) (43) 

can be deduced. It is important  to realize tha t  these operations only involve 
quadratures.  We then update (vsL) c°rr and A v  c°rr according to (23)-(27). 

Having all these functions available we set 
con:= 1, 

which means that  the inner iteration loop is completed, and then go to 
S t e p  3. i.e., the same iteration is performed again. 

S t e p  8: Now both iterations are complete. 

The above program module is adequate for computations when the geo- 
met ry  and the temperature  field is prescribed. If convergent, it generates 
the exact solution to the Stokes problem. Some additional approximations 
are possible by ignoring certain terms, however, the decision whether certain 
terms can be ignored must come from explicit computations. 

A c k n o w l e d g e m e n t :  We thank R. Greve and an anonymous referee for help- 
ful comments of an earlier version of this paper. 
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Nested High-Resolution Modelling 
of the Greenland Summit Region 

R a l f  G r e v e  1, B e r n d  M f i g g e  1, D a m b a r u  B a r a l  1, O l a f  A l b r e c h t  2, 
a n d  A l e x e y  8 a v v i n  1 

l Institut fiir Mechanik III, Technische Universit~it Darmstadt,  Hochschulstrat3e 1, 
D-64289 Darmstadt,  Germany 

2Geographisches Institut, EidgenSssische Technische Hochschule Ziirich, Winter- 
thurerstrasse 190, CH-8057 Zfirich, Switzerland 

A b s t r a c t .  The dynamics and thermodynamics of the vicinity of Summit, the 
highest point of the Greenland ice sheet at 72 ° 34' N, 37 ° 38' W, is simulated over 
two climate cycles until the present with a high-resolution regional model coupled 
to a large-scale model of the entire Greenland ice sheet. For the computation of 
the age of ice, two different methods are applied, an Eulerian scheme which solves 
the advective age equation in a frame fixed in space and requires some artificial 
diffusion, and a Lagrangian particle-tracing scheme which follows the motion of ice 
particles and is diffusion-free. The transient simulation is based on the shallow-ice 
approximation which neglects normal stress deviators and shear stresses in vertical 
planes. For the simulated modern ice sheet, the velocity and stress fields are then 
re-computed in the Summit region by a first-order algorithm which includes these 
stresses. The measured ice topography as well as the temperature profiles of the 
boreholes GRIP and GISP2 are reproduced very well. The simulated Summit mo- 
tion of 16 ice thicknesses during the last 250,000 years gives a clue for understanding 
the origin of irregularities observed in the GRIP and GISP2 cores. In a 50 km re- 
gion around Summit, all stresses are of the same order of magnitude, so that  a very 
precise modelling of the ice dynamics, which is necessary for an accurate ice-core 
dating, requires that the shallow-ice approximation be locally abandoned. 

1 I n t r o d u c t i o n  

Summi t  is the  highest  point  of  the Greenland  ice sheet (Fig. 1), s i tua ted  
at 72 ° 34'  N, 37 ° 3 8 ' W ,  with an elevation of  3233 meters  above the  m e a n  
present  sea level and an ice thickness of 3029 meters.  In  the ear ly  1990's, 
two deep ice cores were drilled down to the bedrock  in the  region of  Summi t ,  
the  E u r o p e a n  core G R I P  (Greenland Ice Core Pro jec t )  direct ly  at  Summi t ,  
and the  Amer ican  core GISP2  (Greenland Ice Sheet Pro jec t )  28 ki lometers  
west of  Summit .  These cores provided a cl imate archive which reaches back 
more  than  200,000 years and comprises informat ion  abou t  pas t  surface tem- 
pera ture ,  a tmospher ic  composi t ion  etc. Further ,  the sur rounding  surface and  
bedrock  t o p o g r a p h y  was surveyed very  precisely, and the  measured  present  
t empera tu re  profiles of  the  core columns can be used to  val idate  s imula t ion  
results compu ted  by d y n a m i c / t h e r m o d y n a m i c  ice-sheet models.  
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Fig. 1. Surface topography of the modern Greenland ice sheet, by Letr@guilly et al. 
[22] (in km a.s.l., contour spacing 200 m). Shaded square: 160 x 160 km region 
around Summit for which the nesting procedure is applied. The heavy dashed line 
indicates the ice margin. 

A major problem is to relate the depth of the ice core to the age of the 
ice ("dating"). In principle it is possible to measure the age stratigraphically 
by following the seasonal cycle of suitable tracers; however, this method is 
limited by ice-layer thinning. Therefore, it is common practice to date the 
lower parts of an ice core by modelling the ice flow. The traditionally applied 
flow models are of the Dansgaard-Johnson type (Dansgaard and Johnsen [8]). 
The parameters of these one-dimensional, purely vertical models are adjusted 
to the conditions in the borehole using the ice velocity and snowfall derived 
from the borehole as input, and steady-state conditions are usually assumed. 

In this study, we apply the three-dimensional dynamic/ thermodynamic  
ice-sheet model SICOPOLIS (Simulation COde for POLythermal Ice Sheets, 
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Greve [13]) to the Greenland ice sheet as a whole in order to model the 
present state of the ice sheet as accurately as possible. A 160 × 160 km region 
around Summit, for which the precise surface and bedrock data  by Hodge 
et al. [16] are available, is modelled on a nested subgrid with the very high 
horizontal resolution of 4 km. This provides a detailed velocity field, which 
is then used to compute age-depth profiles for GRIP and GISP2 with an 
Eulerian scheme (fixed in space) as well as a Lagrangian, particle-tracing 
method. The simulated motion of the Summit in the course of t ime gives 
some hints to the origin of observed stratigraphic disturbances in the GRIP 
and GISP2 cores such as strongly inclined layers and overturned folds (Alley 
et al. [2]). 

In addition, a diagnostic run with the FOA (first-order approximation) 
algorithm by Blat ter  [4] and Albrecht [1] is carried out for the modern  time 
slice of the model output  of SICOPOLIS. This algorithm solves the stress 
equilibrium balances under inclusion of deviatoric normal stresses and shear 
stresses in vertical planes which are neglected in SICOPOLIS,  so tha t  the 
relevance of these stresses for the ice-sheet dynamics in the Summit region 
can be assessed. 

2 M o d e l l i n g  A p p r o a c h  f o r  t h e  G r e e n l a n d  I c e  S h e e t  

2.1 G o v e r n i n g  e q u a t i o n s  in t h e  sha l low- ice  approximation 

The large-scale dynamic and thermodynamic behaviour of ice sheets is de- 
scribed by a continuum-mechanical theory of polythermal  ice masses, which 
makes use of the small depth-to-length ratio (,,~ 10 -3) in typical ice sheets 
("shallow-ice approximation",  SIA); cf. Fowler and Larson [10], Greve [12], 
Hutter  [18,19]. The main consequences of this limit are the neglection of 
normal stress deviators, horizontal shear in vertical planes and horizontal 
changes of temperature  and water content on the large scale. Further,  inertia 
forces are negligible compared to pressure and stress gradients, so that  the 
momentum balance reduces to a balance of forces: 

Op Ot~ 
+ - -  - 0, 

Ox Oz 
Op + Oty____~ = O, 
Oy Oz 
Op 
Oz = pg' 

(1) 

where x, y, z are Cartesian coordinates (x and y span the horizontal plane, 
z is the vertical coordinate), p is the pressure, txz and tyz a r e  the horizontal 
shear stresses in horizontal planes, p is the ice density and g the gravity accel- 
eration. By vertically integrating these equations from an arbi t rary position 
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z to the free surface z = h(x, y, t) and implying stress-free conditions there, 
one obtains first from (1)3 the hydrostatic pressure distribution 

p = pg(h - z), (2) 

and then from (1)1,2 the simple expressions 

Oh 
t~z = - p g N ( h  - z),  

Oh 
ty~ = - p g ~ ( h  - z) 

oy 
(3) 

for the shear stresses. 
Rheologically, ice is described as a viscous fluid with a nonlinear, tempe- 

rature- and water-content-dependent viscosity. The two relevant components 
of the stress-stretching relation are 

OVy 
Ov~ = 2 E A ( T ' , w )  f (a ) t~z ,  = 2 E A ( T '  w ) f ( a ) t y ~ ,  (4) 
Oz Oz ' 

where v~ and vy are the horizontal velocity components, T r is the homologous 
temperature  (relative to pressure melting), w the water content, A(T' ,  w) the 
rate factor, E the flow-enhancement factor, a the effective stress (square 
root of the second invariant of the Cauchy stress tensor) and f ( a )  the creep 
function, for which 

= ( t L  + t~z)l/2 (5) 

and 

f ( a ) = a  n-1 with n = 3  (6) 

hold. The latter is known in the glaciological l i terature as Glen's flow law 
(Glen [11], Nye [25]). 

The horizontal velocity vector Vh = (Vx, Vy) follows from Eqs. (3), (4) 
and a vertical integration from the ice base z = b(x, y, t) to an arbi t rary z, 

V h = V b - -  C { T t ( z ) ,  ( z ( z ) ,  ( h  - z ) ;  IlVhl]) × V h ;  (7) 

the integral functional C is not explicitly given here. The basal sliding velocity 
Vb must be prescribed as a boundary condition, and the deformational part  
of the ice flow, Vh -- Vb, follows the direction of steepest surface descent, 
independent of the basal topography. 

The vertical velocity Vz can then be inferred from the continuity equation 
for density-preserving materials, 

Ovx Ovy Ovz 
Ox + -$gv + ~7~ = o. (s) 
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By integration from the ice base to the surface and application of suitable 
kinematic boundary conditions, it yields further the evolution equation for 
the ice thickness H, 

O H  
= - V .  q + a ~  - ab, (9) 

Ot 

where t is the time, q the vertically integrated horizontal velocity (mass flux), 
as the surface mass balance (accumulation minus ablation) and ab  the basal 
melting rate. 

Further evolution equations hold for the temperature in cold ice (temper- 
ature below pressure melting), the water content in temperate ice (temperat- 
ure at pressure melting), the temperature in the underlying lithosphere and 
the vertical motion of the lithosphere due to the varying ice load; these shall 
not be given here (see Greve [12]). 

2 .2  Large-scale ice-sheet mode l  S I C O P O L I S  

SICOPOLIS is a 3-d dynamic/thermodynamic ice-sheet model based on the 
continuum-mechanical theory of polythermal ice masses as sketched above. It 
simulates the time-dependent extent, thickness, velocity, temperature, water- 
content and age for a grounded ice sheet in response to external forcing. Fur- 
ther, possible basal layers of temperate ice (ice at pressure melting point) 
are detected with high vertical resolution by fulfilling the Stefan-type con- 
ditions at the cold-temperate-transition surface. External forcing is specified 
by (i) mean annual air temperature above the ice, (ii) surface mass balance 
(accumulation, surface melting), (iii) sea level surrounding the ice sheet and 
(iv) geothermal heat flux from below. The model has been described more 
extensively in the predecessors of this study (Greve [13,14], Greve et al. [15]). 

The model domain for the Greenland ice sheet consists of a 1640 × 2800 km 
rectangle in the stereographic plane with standard parallel 71°S, spanned by 
the coordinates x ,  y. Horizontal resolution is 40 km, so that the domain is 
discretized by 42 × 71 grid points. Vertical resolution is 51 grid points in 
the cold-ice column, 11 grid points in the temperate-ice column (if existing) 
and 11 grid points in the lithosphere column. Time steps are 5 years for the 
dynamic evolution (topography, velocity) and 50 years for the thermodynamic 
evolution (temperature, water content, age). 

2.3 Nes t ing  for the  S u m m i t  region 

As the aim of this study is to investigate in detail the dynamics and ther- 
modynamics of the Greenland ice sheet in the vicinity of Summit, a refined 
subgrid is applied for the 160× 160 km square around Summit shown in Fig. 1. 
In this region, the surface topography, bedrock and ice thickness has been 
surveyed in detail at 2 km spatial resolution (I-lodge et M. [16]; Fig. 2). The 
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resolution of the numerical subgrid is 4 km (refinement factor 10 with respect 
to the coarse grid), so that  the subgrid domain is discretized by 41 x 41 grid 
points. It is coupled to the coarse grid by boundary conditions at  its mar- 
gin which are interpolated field quantities of the coarse grid, and, in turn, it 
gives back the computed topography to the coarse grid at positions where 
coarse-grid and refined-grid points fall together (Savvin [29]). The time steps 
for the refined computations are 0.05 years for the dynamic evolution and 
0.5 years for the thermodynamic evolution. 
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Fig. 2. Zoom of the Summit region marked in Fig. 1, data by Hodge et al. [16]. (a) 
surface topography (contours, in km a.s.l., spacing 10 m). (b) ice thickness (in km, 
spacing 200 m). 

2.4 Eulerian age c o m p u t a t i o n  

For the age of ice (the elapsed time since the ice particles settled on the surface 
as snowflakes), .4, the purely advective (hyperbolic) evolution equation 

dA 
----- 1 (10) 

dt 

holds (d/dt denotes the material time derivative which incorporates ice move- 
ment), with the corresponding Dirichlet-type boundary condition 

.4(z -- hacc) -- 0 (11) 

in the accumulation zones at the free surface hacc(X, y, t). If regions of tem- 
perate ice exist, at the cold-temperate transition surface (CTS) the age is 
continuous. 
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Integration of Eq. (10) in the Eulerian frame of the numerical grid requires 
first to re-write it with the local t ime derivative O/Ot and explicit advection 
terms, 

OA OA OA OA 02A 
Ot + vx -~x + Vy -~y + Vz O--z = 1 + DA Oz 2 • (12) 

In order to achieve stable integration, the artificial vertical diffusion term 
DA (02A/Oz 2) is added on the right-hand side (Greve [13], Huybrechts [20]) 
and for the diffusivity DA the small value 5 • 10 -S m S s -1 is used. 

As the type of the age evolution equation has now changed from hyper- 
bolic to parabolic, artificial boundary conditions for the ablation zones of the 
free surface, habl(X, y, t), and the entire ice base, b(x, y, t), must be prescribed. 
Following Greve et al. [15], we use the Neumann-type conditions 

OA OA ( z = b  ) _ mage (13) 
~ZZ (Z:hab | )  : O, ~ Smean ' 

where Smean ~ 30 cm ice equiv, a -1 is the mean snowfall rate and mage = 200 
the thinning factor. 

The system (11), (12), (13) is integrated with an FTCS (forward time 
centered space) scheme and upstream discretization of the horizontal advec- 
tion terms. This is the s tandard age computat ion method of SICOPOLIS; 
however, its disadvantage is that  below approximately 85% depth the influ- 
ence of the diffusion term overrides the solution of the physical equation (10), 
so that  near the bedrock the results are not reliable (Calov et al. [6], Greve 
et al. [15]). 

2.5 L a g r a n g i a n  age  c o m p u t a t i o n  ( p a r t i c l e  t r a c i n g )  

The Eulerian age computat ion does not make efficient use of the very simple 
nature of Eq. (10). In the Lagrangian frame which follows the ice particles, 
this equation can be discretized in a straightforward way without any arti- 
ficial diffusion, and its solution becomes trivial. The numerical work in this 
approach is to find out for which positions in the ice body the solution holds, 
that  is, to compute the paths x( t )  (x is the position vector) of the ice particles 
travelling through the ice sheet. The corresponding evolution equation is 

dx 
d--[ = v(x ,  y, z, t), (14) 

where v denotes the velocity field in the ice sheet. 
The system of equations (10), (11), (14) is now solved directly in the 

cold-ice domain ( temperature below pressure melting). We exclude the small 
regions of temperate  ice for numerical simplicity, and because the presence 
of liquid water disturbs the well-defined strat igraphy anyway. The solution 
of Eq. (10) is very simple and leads to the statement tha t  in one year an 
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ice particle becomes one year older. However, the integration of Eq. (14) 
requires more numerical effort, it is performed by the conventional fourth- 
order Runge-Kutta scheme (Mfigge [24]). The initial condition for Eq. (14) is 
that  the trajectory of an ice particle deposited at time to in the accumulation 
zone of the ice sheet starts at the free surface, tha t  is 

= (xo, z = hacc(xo, yo, to)) .  (15) 

The end of a trajectory is reached when the ice particle leaves the cold-ice 
region by either crossing the free surface from below (ablation), or crossing 
the ice base (basal melting) or the CTS (if the cold ice is underlain by a layer 
of temperate ice). Further, for numerical reasons the tracing of a particle 
trajectory is stopped when the particle reaches a region with less than 500 m 
ice thickness, which occurs close to the margin of the ice sheet. 

Evidently, in order to solve Eq. (14) for particle trajectories, the three- 
dimensional velocity field v(x,t) as well as the topography (free surface, 
bedrock, CTS) of the ice body must be known. As SICOPOLIS provides 
these quantities only at the nodes of the numerical grid, which, in general, 
do not fall together with the positions x of the traced particles, a suitable 
interpolation procedure must be applied. For this, we use the values of the 
nearest-neighbour grid points and average them with weights proportional to 
the inverse distance to the position x. 

In this study, the particle-tracing algorithm is run diagnostically with 
the SICOPOLIS output for the modern time slice only. This implies tha t  the 
time dependence of the velocity and topography is neglected, and we compute 
trajectories and ages in a quasi-steady-state approximation based on modern 
streamlines instead of real trajectories. In order to avoid interpolating the 
spatially-scattered particle ages back on the numerical grid, the algorithm is 
further run backward in time, that  is, the particles of any ice column whose 
age is computed are traced back to the ice surface by applying the negative 
velocity field. As a by-product this method yields the geographic origin of 
the ice in a given column. 

Full coupling between SICOPOLIS and the particle-tracing algorithm 
with consideration of the time-dependent velocity field and re-interpolation 
of the computed ages from the cloud of particles on the numerical grid has 
not yet been implemented. This will be done in the near future. 

2.6 D iagnos t i c  f i r s t -o rde r  a p p r o x i m a t i o n  

Blatter [4] and Albrecht [1] developed an algorithm which allows the compu- 
tation of the force equilibrium in a glacier or an ice sheet of given topography 
and temperature beyond the shallow-ice approximation (SIA), that  is, under 
inclusion of normal stress deviators and shear stresses in vertical planes. This 
algorithm is based on Blatter's [4] first-order approximation (FOA), in which 
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the momentum balance is 

2 ot~ ot~ D ot~ ot~z Oh 
D x + ~-x + --~y + O z -- P g ~x ' 

20tyD Ot~ D Otzy Otyz Oh 
-~-y + -g~-y +-5~S + Oz Pg oy' 

(16) 

D D where t~x, tyy a r e  the normal stress deviators, and txy is the horizontal shear 
stress in vertical planes. The stress-stretching relation in FOA is 

cgvx 
= EA(T' ,  w) f (a)  tDx, 

~T 

OVy 
Oy 

Ovx 
Oy 
Ovx 
Oz 

OVy 

OVy 
- -  + -~--z = 

D EA(T' ,  aJ) f (¢)  tyy, 

2EA(T',  w) f (a)  t~y, 

= 2EA(T',  w) f (a)  t~ ,  

(17) 

= 2EA(T',  w) f (a)  tyz, 
Oz 

with the effective stress 
D D 2 2 .2 x l / 2  a = ((tDx) 2 + (tyDy) 2 + txxtyy + txy + txz + %z) , (18) 

and the creep function 

f (a)  = (a 2 + O'res) with n = 3 (19) 

(modified Glen's flow law with finite viscosity at zero stress, the residual 
s t r e s s  ares  is taken as 31.6 kPa, see Albrecht [1]). 

Provided the fields of temperature  and water content are known, eqs. (16), 
D D txy  (17) are seven equations for the seven unknown fields vx, vy, txx, tyy, , 

txz, tyz, which are completed by stress-free boundary  conditions at the free 
surface, 

ah  (2t~ x + Oh z=h 

(20) 
oh (2 t~  + t L )  - Oh z=h t~z - ~ ~ t ~  = 0, 

and a prescribed basal velocity (for instance, no-slip conditions). 
The FOA algorithm solves these equations by first discretizing the hori- 

zontal derivatives, and then applying a second-order Runge-Kut ta  scheme for 
the vertical derivatives of eqs. (16), (17)4,5. The Runge-Kut ta  scheme starts 
at the base and integrates the equations upward. Satisfaction of the surface 
condition (20) is achieved by iteratively determining appropriate values for 
the basal stresses. The FOA algorithm is used here to re-compute diagnostic- 
ally the velocity and stress fields originally computed by SICOPOLIS in the 
nested Summit region for the modern state of the Greenland ice sheet. 
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3 S i m u l a t i o n  S e t - u p  

The past evolution of the Greenland ice sheet as well as its present state 
are simulated with the paleoclimatic simulation gf004 from 250,000 years 
BP until today, initialized by a previous 100,000-year steady-state run for 
the conditions at 250,000 years BP. The simulation is driven by the surface- 
temperature history inferred from the GRIP ice core (Johnsen et al. [21]) 
and the piecewise linear sea-level scenario by Greve et al. [15], and for the 
present reference state of the surface temperature the parameterization given 
by Reeh [28] is used. The accumulation input is based on the data by Bolzan 
and Strobel [5], Ohmura and Reeh [26] and Wilhelms [31] (gridded by Greve 
et al. [15]), modified by a time-dependent factor coupled linearly to the 
surface-temperature deviation from today (Greve [14]). Surface melting is 
modelled by a degree-day approach (Reeh [28]) with the parameters/3snow =- 
3 mmw.e .d - lK  -1 (snow melt), /3ice = 7 . . .10  mmw.e .d - lK  -1 (ice melt, 
linear increase from 60°N to 80°N), Pmax -- 60% (tim saturation rate) and 
Tair = 10.. .  21 K (amplitude of the annual surface-temperature variation, 
linear increase from 60°N to 80°N) (Greve et al. [15]). Bedrock topography is 
by Letrdguilly et al. [22], complemented by Hodge's et al. [16] high-resolution 
data for the Summit region. Further model parameters are listed in Table 1. 

The particle-tracing algorithm is fed by the topography and velocity field 
of the simulated present ice sheet, and it is integrated over 500,000 years 
with a time step of 5 years. As explained above, this yields the age profiles 
for selected ice columns in quasi-steady-state approximation. 

A diagnostic run with the FOA algorithm is performed for the modern 
time slice in the refined region around Summit (simulation gf013). This yields 
high-resolution velocity and stress fields including the normal stress deviators, 
tx[)x, tiyy,D and the shear stress in vertical planes, txy, which are neglected in 
the SIA on which SICOPOLIS is based. 

4 R e s u l t s  a n d  D i s c u s s i o n  

4.1 Simula t ion  gf004: shallow-ice app rox ima t ion  

The set-up of simulation gf004 results from the optimization process carried 
out by Greve [14], Greve et al. [15] in order to achieve optimum agreement 
between the simulated and the real modern Greenland ice sheet. Therefore, 
the simulated large-scale properties of the ice sheet fit the measured ones 
in an excellent fashion, which is demonstrated in Table 2 for the total ice 
volume, Vtot, the maximum elevation of the ice surface above the present 
sea level, hmax, the ice-covered basal area, Ai,b, the distance between the 
simulated Summit and GRIP, dGmp, the ice thickness at GRIP, HcRIp, the 
age of the basal ice at GRIP, Ac~tip, the basal temperature at GRIP, TGRIP, 
the basal temperature at Camp Century, Tcc, the basal temperature at Dye3, 
TDye3 and the surface velocities at EGIG stations T4, TA15 and TA31, VT4, 
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Table  1. Physical parameters used in the simulations. 

295 

Quantity Value 

Gravity acceleration, g 
Density of ice, p 
Power-law exponent, n 
Rate factor, A(T',w) 

Flow-enhancement factor, E 
Heat conductivity of ice, 
Specific heat of ice, c 
Latent heat of ice, L 
Clausius-Clapeyron gradient,/3 
Basal sliding velocity, Vb 

Geothermal heat flux, qgco 
Isostatic time lag, TV 
Asthenosphere density, p~ 
Density x specific heat of the 
lithosphere, prCr 
Heat conductivity of the 
lithosphere, /~r 

9.81 ms  -2 
910 kgm -3 
3 
Cold ice: Arrhenius law 1 
Temperate ice: linear dependence on a31 
1 (interglacial ice), 3 (glacial ice) 
9.828 e -°°°57 T[K] W m -  1K-1 
(146.3 + 7.253 T[K]) J k g - l K  -1 
335 kJkg -1 
8.7. 10 -4 K m  -1 
Cold base: no-slip 
Temperate base: Weertman-type sliding 1 
65 m W m  -2 
3000 a 
3300 kg m -3 

2000 k J m - a K  -1 

3 W m - I K  -1 

1For details see Greve et al. [15]. 

YTA15 and  VTA31 (Hofmann [17]). The poor  agreement  for TDye3 was already 
reported by Greve et al. [15] and is probably  due to a local phenomenon not 
included in the model, for instance an exceptionally low geothermal  heat flux. 

Fig. 3 depicts for simulation gf004 the a i r - tempera ture  forcing ATma, the 
sea-level forcing Zsl, the ice thicknesses H at G R I P  and at GISP2,  HGRIp 
and HGISP2, and the basal tempera tures  T b at G R I P  and GISP2,  TGRIP and 
TGISp2. The results are very similar to those of Greve [14], which were based 
on a coarse-grid spacing of 20 km without  a high-resolution subgrid in the 
Summit  region. The thicknesses follow the a i r - tempera ture  forcing in phase, 
because central Greenland is virtually not affected by ablation, but  reacts 
most  sensitively to changes of the accumulat ion ra te  which is larger during 
warm climates. However, owing to the lagged response of the ice sheet to 
these changes, the rapid climate oscillations during the Wisconsin ice age are 
filtered out to a large extent. By contrast ,  the basal t empera tures  show an 
anticyclic behaviour, tha t  is, they are lowest during the warm Eemian and 
Holocene interglacials. This is so because ice flow is more pronounced during 
interglacial conditions, which leads to a larger advection of cold surface ice 
downward. The variation is only 3°C for the entire period of 250,000 model 
years, so that  the surface signal which varies by as much as 27.7°C is strongly 
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damped.  The  s imulated basal  t e m pe ra t u r e  at  GISP2  is always some t en th  
degrees higher t han  tha t  of  GRIP .  

Tab le  2. Simulated (gf004) and measured data for the modern Greenland ice sheet. 

Simulation Data 
Vtot [106 km 3] 2.815 2.828 
hmax [km a.s.1.] 3.214 3.233 
Ai,b [106 km 2] 1.672 1.682 
dGRIP [km] 30.88 0.0 
/-/GRIP [km] 2.955 3.029 
-AGRIP [ka] 257.13 ,.~ 250 
TGRIP [o C] -8 .92 -8.56 
Tcc [°C] -10.05 -13.0 
TDye3 [°C] -2 .72 -13.22 
VT4 [ma -1] 123.64 102.98 
VTA15 [ma -1] 48.89 47.75 
UTA31 [ma -1] 14.43 14.85 

The simulated Vtot, Ai,b, Tcc, TDye3~ VT4, VTA15, VTA31 are based on the coarse-grid 
computation, hmax, dGRIP, HGRIP, ~4GRIP, TGRIP on the refined-subgrid computa- 
tion for the Summit region. 
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Fig. 3. Simulation gf004: Air-temperature forcing ATtar, sea-level forcing Zsl , ice 
thicknesses H at GRIP (solid) and GISP2 (dash-dotted), basal temperatures Tb at 
GRIP (solid) and GISP2 (dash-dotted). 
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The simulated surface topography and ice thickness in the Summit region 
are shown in Fig. 4. Comparison with the data  of Fig. 2 reveals a very good 
agreement for the surface and an excellent agreement for the thickness. The 
simulated Summit is situated approximately 31 km north-north-west  of the 
real Summit at GRIP, and the maximum discrepancy for the ice surface is 
40 m in the south-western corner of the region, which is slightly more than 1% 
of the typical ice thickness. Due to the high numerical resolution of 4 km, even 
many fine-structures of the ice thickness are reproduced in an unprecedented 
way. 
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Fig. 4. Simulation gf004: The present vicinity of Summit. (a) simulated surface 
topography (contours, in km a.s.l., spacing 10 m), Summit path during the model 
time t = - 2 5 0 . . . 0  ka (thick line). (b) simulated ice thickness (in km, spacing 
200 m). Open circles denote the simulated modern Summit position ~.. 31 km 
north-north-west of GRIP. 

The path of the simulated Summit position during the 250,000 model 
years, which is also plotted in Fig. 4, shows a total  variation of 24 km (eight 
ice thicknesses) in west-east direction, and 48 km (sixteen ice thicknesses) in 
north-south direction. As a consequence, the recent ice column at Summit 
experienced strongly varying three-dimensional flow conditions in the past, 
reaching from vertical compression and horizontal extension (pure shear, at 
times when the Summit was very close to the present one) to simple-shear 
conditions in virtually all directions (at times when the Summit was some 
ice thicknesses away). Therefore, this divide migration may contribute to 
the formation of irregularities such as strongly inclined layers and, perhaps, 
overturned folds, which have been observed in the GRIP  and GISP2 cores 
(Alley et al. [2]) and destroy potentially the stratigraphy. 

These varying flow conditions at Summit are further  illustrated by Figs. 5, 
6, which show the high-resolution velocity field for west-east and north- 
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Fig.  5. Simulated (gf004) ice velocities in the refined-subgrid region, for a 
west-east transect across the simulated modern Summit. Time slices at 
127,000 years BP (EIVM, panel a), 21,000 years BP (LGM, panel b) and the present 
(panel c). The simulated present Summit position is indicated by the heavy lines. 
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Fig. 6. Simulated (gf004) ice velocities in the refined-subgrid region, for a 
north-south transect across the simulated modern Summit. Time slices at 
127,000 years BP (EIVM, panel a), 21,000 years BP (LGM, panel b) and the present 
(panel c). The simulated present Summit position is indicated by the heavy lines. 
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south transects across the simulated modern Summit and for time slices at 
127,000 years BP (EIVM), 21,000 years BP (LGM) and the present. Natur- 
ally, the modern ice flow at the Summit column is of dome type, that is, pure 
shear with the velocity vector pointing downward throughout the column. In 
the EIVM and the LGM, however, the ice flow at the present Summit has a 
distinct component westward and southward, so that simple shear prevails. 
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Fig. 7. Temperature-depth and age-depth profiles for GRIP and GISP2. Solid tem- 
peratures: computed by simulation gf004. Dashed temperatures: measured profiles 
(Cuffey et al. [7], Johnsen et al. [21]). Solid ages: computed by simulation gf004, 
Eulerian method. Dash-dotted ages: computed by simulation gf004, quasi-steady- 
state particle-tracing method. Dash-dot-dotted ages: computed by simulation gf013, 
quasi-steady-state particle-tracing method. Dashed ages: current profiles by Dans- 
gaard et al. [9], Meese et al. [23], Sowers et al. [30]. 

Fig. 7 depicts the computed temperature and age profiles (the latter with 
the Eulerian and particle-tracing method, below referred to as "EM" and 
"PT", respectively) for GRIP and GISP2, and compares them with meas- 
ured temperature profiles (Cuffey et al. [7], Johnsen et al. [21]) and current 
datings which stem from a combination of stratigraphic techniques and simple 
ice-flow modelling (Dansgaard et al. [9], Meese et al. [23], Sowers et al. [30]; 
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below referred to as "ST/SIFM"). The agreement for the temperature, which 
has already been very good in the previous study by Greve [14], is now almost 
perfect as a consequence of the high-resolution subgrid; maximum discrep- 
ancies are less than I°C. This demonstrates that the ice flow (which affects 
the temperature field strongly due to horizontal and vertical advection) is 
captured very adequately in the Summit region, a necessary prerequisite for 
reasonable age computations. 

For the upper 1500 meters of the two cores, the three shown datings 
EM, PT and ST/SIFM fall together very closely. Here, ST/SIFM is based on 
annual-layer counting and therefore very precise; the good agreement with 
EM and PT is therefore a further validation for the computed flow field. Fur- 
ther down, both EM and PT provide ages approximately one third less than 
ST/SIFM. Even though some care is required in interpreting these findings, 
the large accuracy for the temperature profile indicates that the EM and PT 
results may be more realistic than the previous ST/SIFM results based on 
less sophisticated modelling approaches. 

Large discrepancies become evident for the lowest 500 meters of the cores. 
In these parts, EM suffers from the applied numerical diffusion (section 2.4; 
cf. also Calov et al. [6]), even though the choice of mage yields a basal age 
very close to the value of ST/SIFM (see also Table 2). As discussed in sec- 
tion 2.5, PT does not have this disadvantage due to the Lagrangian approach. 
However, its accuracy is still limited by the quasi-steady-state mode which 
provides too small ages because the ice particles are traced on the basis of 
modern ice velocities only which are rather large due to the interglacial cli- 
mate conditions. A fully coupled SICOPOLIS/PT simulation in which the 
ice particles experience smaller velocities during glacial periods would cer- 
tainly provide larger ages in the lower parts of the core columns. Thus, once 
the coupling between SICOPOLIS and PT is achieved, PT has the potential 
to provide very accurate ages also close to the bedrock where EM becomes 
unreliable. 

4.2 S imula t ion  gf013: diagnostic first-order approximation 

The velocities and stresses computed with the diagnostic FOA simulation 
gf013 for the modern time slice are shown in Figs. 8, 9. The velocity distri- 
butions in the two transects look very similar to those of the SIA simulation 
gf004 (Figs. 5c, 6c). However, in the immediate vicinity of the Summit, the 

D D and absolute values are larger as a consequence of the contribution of t~x, tyy 
txy to the effective shear stress (18), which makes the ice softer. In Fig. 8a, a 
slight numerical instability becomes evident close to the western and eastern 
margin of the domain, which consists of a flip-flop behaviour of the velocity 
vectors between adjacent grid points. 

The horizontal shear stresses, t~z, t~z, do not deviate distinctly from the 
SIA solution, which consists of a linear increase with depth and a propor- 
tionality to the local surface slope. By contrast, the normal stress deviators, 
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tDxz, tyy,D and the horizontal shear stress in vertical planes, t=~, which do not 
play a role in the SIA, are generally larger in the upper parts  of the ice 
sheet because of larger horizontal velocity gradients. Figs. 8c, d reveal very 
clearly that  these non-SIA stresses are most significant within a ca. 50 km 
circle around Summit, where they exceed 10 kPa and are of the same order 
of magnitude as the horizontal shear stresses. Very close to the margins, the 
computed stresses become part ly spurious, which is certainly related to the 
numerical velocity wiggles reported above. 

As a further illustration of the relevance of non-SIA contributions to the 
ice dynamics, the profiles of the horizontal velocities, the horizontal shear 
stresses and the normal stress deviators are presented in Fig. 10 for the 
Summit of simulation gf013. In the SIA, v=, vy, t=z and t~z are zero over 
the entire profile at an ice dome, whereas the computed FOA solution yields 
small, yet non-vanishing values of up to 0.1 m a  -1 for v~, vy, and of up to 
1.5 kPa for t=~, ty~. These stresses are far outweighed by t=~ and t~y with 
maximum values of 45 kPa and 7 kPa, respectively, in the upper par t  of the 
Summit column. 

In addition to the EM and P T  age profiles of simulation gf004 discussed 
in the previous section, Fig. 7 also shows the age profiles for GRIP  and 
GISP2 computed with P T  using the output  of simulation gf013. Evidently, 
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the computed ages are approximately one third smaller than the PT ages of  
simulation gf004, which is due to the larger FOA velocities in the Summit  
region. Even though the absolute values are certainly unrealistic due to the 
quasi-steady-state mode  which is also applied here, this demonstrates  that  
the inclusion of normal-stress effects in the determination of the velocity field 
has a non-negligible influence on computed ages in the Summit  region. In the  
lowest ca. 50 meters of  the core columns,  the PT scheme produces heavily 
oscillating, meaningless ages due to l imitations of the spatial resolution of 
the velocity field; these oscillations are not depicted. 

5 C o n c l u s i o n s  

The dynamics and thermodynamics  of  the Greenland ice sheet was s imulated 
with the three-dimensional ice-sheet model  SICOPOLIS.  For a 160 × 160 km 
region around Summit ,  a nesting procedure was applied which allows a high- 
resolution treatment of this region. Main results are: 

• Very good to excellent agreement between the simulated and the meas-  
ured ice sheet geometry. 

• During the last 250,000 years, the basal temperature in the Summit  region 
varied only slightly, and was always below pressure melting. 
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• The Summit moved by 16 ice thicknesses in this period. This entails 
strongly varying flow conditions for the modern Summit position. 

• The computed datings for GRIP and GISP2 agree well with current dat- 
ings (Dansgaard et al. [9], Meese et al. [23], Sowers et al. [30]) down to 
1500 meters depth. ~ r t h e r  down, our results indicate by approximately 
one third lower ages. For the last ca. 400 meters above the bedrock, the 
EM ages are falsified by artificial diffusion, and the P T  ages suffer from 
the quasi-steady-state approximation applied for this method. 

• Normal stress deviators and shear stresses in vertical planes, which are 
neglected in the widely used shallow-ice approximation, are important  in 
a ca. 50 km circle around Summit. They  tend to increase the ice velocities 
and should thus be accounted for when at tempting to compute precise 
datings for GRIP and GISP2. 

Future work will therefore comprise the full coupling between SICOPOLIS 
and the particle-tracing algorithm in order to capture the impact of the time- 
dependent velocity field on the particle paths. Once this is achieved, a very 
precise method will be at hand in order to compute diffusion-free age-depth 
profiles down to the bedrock. ~ r t h e r m o r e ,  a simpler and more efficient al- 
gorithm for the inclusion of non-SlA stresses in the Summit region, based 
on a perturbat ion analysis of the model equations for ice sheets (Baral [3]), 
is currently under development. This will allow to carry out t ime-dependent 
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simulations over long periods under inclusion of non-SIA stresses, instead 
of the diagnostic assessment conducted here with the extremely CPU-t ime-  
consuming FOA algorithm. 
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Numerical  Age Computat ion  of the Antarctic 
Ice Sheet for Dating Deep Ice Cores 
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Abst rac t .  The application of two different methods for the computation of the 
age of ice is discussed within the frame of numerical ice sheet modelling. The first 
method solves the purely advective equation for the age field in the Eulerian frame, 
which requires the addition of a numerical diffusion term to stabilize the solution 
and therefore produces arbitrary results in a near-basal boundary layer. The second 
method makes more efficient use of the simplicity of the equation in the Lagrangian 
frame by tracing particle paths in the flowing ice body, and it does without artificial 
diffusion. 

We compute the age field for the Antarctic ice sheet with both methods for 
a time-dependent simulation driven by a 242200 year surface temperature history 
derived from stable isotope data of the Vostok deep ice core, and discuss the differ- 
ences of the age computation schemes. Emphasis is put on two regions: (i) western 
Dronning Maud Land (DML), where reconnaissance for a deep ice core within the 
European Project for Ice Coring in Antarctica (EPICA) is currently carried out, 
and (ii) the eastern part of central East Antarctica with the deep-ice-core loca- 
tions Vostok and Dome C (the former completed, the latter currently drilled within 
EPICA). The Eulerian scheme provides good results except for the lower parts of 
the ice sheet where the numerical diffusion falsifies the computed ages. The particle- 
tracing scheme does not show this shortcoming; however, it yields ages generally 
somewhat too small because it does not yet account for the time-dependence of the 
ice flow. 

1 I n t r o d u c t i o n  

Ice cores are a valuable archive of the past climate containing data  on the 
C02, CH4 and dust contents of the atmosphere as well as proxy data  on the 
atmospheric temperature. One major problem is to relate the depth of the 
ice core to the age of the ice, which is called dating of ice cores. In principle 
it is possible to measure the age stratigraphically by following the seasonal 
cycle of suitable tracers; however, this method is limited by ice-layer thinning. 
Therefore it is common practice to date the deeper parts of an ice core with 
the help of an ice-flow model. The traditionally applied flow models are of 
the Dansgaard-Johnson type [3]. The parameters of these one-dimensional, 
purely vertical models are adjusted to the conditions in the borehole using the 
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ice velocity and snowfall derived from the borehole as input, and steady-state 
conditions are usually assumed. 

In this study, we discuss an alternative approach to ice-core dating based 
on the application of a transient, three-dimensional, dynamic/ thermodyna-  
mic ice-sheet model (SICOPOLIS, Greve [6]). This model computes the engla- 
cial velocity field and therefore need not be driven by velocity measurements 
in the borehole. A further advantage is that  an ice core can be dated prelim- 
inarily before it has actually been drilled. 

Two different age-computation schemes are implemented in SICOPOLIS: 

• Solution of the advective age equation in the Eulerian frame with the aid 
of some numerical diffusion (Huybrechts [11], Calov et al. [2]). 

• Tracing of ice particles along their flowlines, connected with the age com- 
putation in the Lagrangian frame (Miigge [16]). 

We compare both methods for a simulation of the Antarctic ice sheet. The 
attention is hereby focussed on two regions, namely (i) western Dronning 
Maud Land (DML), where ongoing field work prepares an ice core within 
the European Project for Ice Coring in Antarctica (EPICA, Jouzel et al. 
[14]), and (ii) the eastern part of central East Antarctica, where the ice cores 
Vostok (completed) and Dome C (EPICA, currently drilled) are situated 
(Fig. 1). For Vostok, the computed age profiles are further compared with 
the "Geophysical Metronome Time Scale" provided by Salamatin et al. [18]. 

2 M o d e l l i n g  o f  t h e  A n t a r c t i c  I c e  S h e e t  

2.1 I ce - shee t  m o d e l  S I C O P O L I S  

SICOPOLIS is a 3-d dynamic/ thermodynamic ice-sheet model based on the 
continuum-mechanical theory of polythermal ice masses [1,5,8,9]. It simulates 
the time-dependent extent, thickness, velocity, temperature,  water-content 
and age for a grounded ice sheet in response to external forcing. Further, 
possible basal layers of temperate ice (ice at pressure melting point) are de- 
tected with high vertical resolution by fulfilling the Stefan-type conditions 
at the cold-temperate-transition surface. External forcing is specified by (i) 
mean annual air temperature above the ice, (ii) surface mass balance (accu- 
mulation, surface melting), (iii) sea level surrounding the ice sheet and (iv) 
geothermal heat flux from below. A more detailed description of SICOPOLIS 
can be found in Greve [6], Greve et al. [7]. 

The model domain for the Antarctic ice sheet consists of a 5341 × 4796 km 
rectangle in the stereographic plane with s tandard parallel 71°S, spanned by 
Cartesian coordinates x, y (the vertical coordinate is z). Horizontal resol- 
ution is 109 kin, so that  the domain is discretized by 50 x 45 grid points. 
Vertical resolution is 51 grid points in the cold-ice column, 11 grid points in 
the temperate-ice column (if existing) and 11 grid points in the lithosphere 
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Fig. 1. Surface topography of the modern Antarctic ice sheet~ by Drewry [4] 
(without ice shelves; in km a.s.l., contour spacing 500 m). Solid rectangle: DML; 
the small triangle within marks the proposal by Savvin et al. [20] for the EPICA 
drillsite position. Dashed square: Eastern part of central East Antarctica with the 
ice core positions Vostok (small square) and Dome C (small circle). 

column. Time steps are 2.5 years for the dynamic evolution (topography, ve- 
locity) and 50 years for the thermodynamic evolution ( temperature,  water 
content, age). 

2.2 N e s t i n g  for D r o n n i n g  M a u d  L a n d  

In order to provide model support  for the planned EPICA core in DML, 
Savvin et al. [20] introduced a refined subgrid for the 872 x 436km rect- 
angle shown in Fig. 1, which is also applied here. Horizontal resolution of 
the subgrid is 10.9km (refinement factor 10), so that  the subgrid domain is 
discretized by 81 x 41 grid points. It is coupled to the coarse grid by boundary  
conditions at its margin which are interpolated field quantities of the coarse 
grid, and, in turn, it gives back the computed topography to the coarse grid 
at positions where coarse-grid and refined-grid points fall together (Savvin, 
[19]). The time steps for the refined DML computations are 0.1 years for the 
dynamic evolution and 1 year for the thermodynamic evolution. 
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2.3 Eulerian age computation 

For the age of ice (the elapsed time since the ice particles settled on the surface 
as snowflakes), A, the purely advective (hyperbolic) evolution equation 

dA 
d-T = 1 (1) 

holds (t is time, d/dt denotes the material t ime derivative which incorporates 
ice movement),  with the corresponding Dirichlet-type boundary condition 

A(z=hacc) = 0 (2) 

in the accumulation zones at the free surface hate(x, y, t). If regions of tem- 
perate ice exist, at the cold-temperate transit ion surface (CTS) the age is 
continuous. 

Integration of Eq. (1) in the Eulerian frame of the numerical grid requires 
first to re-write it with the local t ime derivative cq/Ot and explicit advection 
terms, 

OA OA c~A OA 02A 
o-T + v~ ~x  + v~ ~ + vz Oz  = 1 + DA Oz2 ' (3) 

where V~,y,z are the velocity components in x-, y- and z-direction. In order to 
achieve stable integration, the artificial vertical diffusion term DA (c92A/Oz 2) 
is added on the right-hand side [6,11], and for the diffusivity DA the small 
value 5 . 1 0  -s  m 2 s -1 is used. 

As the type of the age evolution equation has now changed from hyper- 
bolic to parabolic, artificial boundary conditions for the ablation zones of the 
free surface, habl(X, y, t), and the entire ice base, b(x, y, t), must be prescribed. 
Following Greve et al. [7], we use the Neumann-type conditions 

OA (z = h a b l )  : 0 ,  OA T/~ag e 
0 z  7zz (z = b) = S,~oan' (4) 

where S m e a n  : 2.4 cm ice equiv, a -1 is the mean snowfall rate and triage ~-~ 200 
the thinning factor. 

The system (2), (3), (4) is integrated with an FTCS (forward time centered 
space) scheme and upstream discretization of the horizontal advection terms. 
This is the standard age computat ion method of SICOPOLIS; however, its 
disadvantage is that  below approximately 85% depth  the influence of the dif- 
fusion term overrides the solution of the physical equation (1), so that  near 
the bedrock the results are not reliable (Calov et al. [2], Greve et al. [7]). 

2.4 Lagrangian age computation (particle tracing) 

The Eulerian age computation does not make efficient use of the very simple 
nature of Eq. (1). In the Lagrangian frame which follows the ice particles, 
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this equation can be discretized in a straightforward way without any arti- 
ficial diffusion, and its solution becomes trivial. The  numerical work in this 
approach is to find out for which positions in the ice body the solution holds, 
that  is, to compute the particle paths x( t )  (x  is the position vector, see 
Fig. 2). The  corresponding evolution equation is 

dx 
d--[ = v(x ,  y, z, t), (5) 

where v denotes the velocity field in the ice sheet. 

A 

x~y 

Fig. 2. Path of an ice particle through an ice sheet, starting from the deposition 
point A on the surface, along the positions B, C, D, until position E where the 
particle leaves the ice sheet by melting or calving. 

The system of equations (1), (2), (5) is now solved directly in the cold-ice 
domain ( temperature  below pressure melting). We exclude the small regions 
of temperate  ice for numerical simplicity, and because the presence of liquid 
water disturbs the well-defined stratigraphy anyway. The solution of Eq. (1) 
is very simple and leads to the statement that  in one year an ice particle 
becomes one year older. However, the integration of Eq. (5) requires more 
numerical effort, it is performed by the conventional fourth-order Runge- 
Kut ta  scheme (TSrnig & Spellucci [22]). The  initial condition for Eq. (5) is 
that  the t ra jectory of an ice particle deposited at t ime to in the accumulation 
zone of the ice sheet starts at the free surface, tha t  is 

= (x0, y0, z = hacc(x0,Y0,t0))  (6) 

The end of a t ra jectory is reached when the ice particle leaves the cold-ice 
region by either crossing the free surface from below (ablation), or crossing 
the ice base (basal melting) or the CTS (if the cold ice is underlain by a layer 
of temperate  ice). Further, for numerical reasons the tracing of a particle 
t rajectory is stopped when the particle reaches a region with less than 500 m 
ice thickness, which occurs close to the margin of the ice sheet. 



312 Bernd Mfigge et al. 

Evidently, in order to solve Eq. (5) for particle trajectories, the three- 
dimensional velocity field v(x,t) as well as the topography (free surface, 
bedrock, CTS) of the ice body must be known. As SICOPOLIS provides 
these quantities only at the nodes of the numerical grid, which, in general, 
do not fall together with the positions x of the traced particles, a suitable 
interpolation procedure must be applied. For this, we use the values of the 
nearest-neighbour grid points and average them with weights proportional to 
the inverse distance to the position x. 

In this study, the particle-tracing algorithm is run diagnostically with 
the SICOPOLIS output for the modern time slice only. This implies that the 
time dependence of the velocity and topography is neglected, and we compute 
trajectories and ages in a quasi-steady-state approximation based on modern 
streamlines instead of real trajectories. In order to avoid interpolating the 
spatially-scattered particle ages back on the numerical grid, the algorithm is 
further run backward in time, that is, the particles of any ice column whose 
age is computed are traced back to the ice surface by applying the negative 
velocity field. As a by-product this method yields the geographic origin of 
the ice in a given column. 

Full coupling between SICOPOLIS and the particle-tracing algorithm 
with consideration of the time-dependent velocity field and re-interpolation 
of the computed ages from the cloud of particles on the numerical grid has 
not yet been implemented. This will be done in the near future. 

2.5 S i m u l a t i o n  set-up 

The present state of the Antarctic ice sheet is modelled as the result of a 
paleoclimatic simulation from 242200 years BP until today, initialized by a 
previous 100000-year steady-state run for the conditions at 242200 years BP. 
The simulation is driven by surface-temperature and sea-level histories de- 
rived from the Vostok ice core (Jouzel et al. [13,15]) and the SPECMAP 
sea-level record (hnbrie et al. [12]), respectively, and for the present refer- 
ence state of the surface temperature the parameterizations given by Huy- 
brechts [i0] are used. The accumulation input is based on the modern data- 
set by Giovinetto, Zwally and Bentley (personal communication, 1997; pub- 
lication in preparation), modified by a time-dependent factor coupled lin- 
early to the surface-temperature deviation from today (Calov et al. [2]). 
Surface melting is modelled by a degree-day approach with the parameters 
~3snow = 3 mm w.e. d - l K  -1 (snow melt), f l ice  = 8 mm w.e. d - l K  -1 (ice melt), 
Pmax = 607o (firn saturation rate) and Crstat = 5°C (standard deviation for 
statistical air-temperature fluctuations) (Reeh [17]). Bedrock topography is 
by Drewry [4], complemented by recent high-resolution radio-echo-sounding 
data for DML measured and evaluated by the Alfred-Wegener-Institut fiir 
Polar- und Meeresforschung, Bremerhaven, Germany (Steinhage [21], Savvin 
et al. [20]). Further model parameters are listed in Table 1. 
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The particle-tracing algorithm is fed by the topography  and velocity field 
of the simulated present ice sheet, and it is integrated over 500000 years with 
a t ime step of 50 years. As explained above, this yields the age profiles for 
selected ice columns in quasi-s teady-state  approximat ion.  

For the nested DML domain the part icle- tracing method operates  on the 
refined grid. Part icle-tracing results in this region are therefore based on the 
10.9-km resolution instead of the coarse 109-km resolution of the entire ice 
sheet. 

Table  1. Physical parameters used in the simulation of the Antarctic ice sheet. 

Quantity Value 

gravity acceleration, g 
density of ice, p 
power-law exponent, n 
rate factor, A(T', w) 1 

flow-enhancement factor, E 
heat conductivity of ice, t~ 
specific heat of ice, c 
latent heat of ice, L 
Clausius-Clapeyron gradient, 
basal sliding velocity, Vb 

geothermal heat flux, qgeo 
isostatic time lag, w 
asthenosphere density, p~ 
density x specific heat of the 
lithosphere, prcr 
heat conductivity of the 
lithosphere, ~ 

9.81 ms  -2 
910kgm -3 
3 
cold ice: Arrhenius law 2 
temperate ice: linear dependence on w 2 
5 
9.828 e -°°°5~ T[K] W m -  1K-1 
(146.3 + 7.253 T[K]) J kg - lK  -1 
335 kJ kg- 1 
8.7.10 - 4 K i n  -1 
cold base: no-slip 
temperate base: Weertman-type sliding 2 
54.6 m W m  -2 
3 ka 
3300 kg m-3 

2000 kJ m-3K -1 

3 W m - l K  -1 

1Homologous temperature T' (relative to pressure melting), water content w (mass 
fraction). 

2For details see Greve et al. [7]. 

3 R e s u l t s  a n d  D i s c u s s i o n  

In the following we discuss age-depth profiles for the two ice cores Vostok, 
Dome C, and the EPICA DML drillsite proposed by Savvin et al. [20] (Fig. 1), 
computed with both  the Eulerian and the Lagrangian part icle-tracing method  
(henceforth referred to as "EM" and " P T M " ,  respectively).  For Vostok, the 
results can further be compared with the "Geophysical  Metronome Time 
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Scale" (GMTS) by Salamatin et al. [18], which was obtained by first infer- 
ring a surface-temperature history from the measured tempera ture  profile 
by transient 1-d modelling, and then matching this history to the measured 
deuterium ((~D) profile. 
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Fig. 3. Simulated age profiles at (a) Vostok, (b) Dome C, (c) EPICA DML drillsite 
proposed by Savvin et al. [20]. Dashed lines: Eulerian scheme. Dotted lines: particle- 
tracing method. Solid line in panel (a): GMTS age profile by Salamatin et al. [18]. 
The origins of the verticM coordinate, z = 0, correspond to the ice surface, the ice 
base is represented by the horizontal dotted lines. 

Fig. 3a shows the age profiles computed with EM and P T M  and the 
GMTS profile. The shape of the PTM curve agrees well with GMTS; how- 
ever, it provides ages by approximately one third smaller. This difference can 
be explained with the quasi-steady-state assumption of P T M  which uses only 
modern interglacial, rather large ice velocities to  compute the age. In real- 
ity the deeper parts of the ice sheet have stored lower glacial temperatures  
and therefore smaller velocities, which leads to larger ages. By contrast,  EM 
and GMTS agree quantitatively very well down to 1500 m depth due to the 
transient nature of the EM-based age computations.  Further down EM yields 
much larger ages which reach as much as 780 ka at the base. 

A similar behaviour becomes also evident for Dome C (Fig. 3b). Here EM 
and P T M  fail closely together down to 1500m depth, whereas further down 
EM ages become very (unrealistically?) large, and at the base the disagree- 
ment between the two methods reaches 5001~. A probable explanation is 
that  the applied thinning factor m a g e  ---- 200 in the artificial basal boundary  
condition (4)2, which does very well for Summit in central Greenland (Greve 
et al. [7]), is too large for centrM Antarctic locations. This points out  very 
clearly the problem with the added numerical diffusion in the age equation 
(3) and the associated unphysical basal boundary  condition. 

For the EPICA DML drillsite proposed by Savvin et al. [20], si tuated at 
73 ° 591 S, 00 ° 001 E, the computed EM and P T M  ages (Fig. 3c) agree be t te r  
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with each other than at Vostok and Dome C, the discrepancy at the base 
being approximately half of the values themselves. As the quasi-steady-state 
P T M  ages tend to be somewhat too low in general (see above), the EM curve 
is probably more realistic also in the lower part  of the ice column. 
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Fig. 4. Age at 85% depth (in ka) in the eastern part of central East Antarctica, 
computed with the Eulerian scheme. Square: Vostok. Circle: Dome C. 

Cx~ 

Z'- 

5°W 0 ° 5°E 10°E 

: / ( "sJ - 100 ~ ' ~ 0 0  cb ~b ': ~ " 2 0 [ a : " -  
: a /  ~ : : , , ,~ " V , : r x  ~ - ' ,  

i W-s°/:: / -  ~ _2ooL---~oo / ,~  
' ~ '~00 : 1 0 ) /  " i 2 5 0 J / ~  :" <~  

j j - - - ~ o  C ~ o _ _ - -  ~ ; . : :__._ -. .............. :-;>>j~-~oo- ........ ~ .......... / / . . . . . \  ., 

: ~2~o. ~ :: ~,~i-~-J : . . . . .  ~so;~ 
~ . v ~ ¢ , "  ~ ~ 3 5 0  - - - ~  f :' ." -" :  . . . . .  

10°W 5°W 0 ° 5OE 1 0 ° E  1 5 ° E  

Fig. 5. Age at 85% depth (in ka) in DML, computed with the Eulerian scheme on 
the refined subgrid. Triangle: EPICA DML drillsite proposed by Savvin et al. [20]. 

In Figs. 4, 5 the EM ages at 85% depth are presented for the eastern 
par t  of central East  Antarctica and DML, respectively. In the former case, 
the computed age is relatively uniform south of 75°S and decreases further 
north (coastward). A conspicuous exception to this is the zone between ap- 
proximately 105°E and 125°E where the age increases sharply within a band 
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of 150 km width, probably an effect of the Aurora and Vincennes subglacial 
basins in this region. By contrast,  the computed DML age distribution shows 
a more even decrease from the ice interior to the coast. 
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Fig. 6. Thick lines: Simulated geographical origin of the present ice columns at the 
EPICA DML drillsite proposed by Savvin et al. [20] (triangle), Vostok (square) and 
Dome C (circle). Background contours: simulated surface elevation, in km a.s.1. 

A further interesting application of the particle-tracing method is to de- 
termine the geographical origin of a given borehole ice column, that  is, the 
positions where the ice particles in the column were deposited on the surface 
as snowfall. Fig. 6 depicts the corresponding results for Vostok, Dome C and 
the EPICA DML drillsite proposed by Savvin et al. [20]. Evidently, for Vostok 
and Dome C the deeper ice was accumulated rather  far from its present pos- 
ition, namely by approximately 500 km and 1000 km upstream toward Dome 
Argus (the highest point of the Antarctic ice sheet), respectively. However, 
the result for Dome C is doubtful because the local ice-elevation maximum 
is not reproduced by the simulation at this position, so tha t  the simulated 
flow regime in the vicinity of Dome C is not that  of an ice dome. For DML, 
the ice-origin line extends approximately 320 km upstream, so tha t  the entire 
2060 m thick column stems from within the DML domain marked in Fig. 1. 

4 C o n c l u s i o n  a n d  O u t l o o k  

Two numerical methods for the age computat ion in ice sheets, a Eulerian 
scheme with artificial diffusion and a Lagrangian particle-tracing scheme, 
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were applied to the Antarctic ice sheet. The Eulerian scheme works well in 
the upper  par ts  of the ice sheet, but  becomes increasingly unreliable further  
down because of the influence of the numerical diffusion. The part icle-tracing 
method circumvents this shortcoming; however, it has been implemented only 
in a quasi-steady-state mode by now which leads to an underprediction of the 
ages. 

The particle-tracing method has the potent ial  to yield very accurate  solu- 
tions to the age evolution problem. The next step will be to replace the 
diagnostic, quasi-steady-state  mode by a real coupling with the ice-sheet 
model S ICOPOLIS so tha t  the trajectories are computed  on the basis of the 
t ime-dependent  velocity field. This entails the necessity to interpolate the 
computed  particle ages back on the numerical grid, which can be achieved 
by tr iangulation of layers with equal particle ages (isochrones) and vertical 
interpolation between those layers. 
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A b s t r a c t .  We study creeping, isothermal free surface flows of a non-linear power 
law fluid subject to gravity along straight or curved inclined basal surfaces and hav- 
ing a free surface that is subject to prescribed accumulation/ablation sources. The 
boundary-layer approximation of the Stokes equations corresponds to the equa- 
tions in the Shallow-Ice Approximation (SIA), but here they are presented in a 
Cartesian co-ordinate setting as well as in topography-following orthogonal co- 
ordinates. Under isothermal conditions the govering equations, using Glen-type 
power law rheology, allow semi-analytical representation of the solutions of the 
three-dimensional ice flows. For plane flow explicit analytic solutions can be con- 
structed. These solutions depend on the slope angle and the mass flux, the in- 
tegrated accumulation/ablation function. We graphically represent depth profiles, 
streamwise and normal velocity components and shear stresses and illustrate how 
these quantities react to variations in the two parameters. 

1 I n t r o d u c t i o n  

Slow creeping flow of a non-Newtonial fluid under the action of gravi ty  along 
straight  or curved inclined surfaces is analysed under isothermal conditions 
and when the radii of curvature of the basal surface are large, so tha t  bound- 
a ry  layer approximations are applicable. The  model equations are per t inent  to 
shallow ice flow in nearly t empera te  glaciers and ice sheets. The  model equa- 
tions s tay in-between the one-dimensional kinematic models such as tha t  of 
Dansgaard  and Johnsen [2] which allow a fast but  rough est imation of the 
mechanical behaviour of the ice sheet flow, and the more detailed three- 
dimensional (polythermal)  models [3,5] which account for the spatial ly and 
temporal ly  varying climatic input and deliver a fairly realistic representat ion 
of a glacier or ice sheet through time. 

We propose here a class of models which lies between these two extremes,  
but  also improves to some extent on the lat ter  models. More specifically the 
govering equations of the Stokes flow of a theologically non-linear fluid are 
presented in orthogonal  curvilinear co-ordinates. If two sets of co-ordinate 
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lines of this system are chosen to lie within the basal surface and the third 
is orthogonal to these, and if at any surface point the principal curvature 
radii are large in comparison to the local ice thickness, and if the flow is 
essentially parallel to the basal surface, then the prerequisites of a boundary  
layer formulation are fulfilled. Thus curvilinear boundary layer equations of 
rheologically non-linear Stokes flow are derived; they are the analogues to 
the shallow ice equations in Cartesian co-ordinates [4]. For the general non- 
isothermal situation these equations allow a numerical solution technique 
akin to the shallow ice procedure. 

Here we limit attention to the steady isothermal situation. It allows an 
elegant description of the flow with analytical representation of the solution 
(if the rheologicM behaviour is limited to power law behaviour).  The  results 
for the thickness and velocity distributions are expressible in two parameters,  
an inclination angle of the basal surface and a dimensionless accumulation 
flux; some cases are graphically represented, and it is shown how the solutions 
react to the variation of these parameters.  

2 A s y m p t o t i c  M o d e l  

Consider slow creeping flow under steady isothermal conditions of a non- 
Newtonian fluid with free surface subject to gravity (fig. 1). The mathemat-  
ics of such Stokes flows is simplified by the assumption that  field variables 
vary primarily perpendicular to the main flow direction and much less in 
the direction of the flow. In fluid mechanics the reduced equations describing 
this situation are the boundary layer equations, formulated in Cartesian or 
topography following co-ordinates; in models describing ice flow in ice sheets, 
these equations correspond to those of the shallow ice approximation (SIA), 
i.e. the asymptotic limit of vanishing aspect ratio of a typical height to length 
of the considered ice masses. 

We treat  the isothermal case as an approximation to the fully temper-  
ate situation or as a first rough estimate for the non-isothermal case, and 
consider power law behaviour for which analytical or at least semi-analytical 
solutions can be constructed. Extension to non-isothermal situations with 
prescribed temperature  is possible, but  solutions are then only numerically 
constructable. 

2.1 F low  a long  an  i nc l i ned  p l a n e  

Let x = (Xl,2, z) be a Cartesian co-ordinate system with xl,2 being in the 
plane and z perpendicular to it. Let, moreover, a be the angle of inclination 
of the plane and choose Xl to lie in the direction of steepest descent. In the 
ensuing analysis we shall employ the short-hand notation for the following 
ordered pairs of physical quantities: 
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Fig. 1. Schematic representation of an ice tongue on a curved bed. 
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r = (~'~lz, Tx2z) shear stresses, 

( 0  O )  
V = O--Xl Ox2 in-plane Nabla operator, (1) 

gl = (g sin a,  0) in-plane gravity component, 

u = (u, v) in-plane velocity components. 

The model will also involve the variables 

p density, 

p pressure, (2) 

w velocity component perpendicular to plane, 

g2 = g cos a gravity component perpendicular to plane. 

The equations of motion in the boundary layer or SIA-approximation are 

0 r  
Oz ~Tp + Pgl = 0, (3) 

Op 
Oz pg2 = 0. (4) 

They ignore in-plane longitudinM stress deviator effects. The material law 
relating stretching and stress deviator takes the form 

0u 
C9---- ~ z K f  (]'/'[)T, f (IT]) = IT] n-1 , n e (0, oo), (5) 

where f is the creep response flmction (a fluidity), K is a constant and the 
power law representation is used here for illustration in view of the glaciolo- 
gical application. We suppose the fluid to be density preserving, so tha t  

Ow 
- -  + v .  u = o;  ( 6 )  
Oz 
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i.e., the normal velocity w is diagnostically determined from the in-plane 
velocity components. 

We impose the no-slip condition at the base, z = 0, the stress free condi- 
tion at the free surface, z = h ( x l ,  x2), and the kinematic condition accounting 
for accumulation, viz., 

z = h :  p = r = 0 ,  u V h - w = a ,  (7) 

z = 0 :  u = 0 ,  w = 0 .  (8) 

The union of (3)-(8) defines the boundary value problem of the shallow free 
surface flow over an inclined plane. 

2.2  T r a n s f o r m a t i o n  of  t he  e q u a t i o n s  

It is a routine matter  to derive the integrated mass balance law via a depth 
integration of the continuity equation (6) and by imposing the kinematic 
boundary conditions (72) and (8), to arrive at 

f 
h ( X l  ,x2) 

V . U = a ,  w h e r e U : =  u d z .  (9) 
J0 

U is called the integrated transport and so, depending whether a is positive 
or negative, this transport  is either diverging or contracting. ~ t h e r m o r e ,  by 
integrating the hydrostatic pressure equation (4) subject to the boundary 
condition (71) yields 

so that  (3) becomes 

where 

p = p g 2 ( h -  z), (10) 

~T 
+ ¢ = 0, (11) 

~b -= p g ( G 1  - a2Vh) ,  (G1; G2) -=- (gl; g2) /g .  (12) 

Note that  ¢ is only a function of xl,2 and t, but not z; thus (11) together 
with the no-shear boundary condition at the upper surface yields 

r = ¢(h - z), (13) 

implying 

---  = K I~bl n-1 (h - z)n~b. (14) 
Oz 
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A further integration subject to the boundary condition (81) leads to the 
in-plane velocity field, 

K [h~+ 1 z)~+l] n + 1 I~bln-1  4~ - ( h  - , ( 1 5 )  U - -  

from which 

U - K Chn+ 2 n + 2 I¢1"-1 ( 1 6 )  

may be deduced. This equation determines the transport, if the distribution 
of the height is known. The latter follows if (16) is substituted into (9), 

V '  ([~[n--1 ~ h n + 2 )  _ (n -~- 2)a (17) 
K(pg)n ' 

or 

[~1 n-1 hn+2v~ + 2(n + 2)If~l "-1  ~hn+lVh 

+(n - 1) I~1 n-2 ~hn+2V 181 - (n + 2)a 
K(pg)n  ' 

where 

13 = ¢/pg = G1 -- G2 Vh, 

from which, using (122), (1) and (2), we deduce 

V / 3 = - c o s a A h ,  [El= sinc~-cosa-~-- / + , 

(18) 

(19) 

(20) 
cosa  ( 02h 02h 02h 02h'~. 

v 18[ - 181 \ -bTz~ + OxO~' OxO---~ + -g-~y2], 
A(.) is the plane Laplacian. For a Newtonian fluid (n = 1) equation (18) 
takes the form 

( Oh) 3a (21) h 3Ah+3 h  2 (Vh) 2 - t a n a - ~ z  - Kpgcosa 

Finally note that the divergence equation (9) may be transformed to global 
form by integrating both sides of (9) over an arbitrary closed domain g? of 
the ice layer with boundary 0F2; together with the divergence theorem this 
yields 

/ s 2 V . U d x 2 = f o : ? U . n d s = ~ a d x 2 = : Q ,  (22) 

in which dx 2 is the area element, ds the arc length along 0Y2 and n the unit 
vector perpendicular to cO[2. 

Equation (17) is a nonlinear partial differential equation of elliptic type 
and second order for which equation (22) serves as a constraint condition. 
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2.3 Exact analytical solution of  the plane problem 

Assume that  no field variable possesses an x2-dependence, a(.)/c3x2 = O. 
Consider the interval x E [0, Xo] and look for a solution of the one-dimensional 
analogue of (17), 

A (~nhn+2) = (Tt -~ 2)a (23) 
dx K ( p g )  ~ ' 

which after integration between x = 0 and x = x.  becomes 

/o /~nhn+ 2 _ (n + 2)Q where Q = a ( x ) d x ,  (24) 
g ( p g ) n  ' 

with 

dh 
/3 = sin a - cosah ' ,  where h' := - - .  (25) 

dx 

Substituting (25) into (24) and solving the resulting equation for h' yields 

1 
h ' = t a n a  1 [ ( n + 2 ) Q  ]~  

- cos----~ Lff(p-gh-~2J (26) 

This ODE of first order describes the x-dependence of h. Non-dimensionaliz- 
ing by 

h x 
= h--o0' x - h0' (27) 

where ho = h ( x  = 0), yields 

d-~ = t a n a  1 -  , (28) 

( 1 ) ~ - ~  ( ( n + 2 ) O ) ~ ' ~  (29) 
h.  := ~ K ( p g ) , h ~ + ~  

Equation (28) shows that  there are basically three distinct flow configura- 
tions, namely 

1. h = h . ,  ft' = O, h = C o n s t ,  

2. ~ > L ,  ~ ' > 0 ,  h ~ ,  (30) 
3. h < L ,  ~ ' < 0 ,  h E .  

Case (3) corresponds to a snout configuration with h monotonically decreas- 
ing with 2 until the snout / t  = 0 is reached. In the immediate neighbourhood 
of the snout the validity of the model is questionable since h' is large and 
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the SIA assumptions are no longer satisfied. Case (2) yields a monotonically 
inceasing h, not corresponding to a realistic situation, whereas h = h. (case 
(1)) corresponds to the slab solution. 

The formal integral of (28) subject to the initial condition h(0) = 1 is 

1 , ,~+2. j 
i t a n a  = h.  f~ - - -  ,--:-7~ , Y J  " a~o (31) 

/~. 1 - ¢ :  

from which the snout position 2° follows by putt ing/~ = 0, 

So I ~p ~-~ d~p 2o tan a = /~. - -- ~ .  (32) 

The integrals (31) or (32) are meaningful for ¢ E [0, 1], and the singularity 
arising at ¢ = 1 is integrable for all n > 0. Writing finally ~ = ¢(n+2)/,~, 
equation (32) takes a standard form, expressible in terms of the Gaussian 
hypergeometric function 2F1 [1,9], viz., 

n (2 (n+1)  3n+4 1 ) 
. . . . . .  ; _ ~_~ . (33) 2otana=ft.12(n+l) 2F: 1, n + 2  ' n + 2  h.~ 

Similarly, 

(2. - 2 ) t a n a  = h* Jo 1 -- ¢---~ - 

n 2(n + 1). 3n + 4 /~ +2 
= h , 1 2 ( n + l ~  2F1 1, ~ , n + 2 ;  

(34) 

describes the distance from the snout as a function of h and /t,. Inverting 
(34) yields 

( [ 7) [ t = ~ t ,  2F1-1  ( 2 . - : ~ ) h .  2 ( n - F 1 )  t a n a ,  rt 
it 

(35) 

in which 2F1-1 is the inverse function of 2F1, describing h as a function of 
/t, and 2,  - 2. 

Graphical representation of the solution (35) will be shown below. Here 
it may suffice to state tha t  for n --- 1 and n = 2 solutions can be expressed 
in terms of elementary functions [9], 
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for n = l  

:~o tan a = ~ arctan v'~h-~ 1 + in 

h, 2 h + h ,  
(Y~o - :~) tan a = ~ arctan v / ~  * 

- 5+ lnx/£2+hh,+5.z + 6 v ~ j '  

and for n = 2 

+ ,(36) 
X/1 + h,  +/t2, 

• o t a n a =  In l - h ,  - 1  , 

+ £. £] 

(37) 

(38) 

(39) 

2.4 M o t i o n  a long  a c u r v e d  b e d r o c k  

Consider now an uneven basal surface with mean and Gaussian curvatures 
that  are small such that  principal radii Of curvature are of the order of the 
horizontal extent of the ice sheet. Under such conditions it is meaningful to 
use a curvilinear co-ordinate setting qi (i = 1, 2, 3) with orthogonal metric. 
Such co-ordinates are characterized by the Lain6 metric coefficients Hi [6]. In 
these coordinates the equations of motion, the continuity equation and the 
strain rate-stress relationship take the forms 

lap 
pFi + 

H~ Oqi 

1 ~ {  1 0 ( H 1 H 2 H 3 H i )  0 1 n H k }  = 0 ,  (40) 
+-~ = Ha I~2 H3 0qk Hk Tik -- "rkk Oq----T-- 

3 0 (vkHIH2H3) 
0, (41) 

k = l  

g = K 14"1 " - I  ~, (42) 

in which Fi are the physical components of the gravity force; g, ~ and [~-[ 
are, respectively, the strain rate tensor, the stress deviator and the root of 
its second invariant. The components of the strain rate tensor are 

1 0 v i  10Vk 
Cik- - -  + Hk Oqk Hi Oq~ 

1 (v~ OHi , OHk ~ 3 -t- Vk --~-a ] + 25ik E V n  O ln Hi 
HkHi \ "-~qk qi / Hn Oq,~ am1 

(43) 
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in which ~k is the Kronecer symbol and vn (n = 1, 2, 3) are the physical 
components of the velocity field. 

Suppose that  the base is a sufficiently smooth surface. Within this surface 
we choose a set of orthogonal geodetic curves and denote these by s = (sl, s2) 
[7]. At any surface point the normal vector defines the third spatial direction, 
here denoted by ~. Thus, 

x ~ ( s = ( s l ,  s2), v), v - - + ( u = ( u l ,  u2), w) (44) 

define the position in ]R 3 and the vector v. Because of the orthogonality of 
the metric, the line increment is given by 

(ds) 2 = H ~ ( d s l )  2 + H2(ds2)  2 + g 2 ( d v )  2 (45) 

with the Lam6 coefficients 

Hi = 1 + k11(s)-, /-/2 = 1 + k22(s)-, /-/3 = 1, (46) 

in which kij : cgai/Osj are the curvatures of the geodetic lines. Referred to 
the geodetic lines, the components of the gravity field take the forms 

sin O~ 1 COS O~ 2 } 
gl = g cos a l  sina2 ' g2 = g cos a l  cos a2. (47) 

Finally we note that  the metric (45), (46) is only meaningful as long as 
normals erected at neighbouring points of the surface do not intersect, i.e., as 
long as local ice thicknesses measured in the direction of ~ are smaller than 
the smaller of the two radii of curvature of the geodetic lines. 

Subjecting the system of equations (40)-(43) to the scaling of the bound- 
ary layer theory [8], i.e., letting 

h0 
L, . ~  ho, s ~ L ,  u s  ~ u0, u .  ~ u 0 ~ - ,  

(48) 
0 1 0 1 

T,s .-- ~-~s ,-- Tvv --. To, ~--~-~ ho'  Os L '  

where h0, u0, To, L are typical values of height, streamwise velocity, stress 
and length, and supposing that  h o / L  < <  1 and hokij < ~  1, boundary layer 
equations much like those presented above for the Cartesian setting are de- 
duced. We are using here the integrating procedure of boundary layer theory 
in the same way as for the flow along an inclined plane [10] to reach the 
equation (17) with 

/0 U = udu, ~7 = , , 
1 C~82 

{sinoxcoso } o  (49) 
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In this case the equation (20)2 takes the following form 

I/ l = c o s  c o s  × 

( oh Oh t ana2-g- -~  + (Vh) 2 x (tan 2 a l + t a n  2 a 2 ) - 2  t a n a l ~ s l  + o s 2 /  " 

For Newtonian fluids (n = 1), equation (17) reduces to 

h3Ah -4- 3h2(Vh) 2 - h 2 { ~slOh [3 tan 0~1 -t- h(k11 t a n a l  + k2] tan cr2)] 

Oh 
+ h(k12 t a n a l  + k22 tana2) ]~  = - 

3a 
+ ~s2 [3 tan a2 ) Kpg cos 0~i COS 012 

For 2-d flows we may choose a2 = 0, c3(.)/Os2 = 0, and then deduce 

dg t a n ~  1 - 

(50) 

• ( 5 1 )  

(52) 

This is the simplest nontrivial case for which orthogonal curvilinear co- 
ordinates are employed. Let $ be the length measured along the generator 
r(g) of the axisymmetric bedrock• With (Us, u~) being the physical compon- 
ents of the velocity field in the radial planes, the continuity equation takes 
the form 

or, after an integration in v, 

O r U s  O r u u  
O--~- + 9 .  - O, (54) 

1 foo ~ O(rus) ?.tt, ~- - - _  r Os dr. 

Substituting this into (7)2, or 

Ou 
rUs Os ru .  ra, 

(55) 

2.5 A x i s y m m e t r i c  flow 

~0 s° Q = a(~,t)d~. (53) 

thus, the same equation as (28) with 2 replaced by ~ and the constant 
replaced by the function a($) is obtained, h.  is also given by (29), but 
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yields, after a simple computation, 

-~s r(s)usd~, = ar, (56) 

which upon a further integration in s becomes 

/o :/0 r(s)us(s ,  u)d = a(s)r(s )ds ,  (57) 

S1:7(s) g : ~ 1  

with 

Therefore, 

or  

with 

dh 
U - K(pg)'~/3'~h'~+u, /3 = s ina  - ~ss cos a. (58) 

n + 2  

1 
3 =  / ' Q ~ ( n + 2 )  "~; 

\ r($)K[h(~)]n+2(pg)n ] ' (59) 

dh 1 ¼ +~ 
- - = t a n s  1 -  (60) 
d~ 

[ (  1 )n(n+__2)Q1] "}~ 
h. = ~ K(pg)  n J (61) 

Once the bedrock profile is given, equation (61) describes the free surface pro- 
file. The discussion of existence of monotonically decreasing profiles parallels 
that  given earlier and will not be repeated here. 

3 R e s u l t s  and D i s c u s s i o n  

Consider first plane flow of ice down an inclined plane. Fig. 2 displays di- 
mensionless thickness profiles/~(~) for a = 5 ° and 30 °, respectively and four 
different values of h, as indicated in the figure caption. It is evident that  with 
decreasing value of/~, the length profile of the ice approches more and more 
the slab solution that  is attained for h, = 1. It is also observable that  the 
snout is reached by the profile with a vertical tangent; indeed (28) possesses 
the local near-snout solution of which the derivative is infinite. 

Clearly, if h, < 1, then the sheet thickness will grow with growing ~-co- 
ordinate, a situation that  is physically not relevant, because the ice thickness 
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Fig. 2. Ice thickness profiles for a) a -- 5 ° and h. = 0.089 (solid), 0.202 (long 
dashed), 0.315 (dashed) and 0.428 (dotted); b) a = 30 ° and/t .  = 0.5 (solid), 0.558 
(long dashed), 0.616 (dashed) and 0.676 (dotted). 

would grow to infinity as 2 ~ oo; this simply follows from equation (28) 
since dh/d2 > 0 in this case. Physically this case corresponds to large slope 
angles and small Q. When h.  > 1, the thickness and total length of the layer 
are bounded. For this case the streamwise and normal velocity components 
and the shear stress components are displayed in Figs. 3 and 4, respectively. 
Accoding to these figures the absolute values of the velocity components 
grow with increasing 2. On the other hand, the shear stresses are lineary 
distributed, as expected. 

Next consider plane boundary layer flow along a curved bed, of which the 
inclination angle is given by 

a(~) = A (B - $c)  (62) 

in which C determines the shape of the base, AB gives the initial value of 
and A measures the difference a I~=o - al~=~- Fig. 5 displays the thickness 

distribution h = h($) for different angles c~ (different values of the coeffi- 
cient B)  but fixed h.  = 0.3 (panel a) and for different values of h.  but fixed 
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Fig. 3. Velocity profiles for a = 5 ° and h. = 0.315 a) streamwise velocity, b) 
velocity perpendicular to the base. Here the following notation is used: ~ ---- 0.9 
(solid), 0.8 (long dashed), 0.6 (medium dashed), 0.4 (short dashed) and 0.2 (dotted). 

t 
0.5 

0.4 

0.3 

0.2 

O.1 . . 4  

0.2 0.4 0.6 0.8 
' 2 

1 

Fig. 4. Depth profiles of the shear stresses for a ---- 5 ° and h. --- 0.315. Here the 
following notation is used: 2 = 0.9 (solid), 0.8 (long dashed), 0.6 (medium dashed), 
0.4 (short dashed) and 0.2 (dotted). 

bed profiles a(~) (panels b, c, d). This  demons t ra tes  t ha t  the choice of  the  
p a r a m e t e r / t ,  affects the solution for all geometr ies  in a qual i ta t ively similar 
fashion. 
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A Comparison Study 
Between Two Visco-Plast ic  Sea-Ice Models  

L o u i s - B r u n o  T r e m b l a y  

Lamont-Doherty  Ear th  Observatory of Columbia University, Palisades NY 
10964-8000, USA 

A b s t r a c t .  A comparative s tudy between two visco-plastic sea-ice models is presen- 
ted. The two models are (i) the s tandard  visco-plastic (SVP) approach with an 
elliptical yield curve and a normal flow rule and (ii) a granular  material  (GRAM) 
approach with a Mohr-Coulomb yield curve and a double-sliding deformation law 
with di la tancy included. Various numerical experiments in simple domains and 
forced with uniform winds are presented to i l lustrate the behaviour of each model  
and clearly see the influence of the ice interaction term on the flow field. The results 
highlight some irregularities with the SVP model, and with the GRAM approach 
when di latat ion effects are not considered. In part icular,  s imulated velocity fields 
from the SVP model in the presence of large thickness or concentration gradient,  are 
sometimes not realistic; in the s tandard GRAM approach (without di latat ion),  the 
shear resistance of the material  tend to be too low and the mobil i ty of the pack ice 
too large. When di latat ion effects are included, the internal ice pressure and shear 
viscosity increase and the simulated velocity fields are more realistic than the one 
obtained from the SVP model. The main difference between the two approaches 
(more impor tant  than the choice of yield curve or flow rule) lies in the way the 
internal ice pressure is calculated. In the SVP model, the internal ice pressure is 
specified independently of the sea ice deformation field (as a function of ice thickness 
and concentration),  as opposed to the the GRAM approach where the specification 
of the  ice pressure follows natural ly from the double-sliding deformation law and 
does not depend on parameterization. In general, irregularities associated with the  
SVP model are subtle and do not prevent realistic simulations of the large scale 
sea-ice characteristics. However, the physical basis of the GRAM approach is con- 
sidered more sound and therefore provides a bet ter  s tar t ing point  for further model 
development. Whether  drift pa t tern  and ice thickness/concentrat ion characteristics 
are sensitive to such details of the theology remains to be determined.  

1 I n t r o d u c t i o n  

T h e  presence  of  sea  ice a t  h igh  l a t i t udes  p lays  an  i m p o r t a n t  role in t he  p re sen t  
s t a t e  and  the  v a r i a b i l i t y  of  t he  g loba l  c l ima te  t h r o u g h  var ious  processes  a n d  
feedback  mechan isms .  These  inc lude  the  i ce -a lbedo  feedback,  t he  v e n t i l a t i o n  
of  t he  r e l a t ive ly  w a r m  ocean  t h r o u g h  leads  in win te r ,  t he  d ra s t i c  change  in 
t he  sur face  a lbedo  a s soc ia t ed  wi th  t he  f o r m a t i o n  of  me l t  p o n d s  a n d  ope n ing  
of  leads,  the  fluxes of  sa l t  and  fresh wa te r  impl i ed  when  ocean  w a t e r  freezes 
in one  loca t ion  while  t he  ice mel t s  in some  o t h e r  loca t ion ,  and  t h e  insula-  
t ion  effect of sea  ice which  reduces  t he  hea t  f lux and  m o m e n t u m  t r ans fe r  
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between the atmosphere and the ocean. Of the above, a majori ty are directly 
or indirectly (through the coupling between the thermodynamic and dynamic 
processes) influenced by dynamic effects. Model simulations of global warm- 
ing scenarios are also very sensitive to the inclusion of a dynamic component  
in the sea ice models [1,2]. 

Dynamic modelling of sea-ice is based on the principles of the conserva- 
tion of mass and momentum, and requires knowledge of the various forces 
acting on the ice floes. These include the Coriolis effect, water drag, air drag, 
gravitational pull due to the sea surface tilt and the internal ice stresses res- 
ulting from the interaction between different ice floes. In the Arctic, where the 
sea-ice motion is restricted by the presence of continental boundaries, strong 
interactions between ice floes take place and influence the basin-wide ice cir- 
culation; this makes the internal ice stress term important  in the momentum 
balance. In the Antarctic, interactions do take place at certain locations and 
times; however, on average, the sea ice flow is divergent and ice interactions 
play a smaller role. The mathematical  description of the Coriolis and the sea 
surface tilt terms are simple; the air and water drag on the ice floes depend on 
the free-stream velocity, boundary layer stability and surface roughness and 
so far, a number of existing parameterizations have been used successfully 
[3,4, for example]. The best way to model the internal ice stress term, on the 
other hand, is less clear and many different approaches have been proposed 
in the past 25 years. In the following, we refer to different sea-ice models as 
models which t reat  the ice interaction term differently. 

It is generally accepted that  the plastic approach to sea ice modelling 
is the most suitable. A plastic model implies that  permanent  (plastic) de- 
formation only occurs when the load on the ice has reached a critical value 
in compression, tension or shear. If the load is less than the critical values, 
small elastic recoverable deformation takes place. For this reason, Coon [5] 
proposed to model ice as an elastic-plastic material. However, elastic deform- 
ation is a reversible process and hence the strain history of the ice must be 
stored, making the numerical t reatment  of the equations complicated. Since 
elastic deformations are negligibly small compared to plastic deformations 
and because they only occur in a small fraction of the physical domain at any 
one time, Hibler [6] proposed modelling the elastic deformation as a creeping 
flow (i.e. viscous bebaviour). This made the numerical solution of the problem 
much simpler and more efficient and led to the widely used visco-plastic sea 
ice model of Hibler [7, referred to as the standard visco-plastic (SVP) model 
hereafter]. More recently, Hunke and Dukowicz [8] included an elastic stress 
term in the SVP theology to further improve its numerical efficiency. In this 
model, elastic waves (whose speed is a function of a tunable parameter)  allow 
for a faster propagation of information in the solution domain and a faster 
convergence. This elastic adjustment process takes place on very short t ime 
scales; for longer time scale (associated with wind and ocean forcing), the 
elastic term becomes negligible and the model reduces to the s tandard visco- 
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plastic model. This model also allows for an explicit numerical scheme and is 
well suited for parallel machines. Other visco-plastic models, with different 
yield curves and flow rules, also exist; amongst these is the Mohr-Coulomb 
yield curve with a double-sliding deformation law [9]. This type of model was 
successfully applied to the deformation of other materials showing similar 
deformation patterns to sea ice (eg. sand, land slides etc.). In this model, 
the ice is assumed to be a collection of granules (floes) in slow continuous 
deformation with friction acting between the floes and retarding its motion. 
In the following, we refer to this approach as the granular material (GRAM) 
approach. 

In the next section, a review of previous sea-ice-model comparison studies 
is presented. In section 3, we give a general description of the SVP and GRAM 
models, elaborating upon the similarities and the differences. In section 5 
results from simple numerical experiments highlighting the advantages and 
disadvantages of each approach are presented. Conclusions are summarized 
in the last section. 

2 P r e v i o u s  W o r k  

Ip et al. [10] presented a comparison study between four different sea ice 
models: (1) a visco-plastic model with an elliptical yield curve and normal 
flow rule [7], (2) a visco-plastic model with a Mohr-Coulomb yield criterion 
and a deformation law consisting of pure shear deformation (equivalent to 
the double sliding deformation law), convergent flow when the maximum ice 
compressive strength is reached, or free drift when the tensile strength limit 
is reached (3) a visco-plastic model with a square yield curve and normal 
flow rule, and (4) a cavitating fluid model. Similarities were found in both 
drift pattern and ice thickness buildup between the models using a square 
and elliptical yield curves, and between the Mohr-Coulomb and cavitating 
fluid models. Results showed that  the models with square and elliptical yield 
curve gave more realistic drift distances than the Mohr-Coulomb and cavitat- 
ing fluid models when compared with buoy drift data, but it was concluded 
that  the monthly buoy drift statistics on which these considerations were 
based are inadequate to distinguish between different rheologies: daily buoy 
drift data  were recommended for future studies. In their study, all the differ- 
ent theologies used the same large scale compressive strength of sea ice, P* 
(described below). This P* was originally set to obtain the right proportion 
between ridging and shearing deformation for the visco-plastic sea ice model 
with elliptical yield curve [7] (Flato, personal communication). For the Mohr- 
Coulomb yield curve where the shear strength of the ice is generally much 
smaller when compared to the elliptical (Fig. 2) or square yield curve, it is 
expected that  a higher compressive ice strength should be used to maintain 
the proper relative amount of ridging and shearing in the ice field. Also, for 
the Mohr-Coulomb yield curve, the internal sea ice pressure (p) is calculated 
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as opposed to the elliptical and square yield curve where it is specified as a 
function of thickness and concentration. This leads to significant differences 
in the resulting sea-ice pressure, and since the coefficients of viscosity are 
linearly related to p, differences in the velocity field are also expected. These 
two factors could explain the similarity found by the authors between the 
Mohr-Coulomb yield curve and the cavitating fluid theology which has no 
shear resistance to sea ice motion. In this paper, we concentrate mainly on 
the implications of specifying the internal ice pressure differently, between 
the SVP and GRAM models. 

More recently, the Sea Ice Intercomparison Project  (SIMIP) was designed 
to produce a s tandard forcing and verification data  set, and to test and 
evMuate a hierarchy of different sea ice models against observations. SIMIP 
presented the results of a similar study, comparing four different sea ice mod- 
els: 1- a visco-plastic [7], 2- cavitating fluid [11], 3- a compressible Newtonian 
fluid [12] and 4- a freedrift sea ice model with blockage, all having very dif- 
ferent levels of complexity. The first model, based on the Arctic Ice Dynamic 
Joint EXperiment (AIDJEX) recommendations [5], t reats  the ice as a plastic 
material with a finite compressive and shear strength, and with little tensile 
strength. The other three models either, ignore the shear s trength of the 
material (2), consider ice as a simple Newtonian fluid 1 (3) or, ignore the 
interaction between the floes altogether (4). The conclusion of the s tudy is 
tha t  the most comprehensive (standard visco-plastic) approach performed 
best with the smallest root-mean-square (rms) error between the predicted 
sea ice drift pat tern and the buoy position. 

The  SVP approach however, still has some counter-intuitive features pre- 
sent in its formulation, i.e., high resistance to shear motion is present even 
when the flow is divergent and the average normal stress is very small, and 
the presence of non-zero ice velocities with both winds and ocean currents 
set to zero, when thickness or concentration gradients are present. These will 
be described in more detail in the results section. 

3 Model Description 

Both models are visco-plastic in nature,  and since there are two modes of 
deformation present (viscous and plastic), a criterion is required to mark 
the transition between the two. For small loads, negligibly small deformation 
occurs and sea ice is modelled as a very viscous fluid (creeping flow). When 
the load reaches some maximum allowable value, the material fails and large 
scale deformations take place (it flows plastically). This criterion marking 
the transition between the viscous and plastic behaviour is cMled the failure 

"1 For Newtonian fluid, stresses axe proportionM to strain rates rather than inde- 
pendent of strain rates as for plastic material. It also resists both divergent and 
convergent motions contrary to what is observed for ice, i.e. ice offers very little 
resistance to divergence motion. 
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(yield) criterion and the rule tha t  sets the type of deformation subsequent 
to failure is called the flow rule. In the plastic regime, different yield curves 
and flow rules can be used and since most  of the t ime and over most  of the 
domain, deformation takes place in this regime, it is impor tan t  to identify 
the best plasticity theory (yield curve and flow rule) tha t  one should use in 
sea ice modelling. 

3.1 Y i e l d  c r i t e r i o n  

The  yield criterion is most easiIy described in terms of the principal stresses 
or stress invariants. In Fig. la ,  a general s ta te  of stress at  a point  in the ice 
is shown. Since the stress tensor is symmetric ,  it can be diagonalized with a 
pure rotat ion of the coordinate axes (see Fig. lb) .  The  stresses acting on the 
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y 

2 t  ~ 

y~ 

- 4 5  x 

a) b) c) 

Fig. 1. State of stress at a point in model coordinates (a), principal stress coordin- 
ates (b), and stress invariant coordinates (c) 

rota ted element are the max imum and minimum normal  stresses acting at  
a point and are called the principal stresses 2 (al  and ~r2); the shear stresses 
acting on the rota ted element vanish identically. Another  useful frame of 
reference to describe the yield curve are the stress invariant axes. Physically, 
the two stress invariants (~I and c~ii) can be interpreted as the average 
normM stress at  a point (or the internal ice pressure),  and the max imum 

2 The principal stresses can also be interpreted as the eigenvalues of the stress 
tensor matrix and the angle of rotation ¢ between the two coordinate systems can 
be deduced from the rotation matrix composed of the two normalized eigenvectors 
associated with the eigenvalues. 
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shear stress at  a point. They  are acting on mutual ly  perpendicular  planes 
oriented at an angle of 45 degrees from the principal stress axes (Fig. lb-c).  
Note tha t  all three representations of the s tate  of stress at a given point are 
exactly equivalent. The only difference is the orientation of the set of axes 
chosen to s tudy the problem. Although all three representat ion are equivalent, 
the principal and stress invariant frames of reference are certainly more useful 
since they reduce the number  of variables from three (aij)  to two (a l  and 
c~2, or a1 and 0"II), and those stresses have a part icular  significance: they 
give the max imum (a2) and minimum (al )  normal stress at a point, or the 
max imum shear stress (ais)  and internal ice pressure (ai) .  Since the mater ia l  
usually fails (and flows plastically) when a2, (:rl o r  f i l l  reach critical values 
in compression, tension or shear, these new coordinate axes provide a useful 
reference for determining the failure criterion of a given material .  

A yield curve can be constructed experimental ly by applying a given 
normal  load to a sample and increasing the shear load until the mater ia l  
fails. This experiment is repeated for the entire possible range of normal  
load, and the da ta  are plotted on a normal s t ress-shear  stress diagram. In 
Fig. 2, the results of such a mental  experiment  are shown for both  models 
(SVP and GRAM models) along with the ' ice-cream-cone'  or ' t ear -drop '  yield 
curve of Coon for comparison. I t  shows the maximum-shear-s t ress  (o'II) sea 
ice can suppor t  before it fails and flows plastically as a function of the internal 
ice pressure (ai). The ice-cream-cone yield curve was proposed based on the 
A I D J E X  observations campaign and is very similar to the yield curve derived 
from a discrete particle model proposed by Hopkins [13]. 

1- ellipse 
2- Mohr Coulomb 

3- Ice-cream-cone 

Fig. 2. Elliptical yield curve (1), Mohr-Coulomb yield curve (2), and ice-cream-cone 
yield curve (3) in stress invariant space (principal stress axes are also shown as a 
reference). In this drawing, all yield curves have the same maximum ice strength, 
p* 
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In the SVP approach, the yield curve is an ellipse; in the granular material  
approach, the yield curve is a triangle (Mohr-Coulomb). The elliptical yield 
curve [7] was chosen in an a t tempt  to represent the ice-cream-cone yield curve 
of Coon, yet keeping mathematical  simplicity and computat ional  efficiency, 
while the Mohr-Coulomb was originally proposed to model other types of 
granular materials that  show similar patterns of deformation as sea ice. The  
ellipse is a good representation of the ice-cream-cone yield curve for large 
internal ice pressure  Coi), however for small aI ,  the shear s trength (a l l )  is 
much higher. Irregularities associated with this feature will be presented in 
the results section. Gray and Killworth [14] have suggested that  the elliptical 
yield curve also suffers from additional complexities. They  argue tha t  the 
tensile strength associated with stress-states in the first and third quadrant  
of the principal stress axes (shaded in Fig. 2), leads to unstable flow states. In 
these cases, the originally hyperbolic initial value problem becomes elliptical 
in space and time and the problem is ill-posed. The Mohr-Coulomb failure 
criterion is identical to the ice-cream-cone yield curve for small to moderate  
aI .  At high ~I however, the two curves differ. 

3.2 F l o w  ru l e  

To determine the type of deformation subsequent to a failure (the flow rule), 
both  approaches assume that  the principal axes of stress (al,a2) and the 
principal axes of strain rate (el, ~2) coincide. This implies tha t  on the planes 
where the maximum (minimum) axial stress occurs (principal stress axes), 
so will the maximum (minimum) axial strain rate. No shear stress and shear 
strain rate are present in this frame of reference (Fig. 3a). Similarly, where 
the average normM stress and maximum shear stress occur (stress invariant 
axes), the average axial strain rate (divergence/2) and maximum shear strain 

a) 

~2 

b) l 
Fig. 3. Principal (a) and invariant (b) axes of stress and strain rate. In this example, 
the maximum compressive (a) or shear (b) load is reached, and the maximum axial 
(a) or shear (b) strain that develops to release the load is shown as a dotted line. 
In the principal stress space (a), no shear stress or shear strain are present 
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rate will also occur (Fig. 3b). This s tatement  makes intuitive sense and is used 
in bo th  models. 

One difference between the two approaches is related to the choice of 
deformation law. In the SVP approach, the normal flow rule is used in con- 
junction with the elliptical yield curve (see Fig. 4a). With  the normal flow 
rule, the strain rate vector is normal to the yield curve. Since the principal 
axes of stress coincide with the principal axes of strain rate, the projection 
of this vector on the x-y coordinates defines (when appropriately scaled) the 
two strain rate invariants of the flow (~I, ~ I I )  and therefore the deformation. 

It can be seen that  for stress states moving from one end of the ellipse 
to the other, the deformation field will go from purely convergent (far left 
of the ellipse) to purely divergent (far right of the ellipse) passing through a 
region of shear deformation with more or less divergence (convergence). Sea 
ice deformation fields derived from 3-day averaged satellite data  [15] show 
that  deformations in the pack ice consist mainly of shear deformation with 
some divergence or convergence associated with the shearing motion. This 
range is shown as a broad grey band on Fig. 4a. When the stress state lies 
to the right of this region, shear resistance is still present in the SVP model 
even though relatively large divergence is present (in divergence, little ice 
interaction and a free drift of the floes is expected). In the s tandard granular 
approach [10,11,9,16] pure shear deformation is present when the internal 
ice pressure lies between 0 and the maximum compressive strength. When 
the pressure reaches the critical value in compression (tension), convergent 
(divergent) motion is present in the flow field. When dilatation is included 
in the granular approach (Fig. 4b), shear flows with more or less divergence 
(convergence) are present when the stress state lies on the two limbs of the 
yield curve (see arrows). This convergence (divergence) comes from the re- 
organization of the floes as they roll and slide against one another  in the 
shear zones. This effect is parameterized through an angle of dilatancy which 
determines the amount of opening (closing) as a function of the shear strain 
rate. Evolution equations for the angle of dilatancy can be used [17] to take 
into account the deformation history of the material at a given point. A de- 
tailed description of the dilatancy effect can be found in Tremblay and Mysak 
[9]. 

4 Governing Equations 

In this section, the governing equation for the SVP and GRAM model is 
presented. The two-dimensional horizontal motion of sea ice can be described 
by 

h dui -pihfk X U i + T a - -  T w + ~ "  f f  - -  pihgVHd, (1) P~ d t =  

where Pi is the sea-ice density, h the mean ice thickness, f the Coriolis para- 
meter, k a unit vector normal to the ice surface, u~ the ice velocity, r a  the 
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Fig.  4. Normal flow rule for the elliptical yield curve (a). Since the principal axes of 
stress and strain rate coincide, when the arrow has no projection on the horizontal 
axis (~I), the flow is non-divergent. For the Mohr-Coulomb yield curve without 
dilatation (b), the normal flow rule is not used. Instead, pure shear deformation is 
present when the stress states lie on the two sides of the triangle and convergent 
motion is present when the stress states lie on the cap of the triangle. If  the effect 
of dilatation is included, shear deformation along with divergence (convergence) is 
obtained when the stress state lies on the two limbs of the triangle. This is shown by 
the two arrows in Fig. 4b for the case where some negative and positive dilatation 
is included. 

wind shear stress on the  top  ice surface, "r~ the  ocean  drag  on the  sea-ice 
flow, er (a~j) the  vert ically in tegrated internal  ice stress (normal  or shear) 
ac t ing on a plane which is perpendicular  to t h e / - a x i s  and in the  j -d i rec t ion ,  
g the  gravi ta t ional  accelerat ion and Hd the sea-surface dynamic  height.  The  
air (~'a) and  water  ('rw) stresses are ob ta ined  f rom a simple quadra t ic  law 
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with constant turning angle [3], 

r~  = p~edalU~l (ugcos0~ +k x UgasinOa), (2) 
r ~  = p ~ C d w l u i - u S l  [ (u,-  uS)cosO~ + k  × (u, - u ~ ) s i n 0 w ] ,  (3) 

where p~ and p~ are the air and water densities, Cd~ and Cd~ the air and 
water drag coefficients, ug a and u S the geostrophic wind and ocean current 
and 0~ and 0~ the wind and water turning angles. In the above equation for 
the wind shear stress, the ice speed is considered small compared to the wind 
speed and is therefore neglected. 

In the momentum equation (1), the internal ice stress er can be written 
as follows [7,11,9]: 

{ 2?]@i,j + (~ -- ?7)@kk6ij - -p~ij /2 ,  SVP model, 
aij -= 2~]@i,j -- ~ @kkSij p6ij, GRAM model, (4) 

where 

~ = min ( 2 ~ ,  ~rnax) , 7 l = m i n ( ~ , U m a z ) ,  (5) 

(6) 

and 

i __ 1) A= ( ~ 1 + ~ 2 ) ( 1 +  1 )+~2~2+2~11~22(  1 _  e -5 
e 2 

for the SVP model and, 

p sin ¢ ) 
= min V/(tii ~22) 2 + 4t~2,~max (7) 

for the granular material approach. In the above equation for A, e is the 
ratio of the principal axes of the elliptical yield curve (a measure of the 
shear resistance relative to the compressive strength of the ice). For small 
deformation (~ij), the coefficients of friction are capped to ~ = ~]max and 

= (ma~, and sea ice behaves as a very viscous fluid. 
In the SVP model, the internal ice pressure p is fixed for a given ice 

thickness and concentration by the following empirical relation [7]: 

p = P*h e [ - C ( 1  - A)], (s) 

where P* is the ice strength per meter ice thickness, C is the ice concentration 
parameter, and A the ice concentration (percentage of a grid cell covered by 
ice). In the GRAM approach, the pressure p is calculated from the relation 

V .  ui  = 2~ tan 5, when 0 < p < Pma~, (9) 
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where 9 is the maximum shear strain rate at a point, 5 is the angle of dilatancy 
and Pmax is defined by (8) (see [9] for more details). Note that  the SVP 
rheology has the same form as that  of a compressible Newtonian fluid (except 
tha t  ~ and 4 are non-linear functions of the strain rates), whereas the GRAM 
theology has the form of an incompressible Newtonian fluid (4 = 0) with non- 
linear shear viscosity. However, since p is capped to P m ~ ,  compressibility in 
the GRAM approach is still present. 

The specification (or calculation) of the internal ice pressure is impor tant  
as it influences the sea ice deformation both through the pressure gradient 
term and the viscous term (the coefficient of viscosities are linearly related 
to p, see (5) and (7). Probably the most important  difference between the 
SVP and the GRAM model lies in the way the internal pressure is specified. 
In the SVP model, the choice of flow rule does not impose any constraint  on 
the internal ice pressure (i.e. there is a specific state of stress for a given state 
of strain, independent of the value of the sea ice pressure). For this reason, 
the internal ice pressure can be fixed to any arbi t rary value independently 
of the state of strain (i.e. whether it is divergent or convergent). For the 
GRAM approach, the specification of the sea ice pressure follows natural ly 
from the double-sliding deformation law, i.e. the flow is assumed to consist of 
pure shear deformation (sliding) along sliding lines roughly aligned with the 
stress characteristics in the material and the pressure is adjusted in order to 
meet this criterion. If the required pressure exceeds the maximum compress- 
ive strength of the ice (P,~,~), then p is set equal to Pmax and convergence 
occurs; if it falls below the tensile strength (P=0),  p is set to zero and diver- 
gence occurs. If dilatation is included, the pressure is adjusted so that  some 
shear-induced divergence [15] is present. As discussed later, a calculated ice 
pressure is a desirable feature and often provides a more realistic internal ice 
pressure field and deformation field since the coefficient of viscosity is related 
to p (provided dilatation is included). Irregularities associated with a para- 
meterized sea ice pressure as in the SVP model will be presented in the next 
section. 

5 R e s u l t s  

In this section, results from a series of simple numerical experiments are 
presented in order to highlight certain features and irregularities in the beha- 
viour of each model under different forcing conditions and in different physical 
domains. In particular, the flow of sea ice under weak forcing conditions (case 
A) and the flow of ice in a channel (case B1-2) is considered. 

In case A, a Cartesian mesh with a grid resolution of 100 km is used on 
a simple rectangular domain (30 x 51 grid cell) with an island at the center 
(see Fig. 5). Open boundary conditions are used on all the sides in this 
simulation. In case B, a rectangular grid (30 x 21) with solid walls on both  
sides and open boundaries at the top and bot tom is used. In order to highlight 
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the influence of the different theologies on the simulation results, the Coriolis 
and the rmodynamic  effects are ignored, and the air and water  turning angles 
are set to zero ((2) and (3)). The boundary  conditions for the ice dynamic 
equation are zero normal and tangential  velocity at a solid boundary  (side 
wall, case B1-2) and free outflow ( p = 0 ) at  an open boundary  (all boundaries 
in case A and downstream boundary  in case B1-2). In all cases, the norther ly  
winds on the ups t ream boundary  advect a continuous flow of sea ice into the 
domain. 

The model was integrated for a period of 2 days using a t ime step of 
12 hours. In the next two sections, we highlight differences in behaviour 
associated with the two approaches. First,  we concentrate on the influence of 
the pressure gradient te rm in the m om en t um  equation (case A) and, secondly, 
on the viscous t e rm in a shear flow situation (case B1-2). A s u m m a r y  of initial 
conditions and ice compressive s trength used in M1 simulations is given in 
table 5. 

Tab le  1. Initial condition (IC) and ice compressive strength used in the simulations 

Case h, IC (m) A, IC (%) P* (N m -2) 

A 1-3 100 25 × 103 

B-1 1 100 5 × 10  3 

B-2 2 100 20 x 103 

5.1 R e l a x a t i o n  f low 

In this simulation, the effect of the thickness and concentrat ion gradients 
on the sea-ice velocity field is examined. In the SVP approach,  the internal 
ice pressure is specified uniquely from the ice thickness and concentration,  
independently of the sea ice velocity field. A consequence of this assumpt ion 
is tha t  for 0 m s -1 winds and ocean currents (assuming the Coriolis effect 
and sea surface tilt are zero for simplicity), a 0 m s -1 ice velocity field is 
only a solution of the momentum equation provided tha t  there are no ice 
thickness or concentration gradients (or V P  = 0). If a gradient is present,  a 
flow field will develop in an a t t empt  to eliminate it. A simple scaling analysis 
of the sea ice momentum equation (1) shows tha t  the pressure gradient t e rm 
is of the same order of magni tude as the wind stress t e rm for a l m  thickness 
gradient [H] over 100 km [L], assuming Cda = 1.2 × 10 -3,  [Ua] = 10 m s -1 
and P* = 20 x 103 N m -2 (see (1), (2) and (4)), 

P*[H] 

P°cd°[u ]2- [L] 
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Such gradients can occur close to land where convergence is sometimes present, 
and also at ice edges, but generally speaking, they occupy a small fractional 
area of a typical domain. Also, ice flow resulting from such thickness or con- 
centration gradients are only apparent in regions where the wind speed is 
small; in these situations the deformations are small and the viscosities (in- 
versely proportional to deformation, see (5) and (7)) are large, resulting in 
small ice velocities. 

In order to demonstrate this irregularity with the SVP approach, the 
following situation is considered. The winds are blowing from the top to 
the bot tom at 1 m s -1. The initial conditions for the simulation are l m  ice 
thickness and 100% ice concentration everywhere except for a band of ice 
(one grid cell wide) in front of the island where the ice thickness is 3m. the 
ice concentration is 100 % and Pmax is set to 25 X 103 N m -2. Such a si tuation 
could be observed after a storm when wind piled up thicker ice in front of an 
island, and calm conditions returned. 

Fig. 5a shows the ice velocity field for the visco-plastic model for this situ- 
ation. Clearly, the pressure gradient (associated with the thickness gradient) 
in front of the island sets up a flow in a direction opposite to the winds. The  
speed of the flow is maximum in front of the island (0.5 cm s - l ) ,  and after 
several iterations, the velocity vectors align themselYes with the wind and 
the situation returns to normal. This behaviour is similar to tha t  of a fluid 
and follows from the setting of the pressure p solely in terms of h and A. For 
a plastic material, the initial deformation should remain, i.e. the  material  
should not relax back to its original state. For the G R ~ M  model, the calcu- 
lated pressure in the front of the island is just sufficiently large to prevent 
convergence (it does not reach Pma~), and the velocity field is in line with the 
winds at all times (Fig. 5b). The calculated sea-ice pressure in this case is also 
shown in the background. This irregularity associated with the SVP model 
formulation leads to small ice velocities and could only become significant if 
the atmospheric and oceanic forcing remained small for an extended period 
of time. 

Another situation in which this can be observed is when the wind s tar t  
blowing ice of uniform thickness against an obstruction; at first the ice piles 
up against the land and the resulting thickness gradient can cause the ice 
to move against the wind. After a few time steps, the situation becomes 
more regular and the ice velocity is in the same direction as the wind (David 
Holland, personal communication). 

5.2 F l o w  d o w n  a c h a n n e l  

In both visco-plastic models, the shear viscosity is linearly related to the in- 
ternal ice pressure. For this reason, the mobility of the pack ice for a given 
wind and oceanic forcing is dependent of the way the internal ice pressure is 
calculated. With the elliptical yield curve and normal flow rule, the internal 
ice pressure is parameterized as a function of ice thickness, ice concentrat ion 
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Fig.  5. Velocity field after one day for the SVP model (a) and the GRAM model (b). 
A color map of the internal ice pressure is shown in the background for the GRAM 
simulation (in KN m - l ) ;  for the SVP model, the internal ice pressure are 12.5 KN 
m -1 everywhere except in front of the island where they are 37.5 KN m -1. Wind  
is blowing uniformly in space and Heavyside in time from the top to the bot tom at 
1 m s -1. The initial conditions for both simulations are l m  ice thickness and 100% 
ice concentration everywhere except for a band of ice (one grid cell wide) in front 
of the island where the ice thickness is 3m and the ice concentration is 100 ~0. The 
numerical domain in this simulation was larger than what is shown here (by two 
island length) in order to remove the influence of the boundary conditions on the 
interior solution. As a reference, the velocities in front of the island are 0.5 cm s -1. 
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and two empirical constants (P* and C, see (8)). For the Mohr-Coulomb 
yield criterion and double-sliding deformation law, the internal ice pressure 
is calculated and can lie anywhere between zero (in divergent flow) and Pmax 
(convergent flow), with Pmax defined by (8). In this section, results are presen- 
ted for the ice flow in a channel (shear flow) using both models in order to 
highlight differences in the flow field from the two different internal ice pres- 
sure calculations. In this simulation, the initial conditions for ice thickness 
and concentration are h = lm, A = 100 % and P* is set equal to 5 x 103 N 
m-2.  

Fig. 6 shows the velocity and internal ice pressure profiles across the chan- 
nel for the SVP model and the GRAM model with and without dilatation. 
For the SVP model, the internal ice pressure is constant (P'h, since A -- 1), 
and the viscosity coefficients, inversely proportional  to some function of the 
strain rates, are non-zero everywhere. For this reason, high velocity gradients 
are present close to the wall (large strain and small viscosities) and the effect 
of viscosity in the interior of the channel is small (small strain and large vis- 
cosities). For the GRAM model without dilatation, the internal ice pressure is 
zero everywhere inside the channel since the winds are non-divergent and the 
coast is aligned with the winds (in this model, convergent motion in the flow 
field is responsible for sea-ice pressure build up). For this reason, the shear 
viscosity is zero everywhere in the interior and the flow field is the same as 
tha t  of a free drift solution. In general, the internal ice pressure cMculated 
in a GRAM model without dilatation [10,11,9] is likely to be much smaller 
than the maximum internal sea ice pressure (Pma*, used in the SVP model) 
in regions where large scale winds are non-divergent and far away from the 
presence of a coastline. In the Arctic, this includes most of the regions except 
north of the Canadian Arctic Archipelago (when looking at the time averaged 
winds). Since the coefficient of shear viscosity is linearly proportional  to p, 
this leads to a very mobile pack ice which behaves similarly to a cavitating 
fluid. It is believed to be mainly for this reason (and to a smaller extent  due to 
the fact tha t  the shear stress for small internal ice pressure is smaller for the 
Mohr-Coulomb yield curve than for the elliptical yield curve), tha t  the s tudy 
of Ip et al. [10] shows a very similar behaviour between the Mohr-Coulomb 
yield curve and the cavitating fluid rheology in their Arctic simulation study. 
This behaviour in shear is not realistic, as one would expect  significant ice 
floe interaction even with large-scale non-divergent wind fields (far from the 
influence of continentM boundaries), since ice floes are irregular in shape and 
size, and shear deformation will lead to ice floe interactions and dilatation, 
causing the internal ice pressure to build up. 

In order to take this into account, shear-induced dilatation of the material  
is included (see Fig. 6). Fig. 6b (circles) shows a pressure build-up against 
the coast due to local shear induced dilatation (6 = 1.5) and the internal 
ice pressure decreases toward the center of the channel. In this case the in- 
ternal ice pressure (and shear viscosity) are non-zero and the presence of the 
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Fig. 6. Axial component of the velocity (a) and the internal ice pressure profile 
(b) across the channel for the SVP, model and GRAM model with and without 
dilatation. Note that the velocity a t  the wall is not shown here in order to see the 
graclient in the interior more clearly 

boundary  is felt deeper inside the channel in a manner similar to the SVP 
model. 

A disadvantage to specifying the internal ice pressure, independently of 
the deformation state in the ice field (as in the SVP model) is tha t  ice will 
have shear resistance and resistance to tensile load even when the flow field 
is divergent. Intuitively, the internal ice pressure is expected to go to zero 
when the sea ice flow field is largely divergent. To illustrate this behaviour, 
the same channel flow experiment is analyzed with wind blowing at an angle 
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with respect to the coastline. In this case, the wind speed is set at 8 m 
s -1 at an angle of 25 degrees with the coastline. The initial conditions for 
this simulation are 2m ice thickness and 100% ice concentration. The sea-ice 
compressive strength used in this run is 20 x 103 N m -2, a typical value used 
for large scale sea-ice studies forced with daily varying winds. In this case, 
the boundary flow on the left of the domain will be subjected to shear and 
divergence and that  on the right of the domain, to shear and convergence. 
The axial velocity and internal ice pressure profile across the channel for this 
case in shown in Fig. 7. 

For the SVP model, the internal ice pressure is constant (since h and A 
are constant) and shear resistance is present across the entire channel (even 
on the left wall where divergence is present). This is seen from the velocity 
profile (Fig. 7a) where a boundary layer of slow moving ice is present on both  
sides of the channel (the discontinuity in slope present near the side walls is 
due to the capping of the viscosity coefficients marking the transit ion from 
the plastic to the viscous behaviour). In the GRAM model (with dilatation 
included, 5 -- 1.5) the internal ice pressure remains zero on the left wall due 
to the divergent flow field (Fig. 7b). The pressure increases slowly towards 
the right wall where convergence is present. The corresponding axial velocity 
profile has no boundary layer on the left and a more developed boundary  
layer on the right wall where the internal ice pressure (and the shear viscosity) 
is high. These results make more intuitive sense (no shear resistance when 
divergent flow is present) and constitute one of the advantages of calculating 
the internal ice pressure field. Finally, it should also be noted that  (9) can 
not be used to calculate the internal ice pressure for the SVP model as it 
derives directly from the double-sliding deformation law and would lead to a 
velocity field incompatible with the normal flow rule. 

6 C o n c l u s i o n s  

In this paper, a general description of two visco-plastic sea-ice models is 
presented. The two models are the s tandard visco-plastic (SVP) approach 
with an elliptical yield curve and a normal flow rule, and a granular material  
(GRAM) approach with a Mohr-Coulomb yield curve and a double-sliding 
deformation law with dilatancy included. The SVP model requires the spe- 
cification of a yield curve, a flow rule and an empirical relation defining the 
internal ice pressure. The GRAM model, on the other hand, only requires the 
specification of a yield curve and a flow rule; the specification of the internal 
ice pressure follows from the choice of flow rule. A key difference between the 
SVP and the GRAM model lies in the way the internal ice pressure is calcu- 
lated. In the SVP model, the ice pressure is specified independently of the ice 
deformation. This leads to irregularities when large thickness or concentrat ion 
gradients are present in the domain and in some shear flow situation. In the 
GRAM model, without dilatation included, irregularities are also present in 
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Fig. 7. Axial component of the velocity (a) and internal ice pressure profile (b) 
across the channel for the SVP model and the GRAM model with and without 
dilatation. In this experiment, the winds are 8 m s -1 at an angle of 25 degrees with 
the coastline 

simple shear flow where the shear resistance is abnormally low. With  dilata- 
tion included, this problem disappears. Although both models are capable of 
realistic large-scale sea-ice simulations [7,18,9,19], the physical basis of the 
GRAM model is considered more sound and should provide a better starting 
point for further model development. 
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Inf luence  of Ice A c c u m u l a t i o n  D i s t r i b u t i o n  
on Ice Sheet  Stabi l i ty  

A l e x a n d e r  V.  W i l c h i n s k y  

Institute of Mathematics and Mechanics, Kazan State University, Kazan 420008, 
Russia 

Abs t rac t .  The stability of a two-dimensional isothermal ice sheet with station- 
ary margin is studied when the ice flow is described by Glen's flow law. The ice 
accumulation rate is assumed to depend on the elevation and the span. Surface 
perturbation is searched for as a normal mode, which determines a singular eigen- 
value problem. The singularity of the perturbation at the margin can be treated by 
application of the method of matched asymptotic expansions. Numerical solution 
of the eigenvalue problem shows that the dependence of the accumulation rate on 
the elevation contributes strongly to the ice sheet instability. Positive downstream 
slope prevents stable solutions. Negative downstream inclination of the equilibrium 
line often equally leads to instability. 

1 I n t r o d u c t i o n  

Steady flow of an ice sheet is possible not only when there exists a steady- 
state solution of the corresponding mathematical  model, but  also when this 
solution is stable. While ice sheets and glaciers are characterized by diverse 
conditions of motion, and their steady-state profiles are very sensitive to these 
conditions (e.g Weertman, 1961, Oerlemans, 1996), analysis of ice sheet sta- 
bility has been generally performed for the case when the ice accumulation 
rate at the upper surface depends only on the span (Bodvardsson, 1955; Nye, 
1959; Fowler, 1992; Hindmarsh, 1996, 1997). The situation when the accumu- 
lation rate depends on the elevation was studied by Wilchinsky (submitted),  
who considered the ice as a Newtonian fluid, whereas more realistically its 
theology should be described by the power law (Glen, 1955). 

Assuming a power-law rheology of the ice and using the "shallow ice 
approximation" (Hutter, 1983), the evolution equation of the ice sheet can be 
found as a non-linear parabolic equation (Fowler and Larson, 1978; Morland 
and Johnson, 1980; Hutter,  1983; Salamatin and Mazo, 1984). If the ice sheet 
margin is assumed to be stationary, then the common approach to s tudy 
the ice sheet stability is to perturb the evolution equation. Then separation 
of variables for this perturbat ion yields a singular Sturm-Liouville problem 
for the eigenvalues (Nye, 1959; Fowler, 1992; Hindmarsh, 1997). If the ice 
sheet margin moves, the method of separation of variables is generally not 
applicable (Wilchinsky, submitted). 

In this paper we consider the two-dimensional isothermal motion of a 
continental ice sheet with fixed margin (Fig. 1). The  slope of the bed is 
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comparable with that of the upper surface. The accumulation rate at the 
upper surface is assumed to depend on the span and elevation, and ice is a 
non-Newtonian fluid. 

A ( :~,X) > O 

X m 

Fig. 1. Continental ice sheet 

2 A n a l y t i c a l  a n d  N u m e r i c a l  A n a l y s i s  

2.1 E v o l u t i o n  e q u a t i o n  

In this work the ice is assumed to be an incompressible isothermal fluid with 
power-law rheology (Glen, 1955) under slow creeping motion. Therefore its 
(two-dimensional) flow is described by the Stokes equations. We consider the 
situation when at the bed the ice does not melt and thus we apply the no-slip 
condition. 

The common approach to simplify the Stokes equations for ice sheets is 
to use the "shallow ice approximation" (Hutter,  1983); it is based on the 
fact that  the ice sheet aspect ratio (~ - ratio of typical ice thickness to ice 
sheet length - is a small quantity. Therefore, the boundary layer approxim- 
ation allows us to derive the ice-sheet-evolution equation in relatively simple 
form (Fowler and Larson, 1978; Morland and Johnson, 1980; Hutter, 1983; 
Salamatin and Mazo, 1984). Here we show this derivation briefly. 

We will use the following notations for the dimensional variables: ()~, 2) 
are the horizontal and upward vertical spatial coordinates, t is time, ~ and 
are the horizontal and vertical velocities, p is the pressure, /~ and ~ are the 
bed and surface elevations, g is gravitational acceleration, h -- $-/~ is the ice 
thickness, A is the accumulation rate at the upper surface, which is assumed 
not to depend on time, ~ is the ice density, p is the ice effective viscosity, 
the flow law constant and n the flow law exponent. Letter subscripts denote 
partial derivatives. 
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Because the ice flow is shearing, scales can be chosen as [v0] = [4], [~] = 
[~]/5, ~] = [2]Qg, [t~ = [2]/[.4], 5 = [2]/[){] (see discussion by Fowler, 1992). 
In dimensionless variables (without bars) the Stokes equations take the form 

Px = 7[(#uz)z + 0(52)], Pz + 0(7"/52) = - 1 ,  (1) 

where 

= lUzl (1-'~)/n + 0(5: ) ,  .y = W[A]l/n[2](n+l)/n/(og[2]2(n+l)/'~). 

The stress-free conditions at the upper  surface imply 

~uz = O(~52), p = 0(52 ) (2) 

and the mass conservation equation becomes 

S 

+ qx = A, q = / udz, (3) ht 

B 

where q is the horizontal mass flux. Letting ~, = 1, we can find [2] when [X] 
is known (Salamatin and Mazo, 1984). 

Neglecting the terms of order 0(52 ) and integrating of (1)1 and (1)2 with 
respect to z, we obtain 

p : 8 - -  Z ,  ~t : 8 i g n ( S x ) 1 8 X I  n [ ( S  - -  Z )  n + l  - -  h n + l ] / ( n  -~- 1). (4) 

Substitution of (4)2 for u into the mass conservation equation (3) yields the 
evolution equation 

ht + qx : A(s,  X ) ,  q = - s i g n ( s x ) h  n+2 [sx]n / ( n  + 2), 0 < X < rn, 
q = 0 at X = 0, qlt=o = h = 0 at X = rn, 

(5) 

where m is the margin position. Note that  A(s,  X )  is supposed not to depend 
on time. 

Equation (5) is of parabolic type one (Courant  and Hilbert ,  1953). I t  
requires two boundary  and one initial conditions. If  the ice sheet spreads 
freely then the third boundary  condition is used to determine the margin 
position rn, which is not known. In imposing the boundary  conditions, we 
assume tha t  the horizontal mass flux is zero at the ice divide (X = 0) - 
this is a vertical line at the position of maximal  surface elevation. The  other 
boundary conditions prescribe the ice thickness and the horizontal mass flux 
at the margin. For freely spreading continental ice sheets, bo th  values are 
set to zero. If  the ice sheet length is known and fixed in t ime due to the 
bed topography,  then the only one condition at the margin  is to prescribe 
the ice thickness. I t  was shown (Wilchinsky, submitted) tha t  the method  
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of separation of variables is not applicable when the ice sheet margin moves. 
Therefore we will study the motion of a continental ice sheet with fixed margin 
(and boundary conditions q(0) = h(m) = 0); this motion is the result of 
a perturbat ion of a stat ionary ice sheet with free margin (and boundary  
conditions q(0) = q(m) = h(m) = 0). 

In this study we shall assume that  solutions of (5) do indeed exist and that  
A is a smooth function of its arguments. We consider only situations, when 
h _> 0 and s is monotone (sx _< 0). We shall neither t reat  the singularity 
of the solution of (5) at the ice divide (for details see e.g. Wilchinsky and 
Chugunov, 1997). 

2.2 Analytical steady-state solutions 

If the bed is a horizontal plane and the accumulation rate function does not 
depend on the elevation (As = B - 0), then the steady-state solution of 
(5) can be found in terms of quadratures and is called Vialov-Nye solution 
(Vialov, 1958; Nye, 1959) 

h(X) = { 2n + 2 dX. (6) 

The margin position m is determined from the condition that  the mass flux 
is zero at the margin 

71% 

i A(X)dX = (7) 0. 

0 

If A - coast then (6) yields 

h(Z) { - 2 ( n  + 2)l/nA 1In (m (n+l)/n- X (n+l)/n) }n/(2n+2) = . ( 8 )  

If Ax =- B - O, but As # 0, then the steady-state solution of (5) can be 
found in inverse form as the function X(h2(n+l)/~): 

X - 2 ( n ~  __ 1) - ( n  + 2) A*(f.)df./2 df', (9) 
0 

where f = h 2('~+1)/'~, A*(f) = A(h) and f (0)  is determined from the equation 

:(0) 

S A*df. = (10) 0. 

0 
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In particular,  when n = 3 and A = alh 2 - a: we can derive the solution in 
the form 

h = i [ 7 / ( 4 a l ) ] { a  2 - [(6al/7)(5/2)1/4X]4/3}. (11) 

Here al > O and as > 0 are constant.  

2.3 P e r t u r b a t i o n  a n a l y s i s  

For the subsequent analysis it is convenient to introduce new variables, in 
which the ice sheet length is equal to 1 and the margin is s i tuated at the 
origin of the coordinate system; 

x = l - X / m ,  ~-=t .  

With these, the evolution equation (5) takes the form 

hr = qx/m + A ( s , m ( 1 -  x)), q = hn+2sn/[(n + 2)mn], 0 < x  < 1, 

q [ r = o = h = O  a t x = 0 ,  q = 0  a t x =  1. 
(12) 

Let h0, m be a s teady-state  solution of (12) describing a freely spreading 
ice sheet (its margin position is determined from the condition tha t  the mass 
flux is zero there). To find a t ime dependent  solution of (12) describing the 
flow of the ice sheet with a fixed margin as a per turba t ion  about  the s teady- 
state solution in separated form, we use the expansion 

h = h o + ~ e - ~ r h l + O ( ~ 2 ) ,  s = b + h o + c e - ; ~ h l + O ( c 2 ) ,  
q /m = qo + ee-:~ql + O(c2), A(s, m(1 - x)) = a + ee-;~ashl  + O(s2), 

(13) 

where a(so, x) = A(s0, m(1 - x)), as = As (so, m(1 - x)), b(x) = B ( X ) .  Sub- 
sti tuting (13) into (12) we derive the leading order problem 

n+2 n 2)ran+l], 0 < x < 1, qox + a(so,x) = 0, qo = ho s°x/[(n + (14) 
q 0 = h 0 = 0  at x = 0 ,  q0 = 0  a t x = l .  

Let us denote a (m) = a(b(0), 0) and c = -m'~+X(n + 2)a (m). The steady- 
state solution with zero mass flux at the margin has the following asymptot ic  
behaviour 

ho = (2nC)t/(2n+2)X 1/2 + O(Xk), (15) 

where k = 3/2  when a8 --- 0, and k = 1 else. On the other hand, if the hori- 
zontal mass flux at the margin (denoted by - q ( ~ ) m ,  where q'~ = qlx=0/rn) 
is not zero, then a solution of (5) has the behaviour  

h~.~x n/(2n+2) { (n+2)mn+l[ (2n+2) /n]nq (m)}  ;/(2n+2) (16) 
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For the first order  te rms  we obtain  

ql~ + (as + A)hl = 0, 0 < x < 1, 
h n " F l o n  1. / ~ n - F 1  n-l-2 n - 1  

q l  = "~0 ° O x ' t l / " ' e  Jr- n h  0 8ox  hlx//[(n + 2)rftn+l], 
ht = 0  a t x = 0 ,  q l = 0  a t x = l .  

(17) 

The  first order problem is a linear second order  S tu rm-Liouv i l l e  p rob lem 
(Courant  and Hilbert,  1953). Finding solutions of (14),(17) analyt ica l ly  re- 
quires complex ma themat i ca l  analysis and is outside the  scope of  this paper .  
However, when n = 1 (ice is a Newtonian  fluid) we can find the  eigenvalues 
as (Wilchinsky, submi t ted)  

{0J = [w~ - (7~/2 + 3rn~as/h3)w 2] dx / 3rn~(w2/h3)dx, (18) 

0 

where w = h3h l , c /=  3b~/ho. This  yields as sufficient condi t ion  of s tabi l i ty  
7~/2 + 3m2oas/h g < 0 when 0 < x < 1. If  b(x) - const, then  this condi t ion 
takes the form as <<_ 0 when 0 < x < 1, which is not  informative,  because  for 
ice sheets we assume as > O. 

In tegra t ing  (17) with respect  to x f rom 0 to  1 we derive the  relat ion 

0 / /01 ql]~=o - ashldx = .X hldx.  (19) 

Equat ion  (19) has an evident mechanical  meaning:  if the mass flux at the 
margin (ql) is larger than  the addi t ional  accumula t ion  ra te  due to the  changed 
surface elevation (the second te rm in (19)) then the s t eady-s ta te  solut ion is 
stable, otherwise it is not.  

2 .4 S i n g u l a r i t y  at t h e  m a r g i n  

If the mass flux at the marg in  q(m) ¢ 0 V~-, then it follows f rom (16) t h a t  
ho ~- x n/(2n+2) and from (17) we derive hi ~- x ~/(2n+2). Hence the expansion 
(13) is uniformly valid, t h a t  is the first order  te rm of the  expansion (13) is 
much smaller than  the leading order te rm for any x, because hl /ho  = O(1) 
as x --+ 0. If  the mass flux at the margin  q(m) = 0 when ~- = 0, then  (15) 
yields ho ~- x 1/2 and f rom (17) we derive hi = c~x -1/2 + O(1) --+ oc as x --+ 0, 
where c~ is an a rb i t r a ry  constant .  Hence, hi is unbounded  and  the  expansion 
is not  uniformly valid: h0 << Chl as x --+ 0. 

Let us consider a par t icular  case when b - a~ - 0 to show t h a t  the  sin- 
gulari ty can be t rea ted  using the me thod  of ma tched  a sympto t i c  expansions  
(Van Dyke, 1975). There  are two causes to  break the  validity of the  expan-  
sion (13). First,  h0 --- c when x -~ c 2. Second, the funct ions h and  ho have 
different a sympto t i c  behaviours  as x ~ 0. In the lat ter  case, in order  to  find 
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the thickness of the boundary layer near the margin, where the expansion 
(13) is not valid, we integrate (12) with respect to x from 0 to 1 to obtain 

1 

q(m) = _ f hrdx = O(c). 

0 

(20) 

Hence, from (16) we derive h ~_ (exn) 1/(2n+2) ,x  --+ O. Because ho ~- x 1/2, 
we have ho/h ~- (x/e)  1/(2'~+2). Therefore (h - h0) -~ h, when x _~ ~. On the 
other hand, h0 --- ehl ~- e 1/2, when x -~ e. In the other words, the inaccuracy 
of (13) is sensible when x -~ c. 

To find the inner solution in the vicinity of the margin, we introduce the 
inner variable and function ~ = x/e ,  H = h/e  1/2. In these new variables the 
evolution equation takes the form 

~1/2H~ = ( H ' + 2 H ~ ) J [ ( n  + 2)rn ~+1] + a (m) + O(e), ~ > 0, (21) 
H = 0  at ~ = 0 .  

Expanding H = H0 + O(et/2), we derive for the leading order term 

: {[Q - (n + - , (22) 

where X -- (2/c) 'V(2'~+2) 
matching procedure. 

The inner solution is 

and Q is a parameter  to be determined by the 

h = H ~  1/2 = c1 /212n/ (2n+2)e l / (2n+2)~l /2 -}  - 

+ 2-(,~+ 2) /(2,~+ 2) c-(2n+ l ) / (2n+ 2) Q~-  a /2]+ 
" b C 1 / 2 0 ( ~ - ( n ÷ 2 ) / ( 2 n ) )  + O ( e ) .  

(23) 

The outer solution is 

h ~- ( 2 n c ) l / ( 2 n + 2 ) x  1/2 "[- Ce--AT[OLX -1/2 -~- O(1)] + O(x a/2) + O(c2). (24) 

Matching requires Q = 2(n+2)/(z~+2)c(2~+l)/(2'~+2)ae-'~". 
Hence, the singularity arising in the expansion of the ice thickness about  

the steady-state solution can be t reated by applying the method of matched 
asymptotic expansions. The singularity of the expansion (13) near the margin 
does not affect the eigenvalues A and  therefore is passive. 

2.5 N u m e r i c a l  a l g o r i t h m  

Analytical solutions of (14) and (17) are difficult to find; therefore let us 
consider numerical methods of solving these equations. Two points must be 
taken into account: first, solutions of these equations have singular behaviour 
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(ho~ = O(x-1/2) ,  hl = O(x-U2)) ;  second, h0 can be unstable, therefore some 
iterational approaches of solving (14) may not be covergent. 

In order to remove the singularities, we introduce new independent vari- 
able and smooth functions y = x l /2 ,u  = hly,  v = holY and integrate 
(14),(17) with respect to y from 0 to y. The problem for the zeroth-order 
solution takes the form (subscript y denotes derivative) 

Y 

y . ) d y , / y  2 = 0, (25) vn+2( v + + (2m) +l(n + 2 ) f y ,  a(b + y,v,  
0 

v=27V(2n+2)cU(2'~+2) a t y = 0 ,  v ~ + 2 ( y v + b ) y = O  a t y =  1. 

We introduce the discretization length A = 1/n and n + 1 nodes y~, i = 
0, 1, .., n to obtain 

n ÷ 2  vi+l/z[(b~+l + y~+lVi+l - bi - y ivi) /  A]'~ + 

+(2m)~+l (n  + 2)y~+~/~ (ya)i+l A / 8  + (ya) iA3/8  + (ya)i+l/2A = 
" z  

= r +1/2 = = a v .  

(26) 

This numerical scheme has approximation accuracy of O(A) near the margin 
and O(A 2) for iA  _~ 1. This numerical algorithm represents an implicit Euler 
scheme and does not require iterations in determining the function v start ing 
from some initial approximation. The developped algorithm was tested with 
the analytical solution (11), and convergence of the numerical scheme was 
shown for it. 

The  considered algorithm permits us to find v for any m. The  ice sheet 
length m can be determined from the boundary condition at the ice divide 
(y = 1). 

After integration, the eigenvalue problem (17) in new variables is writ ten 
a s  

y 

Cuy + ¢ u  + f ttudy* = 2vgn+luo, O < y < l, 
o (27) 

CUy + ¢ u  = O a t y = l ,  

where 

¢ = y n v n + 2 ( b + y v ) ~ - ! '  # = ( 2 r n ) ~ + l ( n + 2 ) ( a ~ + A ) '  (28) 
n r t - - 1  ¢ = (n + 2)v~+1 (b + y V ) y  - nvn+2(b + y V ) y  . 

Here u(0) is arbitrary. The numerical approximation is developped as it was 
done for the determination of v. However, the accuracy is now uniformly 
O(A2),  and we have developped an explicit Euler scheme. The parameter  

is determined from the boundary condition at  the divide. This numerical 
scheme was tested with the analytical solution of the inhomogeneous equation 
(27), and covergence of the scheme was demonstrated.  
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2 .6  E x p e r i m e n t s  

To s tudy  the  ice sheet stabili ty the following funct ions were chosen: B = 
blX2, A = als + a2 ÷ a3X, where bl,al,a2,a3 are constants .  Pa ramete r s  
bl, a ] , - a 3 / a l  represent  the (typical) bed slope, the  vertical gradient  of the 
mass  balance and the  equilibrium line incl inat ion (line at  which A = 0), 
respectively. The equil ibrium line al t i tude is given by the formula  z = - (a2 + 
a3X)/al.  In  the  numerical  experiments ,  the  m i n i m u m  value of  A as a funct ion 
of  one of these pa ramete r s  is found, while the  o ther  pa ramete r s  are fixed. The  
numerical  exper iments  showed tha t  in m a n y  cases there  exist two solutions 
of  the  leading-order problem (14) with different m. In Figs.2-3 we will show 
direct ion of the increase of m by arrows. 

The  dependence of  A on bl is presented in Fig. 2. Six curves are shown. 
Curves 1, 2, 3 are de termined  by a3 ---- 0 , - - 0 . 2 ,  0 .2 ,  respectively, while al  = 
1,a2 = - 0 . 5 , n  = 1 are taken fixed as c o m m o n  values. Curves  4 , 5 , 6  are 
de termined by the same values as curves 1, 2, 3 except  the pa r ame te r  n = 3. 
W h e n  bl < 0, there  are two s teady-s ta te  solutions - s table and  unstable.  
These solutions coincide at the axis A = 0 de termining  neut ra l  equilibrium. 
It  can be seen tha t  posit ive downs t ream bed slope (bl > 0) leads to the 
absence of stable solutions. 

Dependence of  A on a3 is depicted in Fig. 3. Six cases are again con- 
sidered. Curves 1, 2, 3 are determined by bl = 0 , - 0 . 2 ,  0.2, respectively. The  
other  parameters  are taken as a l  ---- 1, a2 = - 0 . 5 ,  n = 1. Curves  4, 5, 6 are 
determined by the  same values as curves 1, 2, 3 except  the pa r ame te r  n = 3. 
For the cases 1,4 (for a3 < 0) and 2,5 there  are two s teady-s ta te  solutions 
- stable and unstable.  In part icular ,  for n = 3 there  are two (stable and 
unstable)  solutions when bl < 0.03. If  the  bed slope is larger,  then  there  are 
no stable solutions. 

If  ba = a3 -- 0, then  a change of  the  pa ramete r s  a l ,  a2 does no t  affect the  
stability. This can be derived with the  help of similari ty theory.  Let  ]~ be a 
solution of the equat ion 

t , .~+(t tn+2]~2]n)k/(n+2)=A(~, f ( ) ,  ~ = h + / 3 ,  (29) 

where 

B(fi:) B ( X . X ) / h .  A(~,)C) = A(h.~, Y 3~ ~ Y~+1/h2"+2 
= ' " ' *  J ' ~ *  / ' ° *  ' ( 3 0 )  fi[ X / X . ,  h h/h, ,  ? _~2~+1/Xn+1 

and X , , h ,  =eons t .  If  h is a s teady-s ta te  solut ion of  (5), then  h()C) = 
h(X , f ( ) /h ,  is a solut ion of (29). 

For the case considered, we have/3()C) = blYC 2, whe re /h  = bxX2,/h,, and 
= -- a X n + l / k 2 n + l  ~.. a x n + l t h  2n+2 2~ al ~ + 52 + 53X with ~1 a , /,~. ,u2 = 2 , I • , 3 = 

a _ X n + 2  ll..2n.-}-2 
3 , / t ~ ,  • 

If  ba - a3 - 0, al  > 0, a2 < 0 and  h is the  solution found for par t icu lar  
values al  = 51, a2 = fie, then for any values a l ,  a2 equat ing  ~1 = fix, ~2 = fie 
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gives us two equations for the determination of h . , X . ,  which determines 
]~(3~, ~) = h()(,  ~). Therefore, in variables h, 3~, ~ we have the same solutions 
and the same eigenvalues for any al > 0, a2 < 0. 

Experiments showed stability of the ice sheets when al = 0, a2 = 0.5, a3 = 
- 1  and bl is arbi trary (solution h(X,T, bl)). In this case equating g~2 = 
0 . 5 ,  a3  : - 1  for any a2 > 0, a3 < 0 allows us tof ind X . , h .  and/h  = 2 blX./h., 
such that  h(X,~)  = h(J~,~, 8l). Therefore, the ice sheets are stable when 
al = 0, while a2 > 0, a3 < 0, bl are arbitrary. 

For interpretation of the numerical experiments let us turn to (19), from 
which it follows that  if the mass flux at the margin is larger than the ad- 
ditional accumulation rate due to the changed surface elevation, then the 
steady-state solution is stable, otherwise it is not. Evidently, conditions mak- 
ing the ice flow "easier" will lead to a larger mass flux at the margin and, 
hence, to stability. Here, the intuitive term "easier" cannot be substi tuted by 
the term "faster", because the ice sheet length and its geometry also influence 
the stability. 

2 -  

1-  

k 

O- 

-1 0 -0.5 

, i i 

blo.o 0.5 1.0 

Fig. 2. The dependence of the minimum eigenvalue A on the typical bed slope bl 

Physically, the larger the (negative) bed slope is in comparison with the 
average ice thickness gradient, the "easier" will be the ice flow and vice versa. 
Moreover, the higher the equilibrium line inclination is, the "easier" will also 
be the ice flow. If in the numerical experiments there are two (stable and 
unstable) solutions for the same da ta  set, then the stable ice sheet is longer 
than the unstable one. On the other  hand, the longer the ice sheet, the 
smaller the average ice thickness gradient. Thus, the longer the ice sheet 
is, the stronger will be the influence of the bed slope. Therefore, when the 
bed slope changes in the experiments, two mechanisms interact: the changing 
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Fig. 3. The dependence of the minimum eigenvalue A on the equilibrium line in- 
clination a3 

bed slope and the changing ice sheet length. The experiments  show that  small 
changes of the bed slope lead to large changes of the stable-ice-sheet length. 
Therefore, an increase of the (negative) bed slope causes a decrease of the 
minimum eigenvalue of the stable ice sheets. At the same time, when the 
ice sheet is unstable, then an increase of the (negative) bed slope leads to an 
increase of A. Similar results can be derived for the influence of the equilibrimn 
line inclination. However, as the experiments show, the bed slope has stronger 
influence on the stability, than  the equilibrium line inclination. For example,  
when bl > 0.03, n = 3 there are no stable solutions. In this case an increase 
of the (positive) equilibrium line inclination leads to an increase of the ice 
sheet length, and, hence, to a stronger influence of the (positive) bed slope 
leading to instability. Therefore, stabili ty cannot  be  achieved. On the other 
hand, when the bed slope is negative, then there is a stable solution even if 
the equilibrium line inclination is positive, which could lead to instability. 

3 C o n c l u s i o n s  

The accumulation rate  distribution has a strong influence on the ice sheet sta- 
bility. If the accumulation rate  does not depend on elevation then s teady-s ta te  
solutions are stable. If  it does depend on elevation, then stability is determ- 
ined by bed slope and equilibrium line inclination. Positive downst ream bed 
slope causes instability. Again, if the bed is a horizontal plane, then a neg- 
ative downstream inclination of the equilibrium line also causes instability. 
In many  cases there exist two s teady-sta te  solutions - stable and unstable - 
they are in neutral  equilibrium when they coincide for certain values of the 
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parameters .  A change of the flow law exponent has only a quant i ta t ive  (but 
not qualitative) influence on the ice sheet stability. 

The singularity of the per turba t ion  at the margin can be t rea ted  by the 
application of the method of matched asymptot ic  expansions and does not 
affect the eigenvalues. 

A c k n o w l e d g e m e n t :  I thank  the editor Prof. K. Hut ter  and both  referees 
Dr. R. Greve and A. Savvin for useful remarks.  
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A b s t r a c t .  A computationM procedure to model instationary creep movements in 
alpine snowpacks is presented. The model allows the study of large volumetric and 
shear strains (new snowfall), temperature dependent material behaviour (sudden 
warming) and progressive creep fracture. These processes are all important factors 
in natural avalanche release. A viscoelastic materiM model for snow is proposed 
in which the constitutive properties are characterized on planes of various orient- 
ations within the material. This model is conceptually simple because it does not 
employ complicated tensorial arguments. It is, however, capable of modelling the 
highly nonlinear and complex material behaviour of snow including the influence 
of material microstructure. The model requires only a few parameters which can 
be determined from simple uniaxial or triaxial experiments. The new constitutive 
model and numerical procedure is verified using two field and laboratory experi- 
ments. 

1 I n t r o d u c t i o n  

The purpose of this paper  is to present a finite element based computa t ional  
procedure to calculate instat ionary viscoelastic creep movements  in alpine 
snowpacks. The procedure can model: (1) large volumetric and shear strains 
(0.50 to 1.00) and strain-rates (up to ]0 -3s  -1) to allow the s tudy of snowpack 
movements  after a heavy snowfall and the set t lement of new snow, (2) tem- 
pera ture  dependent material  behaviour (including phase change) to allow the 
s tudy of sudden variations in meteorological conditions, such as a quick rise 
in t empera tu re  with strong winds (Fbhn), (3) fracture or progressive creep 
damage  of weak snow layers based on the crystal  morphology of those layers 
and (4) the creep forces exerted on avalanche retaining structures.  

We would like to emphasize tha t  these modelling requirements are posed 
by avalanche warning specialists at our institute who are now beginning to 
use physical snowpack models on a day-to-day operat ional  basis [1], [2]. The  
determinat ion of the max imum creep force exerted on defense s t ructures  is 
also an impor tant  engineering task for the safety of m a n y  mounta in  com- 
munities. 

The  finite element method has been employed to simulate snowpacks [3], 
[4], [5], [6]; however, these calculations have all made the assumption of 
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stationary strain-rates and small deformations and strains. They are not 
adequate to postulate and quantify theories of avalanche formation, espe- 
cially immediately after a new snowfall when the snowpack creep velocities 
are clearly instationary. In the snow settlement experiments of de Quervain, 
1945, [7], which are modelled in this paper, snow increased in density from 
120 [kgm -3] to over 300 [kgm -a] from self-weight alone in a period of 100 
days. The experiments clearly showed that  the settlement velocities reached 
a constant deformation velocity only after 70 days. Moreover, instat ionary 
creep behaviour dominated the durat ion of the experiments. 

The greatest difficulty in the modelling of these processes is to formulate 
a constitutive law for snow that  is both simple, i.e. it can be well understood 
intuitively, while, at the same time, it is elaborate enough to t reat  highly non- 
linear and complex material behaviour. These goals are clearly at odds with 
each other. A further requirement is tha t  the constitutive theory be expan- 
ded to consider the influence of snow micro-structure on material response. 
Of particular importance is the modelling of the strength of the snow-crystal 
bonds or necks. Of course, the law must also be directly verifiable by both  
field and laboratory experiments. 

In the first part  of this paper the constitutive model and the large-strain, 
rate-dependent plane strain finite element numerics are presented. The con- 
stitutive model does not employ over-complicated theories to describe vis- 
coelastic snow behaviour [8], [9] or fracture [10]. These theories are both  
conceptually difficult and require complex experiments (shear tests) to de- 
termine the material parameters.  Furthermore,  they neglect the influence of 
snow microstructure. 

In our approach the constitutive properties are characterized using simple 
one-dimensionM material laws on planes with various orientations within the 
material. The overall material response, including shear resistance, is found 
by superimposing the response of the individual directions. This facilitates a 
better  understanding of the material behaviour and, most importantly, the 
constitutive law requires fewer parameters  which can be determined using 
simple temperature  dependent uniaxial or triaxial tests. (Traxial creep tests 
using a specially designed triaxial apparatus for snow are presently being per- 
formed at our institute.) Finally, since the material laws are one-dimensional 
it is much easier to introduce microstructural  parameters  (grain size and 
shape, bond strength, neck length) into the constitutive model. Above all, 
fracture criteria based on snow microstructure can be easily formulated. The 
proposed model is based on so-called "mieroplane" models tha t  have been 
successfully used to simulate progressive tensile fracturing and /o r  damage of 
aggregate materials such as concrete and rock [11], [12], [13]. 

The model is verified using both  field and laboratory experiments. The 
100-day creep experiments of de Quervain [7] and the snow settlement ex- 
periments of Kojima [14] are simulated with a high degree of accuracy. 
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2 M i c r o p l a n e  M a t e r i a l  L a w s  f o r  S n o w  

Snow is a porous material consisting of ice grains and air. The  ice grains have 
different shape and size depending on the thermodynamical  and mechanical 
history of the snow. The ice grains are bonded together at so-called necks to 
form complex load carrying chains. The response of snow under loading is 
primarily a function of (1) the number of chains, which is usually described 
by the snow density, (2) the strength of the individual grain bonds, (3) the 
grain size and (4) the neck length. The deformation rate plays an impor tant  
role on overall material behaviour since the ability of snow to form new 
load carrying chains and the strength of the ice bonds is rate dependent.  
In summary, the mechanical behaviour of snow is strongly dependent on 
the microstructural parameters of the ice matrix and the rate of applied 
loading. The constitutive modelling, however, is made even more difficult 
by the fact that  the microstructure parameters are persistently changing 
under an applied temperature  gradient and overburden pressure. Fig. 1 shows 
an idealized schematic representation of snow consisting of ice grains, grain 
bonds and load chains. 

Fig. 1. Snow microstructure with microplane directions 

In our model for snow creep and fracture, the constitutive laws are defined 
on planes of various orientations within the material. Bazant [il] called these 
planes "microplanes" because the inelastic material behaviour of each plane 
is based on the mechanics of the material microstructure. He introduced the 
prefix "micro" in order to emphasize the fact tha t  for many materials the 
mechanical behaviour, especially fracture and damage, is best characterized 
on weak planes that  are found in the material microstructure,  specifically the 
interaggregate contact planes which, for the case of snow, are the ice grain 
bonds and necks. 
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The behaviour of the individual microplanes is described by simple one- 
dimensional rheological material laws relating the normal stresses and strains 
in a single direction. We postulate that  the mechanical behaviour and strength 
of the ice grain chains is more realistically and more simply described by the 
N-directional one-dimensional laws than complicated tensorial constitutive 
laws with many parameters. In a first approximation shear strains in the 
microplane directions are unopposed. However, this does not imply that  the 
material as a whole has no shear stiffness: shear deformations are resisted by 
the normal stiffness of each microplane. The total material response is found 
by superimposing the contributions from all directions. 

The strain on any microplane n is the resolved component of the macro- 
scopic strain Eij defined with respect to a Cartesian coordinate system. For 
plain strain: 

e~ = dindj,Eij for i , j  = 1, 2 (No sum on n), (1) 

where din and d2n are the components of the n - t h  unit direction vector dn, 
see Fig. 2, and are defined according to 

din = c o s ( C - ( n N ) ~  . 
d~ = d2n sin(¢ N J 

(2) 

Y 
dN d~~dl 

D x 

Fig. 2. The direction vectors d, for n : 1 to N. As a first approximation, we 
assume that snow is an isotropic material and that the direction vectors are equally 
distributed. 

We term ~n the microstructure strain or the N-directional strain. In matrix 
form (1) can be written as 

= [D] { E } .  (3) 

Relation (1) is termed a kinematic constraint since the strain in the n - t h  
direction is related to the macroscopic state of deformation. According to 
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Bazant  [11], this approach physically models the  behaviour of brit t le ag- 
gregate materials bet ter  than by assumming tha t  the microstresses in the 
N-directions correspond to the macroscopic stress. The  stresses in a porous 
granular  material  like snow are far from uniform having very high stress 
concentrations at the snow crystal bonds: the  microscopic stress s tate  var- 
ies significantly from the macroscopic stress field. The kinematic constraint  
(1), however, ensures that  the relative displacements between the ice crystals 
are approxiamated by the macroscopic strain field. This is a much bet ter  
assumption,  especially when formulating consti tut ive laws with fracture. 

A further constraint is introduced into the microplane constitutive formu- 
lation. Namely tha t  the N-directional stress components  an and Cartesian 
components  Sij which are work conjugate to the strains, en and Eij, respect- 
ively, must  fulfill the scalar work equation, 

N N 

SijEij = ~ O'n~n---- ~ (TndindjnEij. (4) 
n ~ l  n ~ l  

The macroscopic Cartesian stress is thus related to the N-directional stress 
according to 

N 

Sij = ~ dindjna,~. (5) 
n~l 

The above equation implies tha t  the macroscopic s tate  of stress, Sij is found 
by superimposing the N-directional stresses. The  stress an represents the 
one-dimensional stress in the n - t h  direction. 

The vector dn is defined in the undeformed coordinate system xi. The 
angle ¢ is an arbi t rary angle, usually set to ¢ = 0 °. 

3 V i s c o e l a s t i c  N - D i r e c t i o n a l  M a t e r i a l  M o d e l s  

In this section we formulate several one-dimensional,  scalar material  laws 
relating an to en (and not the tensors S~j and Eij). The N-directional con- 
stitutive formulation must  meet a simple requirement:  small strain linear 
isotropic elasticity will be modelled exactly. In this case the stress Sij is 
related to the elastic strain Eij according to the well known relation 

S~ i = 2#Eij + )~T (6) 

where # and ~ are the Lam5 constants and "y is the volumetric strain. The 
corresponding N-directional material  law is 

an -- o ~  + ~ ;  (7) 



372 Perry Baxtelt and Marc Christen 

where a and 3 are material  constants  with the values 

and 

8# 4C 
- - (s) 

N N ( I + u )  

/ 3 _  2 ) , - # _  C 4 u - 1  (9) 
N g ( 1 +  u) (1 - 2u) 

The superscript  e has been introduced to denote tha t  the quantit ies e,~ and 
7 refer to the elastic N-directional and volumetric strains. The symbol  C 
denotes the modulus of elasticity and v Poisson's ratio. Note tha t  when u = 

16 c According to Mellor [15], u = 0.25 for medium 0.25 then/3 = 0 and a = -g-~. 
to high density snow (300 _< p _< 500). For smaller densities (p <_ 300), 
u ~ 0.20. 

t e: ~ 1< 

I 
I (a) (b) Time 

Fig. 3. (a) A visco-elastic Maxwell model describes the stress-strain relation in the 
n - t h  direction. (b) Strain response of a Maxwell model under constant load. 

V i scous  behaviour (creep) is introduced into the N-directional mater ia l  
model by assuming tha t  the total  strain in the n - t h  direction is composed 
of elastic and viscous parts ,  i.e., 

~ (10) ~Sn ~ Cn -{'- En" 

Also, the total  volumetric strain is likewise decomposed into elastic and vis- 
cous parts  of 

3' = 3"e + 3'c. (11) 

Thus, the N-directional mater ial  law (7) is rewrit ten as 

~ = ~ ( ~  - ~ )  +/~(3" - 3"c). (12) 
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Moreover, a simple Maxwell model is used to describe viscoelastic mater ial  
behaviour.  Of course, more complicated models are possible. Our motivat ion 
behind using this simple model in a first approximat ion is to demonst ra te  tha t  
even long t ime creep experiments and field tests can be modelled adequately 
with this law. The Maxwell model defines the viscous strain rate  according 
to 

• c O ' n  
= - -  (13) 

q 

The parameter  rl is termed the snow viscosity (with dimensions Pa  s). Usually, 
the viscosity is defined as a function of the snow density and t empera tu re  

= f ( p ,  T ) .  Several of the different laws are listed in the Table 1. 

Table  1. Different constitutive laws for the compactive viscosity r/. 

Author (Year) Viscosity [Pa s] 

Kojima (1974) [14] 

Mellor (1975) [151 

Claus (1978) [16] 

Gubler (1994) [17] 

Morris (1994) [18] 

Loth (1993) [191 

7] = 8.64(106)e°°elp 

= 5.0(10~)e°'°22P 

r I = 6.57(107)e°m4p 

r I = 1 .86( lO-~)e° . °2o+s l °° /T  

rl = 5.38(10_a)eO.O24p+ 6~2 

r I = 3.70(107)eS.lO(lO-2)(273.15-T)e2.1O(lO-2)P 

* In the formulas T and p are to be substituted in Kelvin and kgm -3 

4 N - d i m e n s i o n a l  C o n s t a n t  S t r a i n  T r i a n g u l a r  E l e m e n t s  

In this section the principle of virtual work (see, for example,  Crisfield [20]), 

W = W i  - W e  = I v  { S } T  {(~E} d V  - W e  (14) 

is invoked in order to derive the tangent  stiffness matr ix  and internal force 
vector of the N-directional plane strain t r iangular  elements. In the equation 
above, W is the virtural  work, Wi is the internal vir tual  work and We is 
the external virtual work. The internal vir tual  work is presently expressed 
in terms of the energy conjugate vir tual  Green 's  strains, 5E, and the second 
Piola-Kirchhoff stress, S, which are bo th  defined in a Cartesian coordinate 
system. 

In the following the virtual work expression will be rewrit ten using the 
N-directional stress and strain measures presented in the previous section. As 
stated in the introduction, our goal is to develop a continuum finite element 
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tha t  employs simple one-dimensional visco-elastic constitutive relations. This 
implies finding the N-directional vir tual  strains. 

Viscous creep deformations are produced by introducing creep forces on 
the r ight-hand side of the equilibrium equations. These "pseudo-loads" en- 
force the viscous strain rates predicted by the viscous creep law. Thus,  an- 
other impor tan t  task of this section is to derive the creep "pseudo-load" 
vector. 

In the next section, the computat ional  procedure used to solve the global 
finite element equations, which is found by assembling the element stiffness 
matrices and force vectors, will be discussed. 

Unlike the usual finite element formulat ion where the strains are found 
from the element-deformation gradient in the Cartesian directions, in this 
formulation the strains are calculated from the element side deformations.  
This is computat ional ly efficient; however, it does introduce notat ional  diffi- 
culties since a third strain measure arises. In the following a small e is used 
to denote the finite element side strains. Since the strains in the N-directions 
e are finally used in the constitutive formulation,  it does not ma t t e r  whether 
the Cartesian strains E or element-side strains e are resolved into the N- 
directions. 

As in the previous section, the superscripts  e and v will be used to dis- 
tinguish between the elastic and viscous strains in the N-directions, e e and 
e v, respectively. Also, the subscripts s and n are used to denote an element 
side and the n - t h  direction. The superscript  t will be used to define the 
element configuration at  t ime t and the superscript  0 will be used to denote 
the undeformed element configuration, t = 0. 

Consider Fig. 4 which depicts a finite element triangle with area A. 
For the deformed state  at t ime t > 0 the Green-Lagrange strain of element 

side s is: 

tLs2 _ OLs2 A x  2 + A y ~  - °L2 
- for s = 1, 2, 3. (15) 

e ~ -  2(0L~) 2(OLd) 

where °L~2 and tL~ are the lengths of side s at the beginning of the analysis 
and t ime t, respectively. Note that  for a pure rigid-body rota t ion the side 
strains are e~ = 0 for s = 1, 2, 3. The  values Axs and Ays are found according 
to 

Ax~ = t x i - t x j  and Ay~ = t y j - t y  i for i = 3 , 1 , 2  and j = 2 , 3 , 1 .  (16) 

The Green-Lagrange side strains are found with respect to the undeformed 
0 2 side lengths L s. The element side strains e~ are related to the Cartesian 

Green-Lagrange strains Eij b y  

{e} : 12 = r~ 2 , _  ~ /  E22 = IF] {E} (17) 

e3 L~ ~J E12 
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V~ 

V, 

l 
Ax3 

Ayl 

AY3 

Fig. 4. Constant strain triangle. 

From (3) the relationship between the side strains and N-directional strains 
can then be established 

{e} = [D] {E} = [D][F] -1 {e} = [Tn~] {e}. (18) 

The N x 3 matr ix  [Tn~] resolves the side strains into the N-directions. Note 
that  the elements of this matr ix  are only functions of the element shape at  
t ime t = 0, the undeformed configuration. It  must  be determined only once 
at the beginning of each calculation. 

If a set of virtual nodal displacements, 

{Sa} T = {5U1,5Vl, 5U2, (~V2,5U3, 5V3} 

is applied to the finite element, the vir tual  side strains are 

Ax~ 
5e~ = OL---~ax~ + 5Ay~ = xs(~Ui - ~U~) + y ~ ( ~  - ~ ) .  

where xs and y~ are defined by setting 

Axs Ay 8 
x~ = OL ] and y ~ -  0L 2 

Thus, the virtual strains can be expressed in mat r ix  form as 

-Y l  5U2 
{~e}=  ~e2 = x 2 - y 2  0 0 - x 2  ~V2 

5e3 X3 Y3 x3 --Y3 0 (~U3 

5Vz 

(19) 

(20) 

(21) 

= [*B] (22) 
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The superscript t is placed on the [/)] matrix to emphasize that  it is a function 
of the deformed element configuration. The virtual N-directional strains are 
subsequently related to the virtual finite element displacements according to 

{&} = [Tn~] {~e}  = [T~]  [tB] {~a}  = [tB] {Sa}. (23) 

Rewriting the internal virtual work by using the N-directional stress and 
strain measures and then substituting the above epression relating the virtual 
element displacments to the virtual strains allows the definition of the finite 
element internal nodal forces {tpi} at time t: 

W~= /A{S}T {SE}dA= /A{a}T {5~}dA 

= {Sa} T f [tB]T {ta} dA = {Sa} T {tpi}. (24) 
J A  

Moreover, 

{%} = ['B] 'A. (25) 

The tangent-element-stiffness matrix [/(T] is found by differentiating the 
internal forces (see Crisfield [20]), i.e. 

d{tpi}=(d[tB]T{ta}+[tB]Tdlta})tA=[KTld{a}. (26) 

In the numerical calculations we neglect the geometric stiffness contribution, 
that  is, 

d[tB] T {ta} ~0. (27) 

The increment in stress is found from the N-directional stress strain relation- 
ship (7), 

[da e &3 7e'~ Z ~ dTe (2S) d{(y}=d(°~ee-t-~"/e) = ~ee e ÷Ct+-~e ]dee+ - -  dcn 
n = l  

Assuming that  the last term of the above equation is small, 

N 
d7 ~ e 

/~ E d-~ de'~ ~ 0, (29) 

the diagonal elements Cn of an NxN material matrix [CT] can be defined by 

f dc~ e d~ e'~ 
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The N-directional incremental stress-strain relationship is then 

d{ta} = [tCT]dee= [tCT] [ tB]d{a}.  (31) 

This equation can be substituted into (26) to find 

d{tpi} = [[tB]T [tCT] [ tB] tA]d{a}.  (32) 

The element stiffness matr ix is then by definition 

= ['B] (33) 

The approximations (27) and (29) are not significant for the accuracy of 
the numerical calculations since the stiffness matr ix is used only to approx- 
imate the internal stress state. As will be shown in the next section, the equi- 
librium between the internal and external forces is always strictly enforced. 
However, the approximations could influence the number of computat ional  
iterations required to find equilibrium. In the numerical calculations a Pois- 
son's ratio for snow of u = 0.25 is assumed, thus, /~ = 0 and (29) is exactly 
zero. 

The increment in load produced by a creep deformation is 

d{tpc} = [tB]T [tCT] d{e'} tA. (34) 

These forces are applied to the finite element mesh in order to produce creep 
deformations corresponding to the time dependent viscous strain rates. In 
the calculation procedure we use an explicit scheme to find d {ev}: 

d{~ v} = {~}  At, (35) 

where At is the time step increment of the t ime integration scheme. 
Finally, a self-weight load, {tpe}, always acts on the system. This element 

force vector is calculated according to 

{ pgA O, pgA ~ _ ~ _ A } ,  (36) 
° ' - T '  - 3 , v ,  

where g is the gravitational acceleration and p the density of the finite ele- 
ment. This vector is constant since the mass of each element remains un- 
changed during the calculation. 

5 S o l u t i o n  o f  t h e  E q u i l i b r i u m  E q u a t i o n s  

The equations of equilibrium which must be satisfied at any instant of time 
t are the balance between internal and external nodal forces, 

{%}+{%} = fA[tB]T {ta}dA+{%} =O. (37) 
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These equations can also be posited in incremental form 

<s{%} + <t{%} = £ [<B] d + d { % }  =0, (38) 

in which d {tp~ } is the change in external load during the time interval At. 
For our case, d {tp~} is usually zero, except in the beginning of the analysis 
or during a new snowfall. 

The  displacement increment d {a} which is calculated for the t ime step 
At is found according to 

d{a} = [tKT]-' d{R}, (39) 

where d {R} is called the incremental pseudo-load vector containing the in- 
fluence of the instationary creep effects of 

d{R)=d{tpc} +d{tp¢) = iA [tB]T [tCT] {t~') AtdA +d{tpe}" (40) 

These calculations require the formation of the [tB]T matrix for every 
element at every time step. This is not computationally demanding since the 
calclation of [t/~] needs only a few floating point operations, (22). It is then 
multiplied with the Nx3 matr ix  [Tns], see (23). This t ransformation matr ix  
is formed only once at the beginning of a computation.  

Because the calculation (40) is based on the linearized form of the equi- 
librium equations, (39), they will not satsify the equilibrium condition (38) 
exactly. Thus, several iterations may be required to satisfy (40) within some 
specified convergence criterion. The out-of-balance forces at the end of the 
time step are always added to the applied force increment d {tpe} at the next 
time step. 

In summary, the computational  procedure is as follows: 

(1) At time t, the displacements {ta} , N-directional stress {ta} and external  
forces {tpc} are known. To begin at t = 0, we set {°a} = 0. The initial 
stress state {°a} is determined from a small strain elastic analysis. The  
external load is self-weight. 

(2) The creep-strain rate in N-strain-directions is determined for every ele- 
ment, 

(41) 

according to a vicous law listed in Table 1. The creep strain increment in 
the nth-direction is thus 

d{eV} = {t~v} At. (42) 

(3) Find the NxN diagonal elasticity matr ix [CT] from (30). 



A Computational Procedure for Instationary 379 

(4) Construct the incremenatal creep force vector d{pc) according to (34) 
and add it to the incremental external load vector d {Pe } to obtain the 
pseudo-load vector d {R}. 

(5) Construct the tangent stiffness matrix [tKT] according to (33). 
(6) Calculate the increment in displacements d {a} according to (39). 
(7) Calculate the increment in total strain and stress in N-directions for each 

element 

d{e} = [tB] d{a}. (43) 

(8) Update the stress 

d { o )  = [CT] - { a v ) A t ) .  

(9) Update the displacements 

{t+~ta} = {ta} + d{a}. 

(44) 

(45) 

(46) 

Finally, note that the determination of the increment in creep strains d {ev} is 
based on an Euler time integration; that is, it is determined by the conditions 
existing at time t. This procedure is not unconditionally stable. Therefore, 
both the stability and the numerical results depend on the time step size At. 

6 O n e - H u n d r e d  D a y  L a b o r a t o r y  S e t t l e m e n t  
E x p e r i m e n t s  o f  M .  d e  Q u e r v a i n ,  1945  

In order to determine long-term, temperature dependent snow settlement 
curves, De Quervain (1945) [7] filled eight wooden boxes (20cm x 20cm x 
100cm) with 90 cm of sieved snow (grain size of 0.3mm) and measured the 
snow displacement and density distribution daily, see Fig. 5a and Fig. 5b. 
The experiment lasted 100 days, the first 40 days being investigated in this 
example. The experimental results are extremely well documented and are 
ideal first examples to test the computational procedure described in the first 
part of this paper. 

De Quervain used the experiments to develop empirical settlement curves 
for inhomogeneous (multi-layer) snowpacks. At the time this was an improve- 
ment over the existing theory of Haefeli (1942) [21], which considered only 
homogeneous snow (single layer snowpacks) and was based on a purely em- 
pirical formula. 

Although De Quervain realized that snow metamorphism and sublimation 
produced a settlement and mass loss, he was primarily interested in the time 
dependent mechanical deformation caused by self-weight and wind loads. He 
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a b 

Fig. 5. a) Open wooden box showing the settlement measuring instrument on top 
of it; b) Wooden boxes after the 100 days settlement period, temperature boundary 
being -2C, -10C, -18.5C and -32.5C (from left to right). 

believed that  the deformation of new snow was primarily caused by overbur- 
den stress, and not ice crystal changes, which occur at a much slower rate. For 
this reason De Quervain performed the experiments in the laboratory with 
homogeneous snow under constant temperature.  The initial snow density was 
approximately 115 [kgm-3]; the snow settled up to 50 cm and compacted to 
densities over 300 [kgm-3], dep.ending on the test temperature.  Four different 
temperatures  were used: -2 ~, ~10 C, -18.5 C and -32.5 C. Ski-wax was used 
to mimimize the side wall friction of the wooden boxes. 

Calculations were carr ied,out ,  using different viscosity laws (see Table 
1), and comparing them to the measured values. A 'best-fit' viscosity law 
(Christen viscosity law) was developed, 

= 2.0(10-S)p 7"9, [Pa s], (p in [kgm-3]) (47) 

yielding very good results in this speciM experiment (see Table 3), but  fail- 
ing when used with other problems. Table 3 compares the measured and 
simulated settlement and density results. 
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Table 2. Initial simulation data 

Simulation Begin/End [days] 0 - 40 

Initial Mesh Height [cm] 90 

Initial Density [kgm -3] 115 

Initial Temperature [C] -10 

Table 3. Simulation results. 

Simulation time 5 Days 40 Days 

Viscosity Settlement Density Settlement Density 

[cm] [kgm -3] [cm] [kgm -3] 

Ah Top/Base Ah Top/Base 

Measurements 20.0 150/188 39.8 186/288 

Kojima 54.8 125/496 

Mellor 25.7 116/210 55.4 131/509 

Claus 11.6 115/144 50.9 121/551 

Gubler 34.6 115/292 59.3 119/596 

Morris 19.6 115/174 51.3 117/441 

Christen 19.7 115/164 40.5 120/275 

7 Koj ima's  Field Exper iments  on the  Densi f icat ion 
of  Natura l  Snow Layers, 1974 

Simple field experiments were performed by Kojima (1974) [14] in order to 
determine the densification strain-rates of natural snow layers under load. 
Kojima wanted to demonstrate with his experiments that  snow load, and 
not the metamorphism of snow crystals and grains, is the driving mechanism 
behind layer densification. 

Kojima measured the settlement of several layers of a natural snowpack. 
The layer densities in Kojima's studies varied between 100 and 300 [kgm-3]. 
He added and subtracted snow at different locations in order to vary the 
overburden stress. Subsequently, the layers densified at different rates. By 
analyzing the initiM and final layer densities, it was then possible to determine 
an average settlement strain-rate as a function of the stress. This information 
was used to formulate a viscosity law for low density snow, 

z /= 8.64(106)e °'°21p [Pa s], (p in [kgm-3]). (48) 
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In this section, the load subtract ion tests of Ko j ima  are simulated using this 
viscosity law. The notat ion used by Koj ima  to designate the tests and layer 
positions, as well as the initial densities will be taken directly from the original 
paper. 

In the load subtraction experiments a 5 x 1.5 m wide and 1 m deep trench 
was dug in a level snowpack near Sapporo.  On one side of the trench four 
points were selected where 70 x 70 cm hollows were made by removing snow 
in the upper  par t  of the snowpack. Each hollow had a different depth. Thus,  
the snow beneath each hallow was subjected to a different overburden stress. 
The subtracted loads at the hollows (denoted S-1 to S-4) was 0.16 kPa,  0.33 
kPa, 0.67 kPa  and 1.07kPa. The points, S-a, S-b, etc., refer to the positions 
were densification measurements  were made.  

Koj ima provides numerical values of initial and final snow density, t ime 
interval (six days for the load subtract ion tests), average strain rate,  load 
and sett lement at the locations S-b, S-c and S-d. Tempera tures  were not 
measured. A comparison between the measured and calculated final layer 
densities and the total  set t lement is presented in Table 4. 

Table  4. Measured and simulated layer densities and settlements. 

Snow Hallow Initial Snow Measured Sim. Measured Sim. 

Layer Density Final Final Settlement Settlement 

Density Density 

[kgm -3] [kgm -~] [kgm -3] [cm] [cm] 

S-b N 138 218 350 13.3 18.0 

S-1 138 197 250 10.7 14.0 

S-2 138 169 195 9.8 11.5 

S-c N 184 250 310 7.5 10.1 

S-1 184 236 265 6.2 7.7 

S-2 184 222 250 6.1 7.4 

S-d N 237 286 310 5.8 7.0 

S-1 237 280 305 5.1 5.2 

S-2 237 282 282 5.0 5.1 

S-3 237 257 257 3.1 3.0 

The simulation results for snow layer S-d, located near the bo t t em of the 
snowpack, show a very good agreement  with the measurements  (both densit- 
ies and settlements).  This layer has the highest initial density. The deviation 
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of the simulation results from the measurements worsens with decreasing ini- 
tial density. The poorest agreement is at position S-b which is located only 
20 em below the snowpack surface. 

In Table 5 a comparison is made between the measured and calculated 
average strain rates. 

Table 5. Measured and simulated average strain rates. 

Snow Layer Hallow Measured Simulated 

Average Average 

Strain Rate Strain Rate 

lO-~(s -1) 10-7(s -1) 

S-b N 8.87 7.19 

S-1 6.88 6.65 

S-2 3.91 4.16 

S-c N 5.93 6.04 

S-1 4.81 5.39 

S-2 3.65 4.36 

S-d N 3.65 3.68 

S-1 3.20 3.21 

S-2 2.80 2.75 

S-3 1.22 1.14 

8 C o n c l u s i o n s  

In this paper we have presented a computational procedure to model in- 
stationary creep movements in alpine snowpacks. The model allows the treat- 
ment of large deformations, strains and strain rates. These processes have 
never been modelled - or experimentally verified - in any existing 2-D finite 
element model. 

At the present time we are employing a simple Maxwell model to describe 
the viscous behaviour of snow. This model can only describe snow creep 
under constant loading. Altough we have shown that  the model can simulate 
the experimental tests of DeQuervain and Kojima, more complicated models 
must clearly be formulated. For example, the model does not describe snow 
relaxation under decreasing loading. Therefore, it could never be used to 
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study the formulation of wet snow avalanches during periods of snow melt.  
Presently, the model also does not take into account snow microstructure .  

Because the procedure is based on the concept of micro-planes, it can be 
used to model snow fracture and avalanche formation.  However, f racture  laws 
are presently failing. 

The model employs Green strains and Piola-Kirchhoff stress measures to 
describe material  behaviour. Other  stress and strain measures are possible. 
For example, logarithmic or natural  strain measures could be employed in 
the n-directions. The choice of strain and stress measures will certainly have 
an influence on the calulated material  parameters .  

In our validation studies we have found tha t  different viscosity laws are 
only valid for a part icular  density and s t rain ra te  range. Considerable care 
must therefore be applied when using the viscosity formulations presented in 
this article. 

We have performed many computat ional  tests with varying number  of 
directions, N.  We have found tha t  at around N = 10, there is no signific- 
ant change in simulation results. However, this conclusion might change as 
more complicated material  laws are implemented.  For example,  when highly 
nonlinear material  laws with differing response in tension and compression or 
material  fracture are introduced, the number  of material  directions N might  
increase in order to model avalanche formation.  
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Transformat ion  of the  Snow Crysta l  
to a Part ic le  of Ice 

Elena  Guseva-Loz inski  

Immenhoferstr. 38, 70180 Stuttgart, Germany 

Abs t rac t .  To study the physical properties of snow under different meteorological 
conditions a mathematical model and numerical computer program were created 
and applied for some numerical modelling estimates. The non-linear mathematical 
model consists of partial differential equations and can be subdivided into a thermal 
part with phase changes in porous media, diffusion, structural transformation and 
mechanical parts. The model was applied to simulate the evolution of structural, 
thermal and mechanical parameters in a snow profile subject to meteorological 
parameters (air temperature and moisture, wind velocity, precipitation, density). 
The snow structure is very sensitive to the temporal variations of all external para- 
meters: temperature, humidity, precipitation and wind-pumping. Snow deposited in 
cold weather conditions is transformed through densification, metamorphism and 
recrystallisation. Snow crystals have unstable shapes. The tendency for mass and 
heat to be redistributed through sublimation is to minimise the surface free energy. 
The result of these processes is to change the shape of a snow crystal to that of 
a sphere. The transformation of the initial singular stellar crystal to a number of 
small grains with the same mass as the original crystal is described mathematically. 
It gives the rates of the transformations. Based on this mathematical approach we 
can predict changes of the crystal shapes, number of crystals and other physical 
properties inside a snowpack subject to different meteorological conditions. 

1 I n t r o d u c t i o n  

Snowflakes falling on the Earth 's  surface have a mono-crystalline, idiomorphic 
form (dendrite, for example) or polycrystalline elements with crystals ranging 
in sizes from 0.1-0.4 mm [1] at very low air temperatures (-50°C - -70°C) to 
several millimetres at air temperature around 0°C. Depending on the weather 
conditions (air temperature, moisture, wind velocity) the snowpack is formed 
under windless conditions from lamellar snowflakes with an initial snow dens- 
ity of 10-80 kgm -3 and idiomorphic contours, or from snowflake 0.2-0.3mm 
sized fragments formed under windy conditions with a density of about  200- 
300 kgm -3. 

The crystallisation process involves a change of phase of the initial sub- 
stance to a phase with lesser free energy. The main conditions controlling 
the crystallisation are the water vapour oversaturation or supercooling of the 
initial medium (water vapour in air). Both these processes are necessary for 
crystallisation and are characterised by the departure from thermodynamic 
equilibrium. The simplest growth form is polyhedral. The sizes of separate 
facets strongly depend on growth conditions. Oversaturation is higher around 
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apices and ribs and lesser in the central parts of facets. Tha t  is one reason for 
the formation of the skeletal and arborescent, dendritic grain forms; another  
is rapid growth of crystals. 

The  initial state of the freshly deposited snow depends on the combin- 
ation of the wind condition and crystal type at the moment of deposition. 
A freshly deposited snowpack consists of different crystal forms. Most of the 
crystals deposited under windless conditions, have a dendritic form. If the 
oversaturation above the central facets part  of the crystal is less then the 
vertices come to play a dominant role in the crystal growth process. This 
is a primary reason for the skeletal and dendritic crystal appearance. Dend- 
ritic and skeletal crystal construction can be divided into smaller elements 
(Fig. 1). 

a) b) c) 

Fig. 1. a) A dendritic crystal; b) A skeletal crystal; c) A crystal branch of multi- 
layered construction. It consists of several small elements. Arrows show rimed 
droplets at edges or corners [17] 

The snowpack can be visualized as a porous medium composed of a 
network. The snow crystals lose their stability in the upper layers of the 
snowcover. As a result of the crystal instability, sublimation processes begin 
leading to internal transformation of the ice crystal network. The  result of 
these metamorphic transformations is the establishment of the thermody-  
namic equilibrium of the snow crystals within the snowpack and decrease of 
the surface free energy. The changes of grain form and grain size within the 
snowpack results from superposition of both  isothermal metamorphism and 
tempera ture  metamorphism. A roundish form of snow grains, roundness of 
thin ring of the separate dendritic crystal branches are the direct result of 
this metamorphism. The grains draw together the interior snow-pack, and 
bonds are formed in the crystal contacts area. These metamorphic processes 
are accompanied by snow densification and by the increasing of the strength 
of the grain bonds. 
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2 C r y s t a l  S h a p e s  a n d  M e t a m o r p h i s m  

Metamorphic  processes occur very quickly within a freshly deposited layer 
of snow. Within 1-3 days, depending on t empera tu re  and initial conditions, 
after deposition, snowflakes are t ransformed into polyhedral  and oval grains 
due to high degree of supersaturat ing,  t empera ture  gradients and destruct-  
ive metamorphic  processes. In the case of a stand-alone crystal  more t ime 
is needed, about  60 days [2,3]. The  velocity of me tamorph i sm slows down 
appreciably during subsequent stages. From crystallization theory we know, 
tha t  #c -- #0 is the equilibrium condition in close proximity to a flat interface 
surface, where #c, Ito are the chemical potentials of the substance in vapour  
and in crystal  forms respectively, 

" c = ' ° + E  (1) 

where S) is the specific volume of one particle, a is a specific free interface 
surface energy, R1,R2 are the main surface curvatures at a point of the inter- 
face surface, ~1,~2 are angles defined through the crystallographic oriented 
surface. (#c - #0) is positive, for crystal  growth, and it is negative, when the 
crystals are undergoing sublimation. The real crystal  form with its volume 
V is t ransformed to its equilibrium crystal  form. This tendency to minimise 
the surface energy Ev=~o~st is described by the Gibbs-Curie-Wolf principle 

n 

Ev=const = ~ ~ S i  = min. (2) 
i = 1  

According to the Glaciological Vocabulary [2] the initial diameters  of snow- 
flakes depend on the air temperature:  -6°C r -- 1.5 - 2 mm; -8°C r -- 1 mm; 
-12°C r = 0.5 - 1 mm. The flakes were most ly  stars, with plates and prisms 
being rare above -20°C. Snowflakes are modified during their fall through 
the a tmosphere  due to over-riming. In other words, the snowflake surface is 
covered by numerous small crystals. The  size of these new crystals is one 
hundred times smaller than  the host snowflake. The  number  of small crystals  
so formed can reach to several hundreds. Thus the simple form of a snow- 
flake can convert to the very complicated dendritic form of snowflakes due to 
over-riming. Those surfaces with small crystals a t tached can be described as 
a combination of trihedral fracture angles. 

The geometry  of the initial crystal  surface can be defined as a combinat ion 
of polyhedron faces with edges and vertices. Using Eq. (1) and principle (2), 
the average value of water  vapour  around crystal  g with n faces and m edges 
and k vertexes can be writ ten as follows: 

S 9 Se S~ 
= eon--sc + edm~c + ezk-~c' (3) 

where e0, ed, ex are the water vapour  pressures above the fiat ice surface, 
above edges and above vertices and where Sc, Sg, Se, Sx are the surface area 
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of a polyhedron, of the flat par t  of a face, of the area near edge and of the 
area above a vertex respectively (Fig. 2). The shaded area in Fig. 2 is the 
area of higher water  vapour  pressure due to surface heterogeneity. According 
to the Physical Encyclopedical Vocabulary [4], the thickness ld of this area is 

i l0  -2, where [ = 10-5m is the average free pa th  length of the gas (water 
vapour)  molecules. The water vapour  pressure above an edge can be rewri t ten 
as ed = e0 + Aed and above a ver tex as e~ = e0 + Aex. I t  is known [5], t ha t  
the cohesion work a = 2a0 for light mobile phase boundaries, where a0 is 
the tension surface of flat ice Cro = 1 3 0 d i n / c m .  Using the Thomson-Kelvin  
Equat ion for the case of not too small radius of curvature and Eq. (1), the 
following expressions can be wri t ten for the water  vapour  pressure and the 
ice, 

Aee -- P0 ae and Aex -- P0 2ax 
Pi ld Pi ld ' (4) 

where Po is the water  vapour  sa tura t ion pressure and p~ is the ice density. 

Fig. 2. Hexagonal crystal. Sg is a facet surface area, ld is the thickness with the 
higher water vapor pressure near the edges, Sv is the area above a vertex. The 
shaded areas are the areas with higher water vapor pressure above a surface het- 
erogeneity 

An est imate of the average value of water  vapour  around a polyhedral  
crystal  ~ can be writ ten as 

10_6,~ 
@=e0 l + n - - ~ ) ,  (5) 

where n > 4, e0 is the water vapour  pressure above the flat ice surface at 
t empera tu re  T a n d / ~  is the average size of the polyhedron. 

The  roughness mono-crystal  shapes have a big density of incoming tri- 
hedral fracture angles. In these points the addition of new particles to a crys- 
tal is very easy. I t  did not request the overcoming of the potent ia l  barrier. 
The growth limit is defined by the degree of oversaturat ion and t empera tu re  
gradients. Some simple forms of snowflakes give the very complicated forms 
of snowflakes due to over-riming, r l ,  m I are the radius and mass of a dend- 
ritic crystal, rc is the radius of the central hexagonal plate, r ,  is the size of 
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crystal  element (Fig. 3). We est imate the fracture number  kt due to the form 
of the snowflake as follows: 

1(rn/ /r/ - 47rpir~c) . 10 -6 "~ 
kt= rt 2 Pi ( 1 + 1 0 - 2 k ~ ) a n d ~ e 0  l + / z t - - - ~ ) ,  (6) 

where k~ is a rime droplet parameter .  The  surface over-riming process in- 
creases the fracture number  kt. Most common snowflakes are a flat plate ten 
times larger in diameter  than in thickness [6]: do = 10-1r ] .  The  water  vapour  
pressure e~ above elements of the s t ructure  at  t empera tu re  T is defined by 
the Magnus relation 

(17T  ~(  F) ev(T,r')=eoexP\T+235] I + V  ' (7) 

where r ~ is the radius of surface curvature of the elements of the ice mat -  
rix, where the water  vapour  pressure above a fiat surface at  T = 0°C is e0, 
and where F is a shape parameter .  Using (3)-(6), this pa ramete r  was calcu- 
lated as F = 2 x 10 -5 for depth hoar layers and for fresh snow layers. The  
shape pa ramete r  is corrected for an excess of water  vapour  pressure bo th  
above an inhomogeneous surface and above a smooth  surface. Snowflakes 
incorporated in the snow-cover become rounded and the branches of dend- 
rites undergo evaporation. The rapid sublimation of the dendritic branches 
can be explained by sublimation due to surface curvature effects [7,8]. Col- 
beck [1], Hobbs and Mason [9] show, tha t  the main process of bond growth 
between grains is vapour  diffusion due to curvature difference of the different 
s t ructural  elements. 

In the initial stage grain possess an oval form; in the second stage they 
become spherical. The  grains within the snowpack are close packed. Bonds 
originate in the contact areas of grains due to capillary processes and to over- 
sa turat ion near these contacts. Depth hoar is the result of post-deposit ional  

1 

a) b) c) d) 

Fig. 3. a) Here is shown one of the typical forms of dendritic snowflake form with 
a circumscribed circle around the dendritic crystal, b) r / i s  the radius of a circum- 
scribed circle around the dendritic crystal and rc is the radius of a central hexagonal 
plate, c) rt is the surface size of a crystal element, d) a part of the dendritic crystal 
from Fig. 1 
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metamorphic processes. It is characterised by secondary idiomorphic and 
skeletal crystal forms. Surfaces of crystals have a step composition. The  
reason for step formation is the screw dislocation. In this widespread case 
the crystal growth is defined through the step moving. Steps interact  to- 
gether through their own thermo- and diffusion- fields and intermolecular 
forces. The result of the step confluence is higher steps. Sometimes macro- 
scopic steps can also fall apart. 

3 M a t h e m a t i c a l  Approach 
Every layer of snow within the snowpack corresponds to individual snowfall. 
The  mathematical  model for a non-uniform stratified snow-cover with wind- 
pumping, snow densification and transformation of its thermo-mechanical  
and structural  properties was investigated in the papers [10-1a]. The  present 
mathematical  model focuses on the modelling of the mass-transfer and struc- 
tural  transformation of freshly deposited snow in the snowpack. Temperature  
T is determined as follows: 

OT 
Cs--~ - C~V~ . V T  = V .  (KsVT)  + f ( z )  + nj ,  (8) 

where K~,C~ are the coefficients of heat conductivity and capacity, t is time, 
f (x)  is the absorbed sun radiation distribution (Buger-Lambert-Beer Equa- 
tion), L is the heat of sublimation for transition from vapour to ice, j is the 
sublimation rate, Va is the Darcy flow. Heat conductivity and capacity coef- 
ficients depends linearly on the snow density p~. Determination of temporal  
density changes, due to viscous snow-pack densification, were based on pa- 
pers by Yosida [8]. The radial growth rate of the ice-matrix elements is given 
by the Arrhenius equation [14,15] 

d-T = K0 exp 

where r t, r0 are the current and initial curvature radii of different s t ructural  
elements. Each layer of snow within the snowpack consists of N snowflakes 
with centres and Nkt elements. We can consider a snowflake as consisting 
of a central part  with radiate rays. These rays consist of elements. We can 
operate with two kinds of grains: grains with radius r~ and smaller grains 
with rt. Using the Arrhenius relation for the ice-matrix elements growth in 
snow and ice, in conjunction with the Darcy relation for airflow velocity and 
the Magnus condition, it is possible to write the conditions for the rate of 
sublimation/condensation on the surface of the grains j~ and jt  as follows: 

jc = S~(ev - ec)Ko exp( -  E /  R T ) N  + S~V~ ~ z  N, (10) 

jt = St(ev - et)Ko e x p ( - E / R T ) N K t  + S t V ~ z  NKt ,  (11) 

(12) J = Jc + Jr" 
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The rate of sublimation-evaporation is defined through the processes of dif- 
fusion and wind-pumping in the porous space 

O T )  Oev (13) Oev t- 0_~ De] Oe. ~rc Oev Oft ~ Oev 
J -  at az are az ~-Def~[rt-O-~z +L'8 aT -5-;z +S~Va-5--S' 

where j = j +  + j -  is the sum of the positive part  of the mass transfer (corres- 
ponding to condensation) and negative part  of the mass transfer (correspond- 
ing to evaporation) above the common sublimation/condensation surface Sf  
of the grains per one unit of volume. The water-vapor pressure above grains 
ec and et is described by (7). Here we use the hypothesis tha t  the sublima- 
tion rate on the surface of ice-matrix elements is the result of equalizing the 
difference between the average water-vapor pressure in the pore space and 
the concentration above the structural elements and subl imat ion/evaporat ion 
through wind-pumping. Grain diameter changes (Magnus relation) occur as 
a result of the growth of coarse grains through evaporation of fine parts of 
the ice matr ix  and sublimation rate (Eqs. (10)-(13)) 

dt - 4piN-ktTrr 2 + K0exp  , (14) 

drt jt 
dt - 4rp iNktr  2" (15) 

The grain number per unit volume changes with time, and by using (6), is 
determined as 

kt(t) = 1 0.75ps - Npir  3 
Ir Np~r3t and rt(t) > 0. (16) 

The boundary conditions for (8) and (13) are similar to those given in [12]. 
The initial da ta  and surface boundary conditions are defined from meteoro- 
logical data. 

Mathematical  modeling of the connection between the snow strength and 
temperature,  density and structural parameters for two-dimensional stratified 
snow/t im with bonded structure within the snowpack was done in paper  [13]. 

4 Conclusion 

The thermo-mechanical mathematical  model of structure formation and its 
changes allows study of the main characteristics of the non-uniform strat-  
ified snow and firn. This approach and mathematical  model describes the 
temporal  evolution of the properties of freshly deposited snow. The present 
mathematical  model describes the recrystallisation processes and structural  
changes occurring within a fresh snow layer inside the snowpack and must be 
extended through the semi-empirical equations. This model is based on the 
mathematical  model for snow/t im [12], the theory of mass- and heat transfer 
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in the polycrystalline solids [16], thermodynamic rules and on semi-empirical 
over-crystallisation theory of the snow structure. For the s tudy of the phys- 
ical properties of snow subject to different meteorological conditions some 
numerical modelling calculations were made using the mathematical  model 
and numerical computer program given in papers [10-13]. 
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Abs t rac t .  Under extremely low temperatures (ranging from -65°C to -15  °C), an 
experiment on temperature gradient metamorphism with 500 Km -1 was carried out 
for three days. Heat fluxes were produced in snow in either upward or downward 
directions. The effects of temperature, temperature gradient and its direction on 
crystal growth were investigated. The experiment showed that the growth rate was 
larger in layers where the average for the layer temperature was higher, even if 
the temperature gradient was small. The relationship of the calculated water-vapor 
flux and crystal growth to temperature was examined, and good correlation was 
found. It was concluded that crystal growth primarily depends on temperature, and 
secondarily on temperature gradient. 

1 I n t r o d u c t i o n  

Because of its significance as a cause for avalanche formation, dry snow meta- 
morphism has recently been an intensive research topic in snow science. In 
Polar Regions, these processes are now also often included into the studies 
of the snow-cover interaction with the climate. It is also known that  in cold 
environments the snow cover is characterized by highly developed depth-hoar 
layers. The purpose of the experimental work that  we are going to present 
here is to investigate the growth of depth-hoar-crystals in cold dry snow. The 
results that  are reported, are at variance with results presented by others. 

It is known that  snow metamorphism results from the processes of evap- 
oration and condensation on the surfaces of the snow grains, giving rise to 
a water-vapor flux essentially from locations of evaporation to those of con- 
densation [1-3]. 

It is an accepted understanding that  under isothermal conditions the driv- 
ing force for snow recrystallization is the difference of curvature between the 
crystals [4,5]. Likewise, it is widely believed though not uniformly accepted 
that  when a temperature gradient is applied the main influencing activity of 
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the snow recrystallization is this tempera ture  gradient. Akitaya [2,3] reported 
that  conditions for depth-hoar crystals to develop are, first, the magnitude 
of the temperature gradient and, second, the existence of a sufficient frac- 
tion of pore space. Fukuzawa and Akitaya [6,7] explicitly spoke out that  the 
growth rate of the depth-hoar crystals is proportional to the magnitude of the 
temperature gradient. However, the temperature  range of these studies was 
from -20°C to 0°C making it difficult to estimate the influence of the (mean) 
temperature on the process. In addition, there were very few experimental 
studies under extremely low temperatures.  So the question remains open as 
to how the temperature  itself affects the recrystallization processes in snow. 

It was found that  the depth-hoar-growth rate is also affected by the 
snow density. In fact experimental studies showed that  depth hoar was not 
formed under high temperature  gradients in snow samples with high density; 
however, they were formed under the same conditions in low density snow 
samples [8-10]. Generally, the larger the snow density was, the smaller the 
growth of depth hoar. 

It is known that  the shape of snow flakes is determined by the tempera ture  
and supersaturation of water vapor. This fact was constructively used by us to 
shape the depth hoar crystals accordingly; similar types of depth hoar crystals 
developed in the same temperature  ranges as for the snow flakes [1,8]. 

In the present study, the crystal growth was observed under extremely low 
temperatures (ranging from - 6 5 ° C  to -15°C) .  The experiments were car- 
ried out with temperature  gradients of about 500 Km -1 and lasted three days. 
Two samples, discussed here, were subjected to the same conditions except 
that the heat fluxes imposed on the snow were opposite in direction, upward 
and downward. Since we monitor both  the (mean) tempera ture  and the tem- 
perature gradient, the present s tudy proposes a relationship for the growth 
rate of the depth-hoar crystals involving the temperature  and tempera ture  
gradient. 

2 E x p e r i m e n t a l  M e t h o d  

2.1 Sn ow s a m p l e  

Lightly compacted snow (initially with density 290 kgm -3) was used (Fig. 1 
(a)), which was made in the Cryospheric Environment Simulator (CES) in 
Shinjo Branch, NIED and kept in a cold room ( -15°C)  for a month. Its 
average diameter is that  of an equivalent circle of the grains' cross-sectional 
area which was calculated to be 2.56 x 10 -4 m. 

2.2 Apparatus 

A scheme of the experimental apparatus is shown in Fig. 2. A thermo- 
insulated container (0.6 x 0.7 x 1.2 m) was installed in a cold room. The 
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(a) (b) (c) (d) 

Fig. 1. Comparison of initial disaggregated grains with grains of each layer after 
experiments : (a) initial, (b) cold layer (about -65°C to -45°C),  (c) middle (about 
-45°C to -25°C), (d) warm (about -25°C to -15°C) 

inside tempera ture  of the container was kept at - 1 5 ° C  by a heater  and 
a fan that  was automatical ly  regulated. Snow was sifted into the sample  
box made with 0.1 m foam plastic walls, with the inside space for snow of 
0.25 × 0.25 × 0.1 m. Those two sample boxes with snow were positioned in 
the thermo-insulated container as shown in Fig. 2. A cold plate of circulating 
thermosta t  was put between the samples. The opposite sides of the samples 
were in contact with iron plates. The t empera tu re  of the cold plate was kept 
to within an accuracy of =h0.05°C. The  t empera tu re  of the iron plates was 
varied between +0.2°C. In this way the samples ("a" - the "upper" one 
and "b" - the "lower" one) had t empera tu re  gradients with opposite direc- 
tions. Six copper-constantan thermocouples  were measuring the t empera tu re  
in each sample every 1 minute, on the central axis parallel to the heat  fluxes 
produced in the snow at intervals of abou t  0.02 m. 

2.3 M e t h o d  

Once a uniform tempera ture  of - 1 5 ° C  was achieved throughout  bo th  samples, 
the tempera ture  of the cold plate was changed to - 65°C .  So the samples were 
subjected to a strong tempera ture  gradient  of about  500 K m  -1. The tem- 
pera ture  distributions in the samples were measured continuously and soon 
achieved quasi-s teady s tate  conditions (i.e. there was no longer any temper -  
ature change according to the accuracy of the measurements) .  After three 
days of fixed thermal  conditions each snow sample with thickness 0.1 m was 
divided into three layers: "Top" (0.067-0.097 m), "Middle" (0.034-0.067 m), 
and "Bottom" (0 0.033 m from the bo t t om face), as shown in Fig. 2. 

Photographs of the disaggregated grains for each layer were taken using 
a microscope. The cross-sectional area of the digitized grains was determined 
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Fig. 3. Diameter distribution in each 
layer of the "lower" sample. N is the 
total number of crystals. 

and the diameter of a circle with an equivalent area was computed. The 
diameter distribution of each layer after the experiment was compared with 
the initial diameters. This gave the relationships between the crystal growth 
rate and the temperatures,  tempera ture  gradients, and its direction. 

3 R e s u l t s  

We found no difference in crystal shapes of the upper and the lower samples. 
Crystal shapes in the layers near the cold plate did not change from their 
initial state (Fig. lb) .  As the average temperatures  of the layers increased, 
crystals developed to solid type in the both  "Middle" layers and to skeleton 
type depth hoar near the cold plate. Over the process the diameter of the 
crystal also increased (Fig. le ,  d). 

Fig. 3 shows the diameter distribution of each layer for the "b"-sample in 
Fig. 2. We see that  the initial distribution of the crystals (ranging between 
1.1-6.8 x 10 .4 m) had a peak between 2 and 3 x 10 .4  m. 

The distribution in the "Top" layer (crystal size range 0.94-5.8 x 10 .4  m), 
being in contact with the cold plate, indicated little change from the initial 
one. The "Middle" (crystal size range 0.62-7.1 × 10 -4 m) and the "Bot tom" 
(0.36-9.3 × 10 .4  m) layers, whose temperatures  increased in turn,  showed 
smaller peaks than the initial reading and were widely distributed over a 
larger diameter. Small radii grains had to sacrifice as the large radii grains 
acquired mass from the smaller grains [4]. 

Fig. 4 shows quasi-steady state temperatures  and calculated tempera ture  
gradients of each position. The tempera ture  distributions were not linear 
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in either of the samples and differed between the "upper" and the "lower" 
sample. A more detailed analysis of tempera ture  distributions is given in [11]. 

Neither of the temperature  gradients calculated from the observed tem- 
perature distributions were uniform in the two samples. Their  change was 
within the accuracy of the measurements in those parts of the snow samples 
where temperatures were below -40°C.  Above -40°C  tempera ture  gradi- 
ents increased in the "upper" but  decreased in the "lower" sample as the 
temperature  increased. 

Average crystal diameters in each layer with the mean temperatures  and 
the mean temperature  gradients are shown in Table 1. Akitaya [1] reported 
that  the surface of the warmer snow grain evaporated sublimatically and then 
condensed sublimatically on the surface of the colder grain. However, our 
results showed in both samples that  crystals of the warmest layer developed 
more than those in the other layers. 

F~kuzawa et al. [6] reported that  the growth rate of depth hoar was 
proportional to the magnitude of the tempera ture  gradient. Contrary  to this, 
crystals of the "Bottom" layer in the "lower" sample, whose tempera ture  
gradient was the smallest, had the highest growth rate of the sample. 
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Table 1. Average diameter of each layer with its temperatures and temperature 
gradients (Fig. 2) 

Sample Layer Temperature Temperature gradient Crystal diameter 

°C o m-1 xlO -4 m 

"upper" Top -25 810 4.19 

Middle -40 310 2.94 

Bottom -53 460 2.86 

"lower" Top -57 590 2.66 

Middle -37 640 2.84 

Bottom -23 400 3.33 

4 D i s c u s s i o n  a n d  C o n c l u s i o n s  

The results shown above contradict those previously reported. It is necessary 
for the development of the depth-hoar crystals to be supplied with water  
vapor. We assume that  the water vapor in the porous space is saturated,  
and this depends on temperature.  For example, the saturated water-vapor 
concentration in the porous space had to be 2.2 × 10 - 6  kgm -3 at - 6 5 ° C ,  
and 1.4 × 10 -3 kgm -3 at -15°C,  i.e. the water-vapor concentration at - 1 5 ° C  
was about thousand times larger than at -65°C.  The theoretically possible 
water-vapor flux in the porous space was calculated by multiplying the water- 
vapor-concentration gradient with the tempera ture  dependent water-vapor- 
diffusion coefficient, both obtained from the tempera ture  measurements. 

Fig. 5 shows the relationship between this water-vapor flux and the crystal 
growth in each layer. In the "upper" sample the fluxes of the "Middle" and the 
"Bottom" layers were small, and that of the "Top" layer, whose temperature 
was high, increased abruptly. While in the "lower" sample the flux increased 
gradually from the "Top", the "Middle" to the "Bottom" layer. Thus, the 
flux did not show a symmetrical distribution. 

The possible reason for such non-symmetry  could be convection. In the 
"upper" sample the bot tom plate was cold and the top plate was warm mak- 
ing this condition stable against convection. However, in the "lower" sample 
the bot tom plate was warm and the top plate was cold making convection 
possible. It is generally accepted t h a t  the dimensionless Rayleigh number is 
used to estimate under what conditions convection will occur in snow [12-14]. 
This Rayleigh number (Ra) is 

R a  = g/3(pc)i A T h k i  
. k i n  ' (1) 
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where g is the acceleration due to gravity, fl is the isobaric coefficient of 
thermal  expansion, (pc)/ is the volumetric heat  capacity of the fluid (moist 
air), A T  is the t empera ture  difference across the sample,  h is the thickness 
of the sample, ki is the coefficient of air permeability,  p is the kinematic 
viscosity, and km is the thermal  conductivi ty of the porous medium. We 
computed Ra roughly and compared it to a critical value (Racr). It  seems 
tha t  convection will occur when Ra > Racr. Racr for snow is usually assumed 
to be between 18 and 40 [13,14]. In this experiment,  Ra was 7.6. This value is 
lower than Racr. However, Sturm et al. [14] observed convection at Rayleigh 
numbers  as low as 4, and their t empera tu re  difference was smaller than  in 
this experiment.  This is why one can expect tha t  convection could take place 
and influence the process of recrystallization under present conditions. 

The diameters of the crystals increased with an increase in the magni tude 
of the flux. Crystals developed in the layers where the flux was large because 
of high temperature .  The growth was small where the tempera tures  were low 
even if the t empera tu re  gradients were large, since the amount  of water  vapor  
was small. 

Next, as an example of the effect of the t empera tu re  gradient,  the "Top" 
layer of the "upper" with the "Bot tom" layer of the "lower" sample can be 
compared. Both layers had similar t empera tures  but  the t empera tu re  gradi- 
ent in the "Top" layer was twice as large as in the "Bot tom" layer. The 
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growth in the "Top" layer was also twice as large as tha t  in the "Bot tom" 
layer. 

We conclude tha t  the temperature ,  which determines the water  vapor 
amount  in the porous space, is the most impor tan t  factor for the depth  hoar  
growth. The magni tude of the t empera ture  gradient also affects the growth 
rate but not primarily, a fact tha t  can be seen when t empera tu res  are similar. 

A c k n o w l e d g e m e n t s :  The work was par t ly  suppor ted  by the J a p a n  Science 
and Technology Agency through JST and J ISTEC.  
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On Creep Flow of Snow and Firn 
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Abst rac t .  The exploration and exploitation of polar regions requires the ability 
to work in and with the firn layer, which is the topmost layer of the continental ice 
sheet. A firn layer consists of meteoric snow which changes by metamorphosis from 
original snow flakes to a stable flrn body. As the firn is compressed by subsequent 
layers of snow, a porous granular material evolves with density that is increasing 
with depth. This leads to polycrystalline ice in the bottom layers. The porous 
structure of the flrn gives rise to volumetric viscous behaviour. Its granular build-up 
leads to an increase of volume under shearing conditions (dilatation). Furthermore, 
firn exists at high homologous temperatures, thus it shows creep behaviour. 

A material law for snow and firn is proposed, which accounts for these charac- 
teristic features of the material. Following the approach by von Mises, it is based on 
the assumption of an elastic and a viscous potential. The dilatation is described by 
the third invariant of the stress tensor to model a strain orthogonal to the shearing 
direction. Creep experiments are used to evaluate the material parameters. 

1 I n t r o d u c t i o n  

The prediction of the flow of large polar ice masses is an important  contribu- 
tion to the geophysical simulation of polar regions. As measurements of the 
natural flow are only available for about the last hundred years, the necessity 
of the simulation of the flow of large ice masses over thousands of years is 
obvious. 

The simulation of large glaciers or ice sheets is based on the framework of 
continuum mechanics and the supposition of non-linear viscous rheology, Hut- 
ter [1]. The assumption of the continuously distributed mat ter  is utilized to 
formulate equations which govern kinematics and balance relations for mass, 
linear momentum, moment of momentum, energy and entropy Haupt,  [2]. 
These formulations are equally valid for all materials, however, they do not 
suffice to determine the material behaviour. Further constitutive relations are 
required. It is the aim of this investigation to find such constitutive relations 
for the deformation of polar firn. 

A material element has six degrees of freedom in Cartesian space, if 
Boltzmann's continuum is applied. The constitutive relation in question then 
has to link six strains with six stresses. The constitutive relation can be 
written in matrix form, linking the strains with the stresses in a system of 
equations. The components of the matrix can be determined from creep ex- 
periments. 
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Further information on the material  behaviour  can be gathered from the 
investigation of the structure of the material .  These investigations may  give 
hints as to whether to expect anisotropy or kinematical  couplings between 
degrees of freedom, or other characteristics. 

As t ime scales of several thousand years can not be covered in the labor- 
atory, the interaction between the evolution of the firn cover and the deform- 
ation will not be investigated. Furthermore,  the influence of chemical agents 
or microscopic impurities is not considered because of the limited number  of 
experiments.  

2 S t r u c t u r a l  P r o p e r t i e s  o f  S n o w  a n d  F i r n  

The samples used in the creep experiments  were made of snow and antarct ic  
tim. In order to ensure comparabil i ty  of the results and to document  the 
properties of the samples on a commonly accepted basis, the International 
Classification for Seasonal Snow on the Ground (Colbeck et al. [3]) is applied. 
The firn samples were retrieved from different depths  out of a core drilled 
into the Filchner-Ronne-Ice Shelf by the Alfred-Wegener-Inst i tut  filr Polar  
und Meeresforschung in Bremerhaven,  Germany,  and were made  available for 
this investigation. Table 1 gives the above mentioned classification of these 
samples. For the tested samples, no specific orientation of the c-axes could 
be detected. Therefore, the samples are assumed to be isotropic. Samples 
were chosen from the core to be as homogenous in density and s t ruc ture  as 
possible. Characterist ic bends in the snow density profiles over depth  of polar  
firn layers are related to specific states of particle a r rangement  (Eb inuma and 
Maeno [4]). At a density of 0.55Mg m -3,  the particles reach a stable mech- 
anical packing. The firn reaches an optimal  packing s t ructure  at  a density of 
0.73Mg m -3.  The transit ion from snow to ice is reached at  a density of abou t  
0.83Mg m -3.  From this observation, it is concluded tha t  the most  impor tan t  
parameter  to describe the mechanical behaviour  of firn is its density. The  
density of the firn is linked to the s tate  of mechanical  packing of its particles, 
the grains. The material  with the opt imal  mechanical  packing is referred to as 
the consolidated material, one with smaller density will be called under con- 
solidated material. A density higher than tha t  of the consolidated mater ia l  
can not be achieved by particle rearrangement  alone. 

In addition to the Antarctic firn samples, artificial snow samples were 
prepared. They were made of fresh fallen snow, which was stored at  -10 ° C 
until use. The snow was sieved and filled in cylindrical forms. The  snow was 
then compressed until the desired initial density was reached. The  samples 
were retrieved from the forms and stored again at -10 o C for at least a month  
in order to allow a s tructure to evolve. To ensure the quality of the samples, 
thin cuts were prepared and investigated under a microscope. Fig. 1 shows 
photographs of these samples. The upper  par t  of these figures shows the thin 
section in cross polarized light to show the crystalographic structure.  The  
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T a b l e  1. Classification of the Antarctic Firn Samples 
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category 4.5 m 7.5 m 10.5 m 28 m 41 m 51 m 

density [Mgm -3] 0.40 0.48 0.55 0.72 0.76 0.82 

porosity [%] 56.4 47.7 40.1 21.6 17.2 10.7 

grain shape 3sr 3sr 31r 3 lr 3 lr 3 lr 

grain size fine fine medium coarse coarse very coarse 

liquid water content dry dry dry dry dry dry 

impurities 

hardness very low low low medium high very high 

temperature [°C] -22.0  -22.0  -22 .0  -22 .0  -21.5  -21 .0  

lower part  of the figures shows the samples in unpolarized light and displays 
the pores. The pores were filled with piaster for bet ter  visualization. Table 2 
gives the classification of the snow samples. 

. . . . . . . . . . .  io:,~,. ............ ! ~ . . . . . . . . . . . . . . . . . . . . . . . . .  ~ ............................. 
: ~ ~ 1 0 , T r a m  , 1 0 , 7  m m  ; 

i !i,:~ 

Fig.  1. Samples (from left: p = 0.46Mg m -3, = 0.55Mg m -3, = 0.79Mg m -a)  

3 M a t e r i a l  L a w  f o r  S n o w  a n d  F i r n  

Mahrenholtz, Wu and Enss [5] successfully described the settlement of a snow 
cover under distributed loading. Following their line of thinking, the strain 

(~), , (v), 
tensor sij is divided into an elastic ( Q j )  and a viscous s t r a in /Q j  ) 

- - ( ' )  -(v) (1) g i j  - -  a i j  "]- a i j  • 
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Table  2. Classification of the Snow Samples 

Categories artificial snow natural snow 

density [Mgm -3] 0.51 to 0.84 0.55 to 0.86 

porosity [%] 44 to 8.4 40 to 6.3 

grain shape - 3 sr 

grain size [mm] 0.40 (fine) 0.28 (fine) 

liquid content dry dry 

impurities none aerosols 

hardness low - very high low - very high 

temperature [°C] -1 to -20 -1 to -20 

The elastic strain is calculated from Hooke's  law 

ell) = 1 ( ( 1  + # ) a i j  - # a a k S i j ) ,  (2) 

where E is Young's modulus,  # Poisson's rat io and a i j  are the components  
of the stress tensor. The viscous par t  of the strain rate  is wri t ten as 

1 1 
g~.) = ~-;-((1 + # ) a i j  - # a a a S i j )  - D--- ~ • ( a i k a k j  -- a ( i j ) a ( i j ) ) 5 ( i j ) .  (3) 

The brackets around indices are used to indicate where Einstein 's  summat ion  
convention is not to be applied. The first t e rm in this equation models the 
volumetric and shape behaviour of snow and firn. In the second term, D v is 
a dilatation parameter  which evaluates the dilatational strain rate  caused by 
the corresponding orthogonal shear stress. Fig. 2 illustrates the mechanism 
observed in biaxiN creep experiments.  During shearing, the sample becomes 
elongated. This is due to the granular s t ructure  of the material .  The stiff 
grains move relative to each other, leaving the opt imal  s t ructure  with an 
increase of the volume of the samples. E (v) denotes the viscous modulus. 
Young's modulus of ice is given by Michel [6] to be 

Eice = 9500MPa. (4) 

The elastic modulus of snow and firn is assumed to be depending on the load 
carrying ice mat r ix  None. Assuming propr t ionNity  to the volume fraction 
yields 

E ( p )  = E i c ¢ "  p . (5) 
Pice 

The density of polycrystaline ice Pic~ is 0.9 Mgm -3. The Poisson's ratio is 
assumed to follow the equation (Mahrenholtz,  Wu and Enss [5]): 

#(p) -- 0.15m3 (Mg -1)  . p  ÷ 0.2. (6) 



grain 

Creep Flow of Snow and Firn 

representative volume element 

407 

Fig. 2. Mechanism of Dilatation 

The viscous modulus E(v) has been determined from uniaxial creep tests. 
These tests were performed with tensile and compressive loading of the 
samples. The loading and the t empera tu re  during the test were held con- 
stant  throughout  the test, but  they were varied from test  to test. More than  
50 tests with different snow types and initial densities were considered to 
evaluate E (~). For compressive loadings, E (~) has been determined to be 

E ~ (p, T) = Ktype [MPa h]. (1 - T[K]/273K) °'65 (po/Pic~) 9. (a~ [MPa] /MPa) -257 ,  
(7) 

for tensile loadings, E (~) has been determined to follow the equation 

E ~ (p, T) = Ktyp~ [MPa h]. (1 - T[K]/273K) °65 (po/pice)4" (av [MPa]/MPa)-2'57. 
(S) 

gtype is given in Table 3 for the materials  investigated here. D v is calculated 
from biaxial creep tests as follows 

P -1 . EV 
D v = 8.734- 10-3MPa(1.21 0.74 Mg m -3 ) 2(1 + #)" (9) 

4 C o n c l u s i o n  

This report  deals with the mechanical behaviour of snow and firn. The  struc- 
tural  analysis of the samples showed the porous, granular fabric of the firn. 
This fabric causes a voluminal viscous and dilatational mater ial  behaviour  
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Table 3. Values of Ktype 

material Ktyp~/(MPa. h) a /MPa 

artificial snow 2750 < 0 

natural snow 10000 < 0 

natural snow 16000 > 0 

antarctic firn 20000 < 0 

antarctic firn 1200 > 0 

under a three-dimensional state of stress. Depending on the depth of retrieval 
of the samples, the structure of the firn changes. Firn and snow of a density 
below 0.73 Mg m - 3  may be referred to as underconsolidated material, firn of 
a density of 0.73 Mg m -3 may be referred to as consolidated material. The 
consolidated firn shows the strongest dilatational behaviour. Firn of higher 
density shows a behaviour more similar to that  of polycrystalline ice. From 
the findings presented here, a three dimensional material law is derived which 
models the material behaviour of firn using von Mises potentials. The volume 
viscous behaviour under isotropic stress is modelled by a bulk viscosity. The 
dilatational behaviour due to shearing is modelled by linking the shear de- 
formation to the third invariant of the stress tensor, this gives rise to an 
axial deformation being normal to the shear plane: The material parameters 
presented here were calculated from creep tests lasting for 80 hours. 
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Abs t rac t .  Temperature distributions in snow, measured in the laboratory and 
the field are always used as a basis for the calculation of snow-heat conduction and 
water-vapor-diffusion characteristics. According to recently obtained experimental 
data temperature distributions are not linear even under steady conditions and thus 
do not fit into present theories of the simultaneous heat and mass-transfer mech- 
anisms. The temperature distributions are related to the heat-transfer processes in 
a much more complicated way than is presently accepted. They must be the result 
of latent heat release in snow recrystallization that is superimposed on the balance 
between the evaporation and condensation processes, regulated by the specific sur- 
face area of the ice matrix, snow structure, and potentiality of the porous space for 
water-vapor transfer. 

1 Prev ious  Invest igat ions  

The quantities that  today still chiefly characterize the snow conditions are 
the temperature and its gradient deduced from temperature measurements 
at several points; at the same time, these are the easiest to measure. They 
are used in almost any equation describing the processes of heat and mass 
transfer in snow and are included in any modeling of snow metamorphism. 

The heat flux in snow is constructed by the heat conduction in the ice 
matrix, the heat t ransport  by water-vapor flux and the heat transferred by 
air flux. The temperature distributions observed must be the result of the 
coexistence of these three terms [1]. For pure conduction a steady-state tem- 
perature distribution must be linear throughout homogeneous snow. When 
part of the heat is transported by water vapor (estimated to contribute up to 
50% into the effective heat-conductivity coefficient of snow [2,3]), nonlinear 
temperature profiles can be expected. However, according to the presently 
accepted physical theory of simultaneous heat and mass transfer in snow, the 
water-vapor flux can only change the profile by less than 2% from the lin- 
ear one [4]. Presence of air convection changes the temperature distribution 
tremendously [5]; it becomes the main mechanism of the temperature-profile 
construction [4]. 

There exist more than a dozen models of simultaneous heat and mass 
transfer in snow and snow recrystallization. The main difference between 
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most of them is the presentation of the snow structure: de Quervain [6] tried 
to consider the set of ice plates parallel or perpendicular to the direction of 
heat and mass transfer. Sommerfeld [7] constructed his "branch grain theory" 
of crystal growth, where evaporated material condensed on specific grains fur- 
ther  away from a heat source. Gubler I8] designed a model which included 
interparticle structures. Adams and Sato [1,3] considered the relation of heat 
conduction to microstructure, interpreting snow crystals as ice spheres. Suc- 
cessful modeling was also done without involving stereological properties of 
snow [9]. Of course each model was a simplification of the real natural  pro- 
cesses, and a combination of different factors included and different assump- 
tions made, usually resulted in achieving quite a good agreement between 
modeled and observed data. 

The above mentioned and other published models used the same physical 
interpretat ion of the mass-transfer phenomenon, described in [10]. The  tem- 
perature  of the ice matr ix and the porous air were equated for each point of 
a snow sequence, and supersaturation (or non-saturation) in the snow was 
accepted to be smaller than the diffusion driving density difference [8]. These 
assumptions, coupled with the fact that  (except in [9]) the volumetric heat 
production related to the non-zero density balance in the snow was omit ted 
from the heat-transfer equations, indeed resulting in almost linear steady- 
s tate  modeled temperature  distributions. 

The tomographic reconstruction from optical interferometric data  on ice- 
crystal growth in supercooled water [11] and in air [12] showed tempera ture  
gradients up to 500°C m -1 around growing crystals over distances in the 
order of the crystM size. Under conditions always called "isothermal" the 
tempera ture  of the ice was up to 2°C higher than the tempera ture  in the 
surrounding pore space. This raised doubt in the validity of equating the ice 
matr ix  and the porous air temperatures when constructing the heat-transfer 
or snow-metamorphism models. More than this, these temperature  gradients 
are of the same order as the gradients commonly applied to snow in known 
heat and mass-transfer experiments. Tha t  is why usage of the water-vapor 
concentration close to its saturated value can also not be correct. 

It is traditionally stated that  the intensity of the water-vapor transfer de- 
pends on the temperature  gradient. However experimental da ta  did not reveal 
a relation between these two characteristics [13]. The relationship found was 
a dependence of the water-vapor flux on the water-vapor-concentration gradi- 
ent, related primarily to the temperature  and secondarily to the tempera ture  
gradient. Finding a stronger water-vapor-flux dependence on the tempera ture  
than  could be expected from the theoretical model [14] also supports this. 

The  quasi-steady-state temperature  distributions actually observed [15] 
were always far from linear. As the obtained data  could hardly be explained 
on the basis of the above sited interpretation of heat and mass-flux coexist- 
ence, additional experiments were done to find which processes could form 
such non-linear behavior. 
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2 Present  Exper imenta l  Results 

Heat and mass fluxes in the snow were produced by keeping opposite faces 
of 0.1 m long snow samples under different temperatures.  The tempera ture  
was measured on the central axis parallel to the direction of the heat and 
mass fluxes. A more detailed description of the experimental  apparatus and 
the results of crystal-size determination are given in [16]. The tempera ture  
distributions were accepted to represent quasi-steady-state conditions after 
the temperature  change with time was no longer visible within the accur- 
acy of the present measurements (±0.1°C). The results shown here are a 
combination of the data  obtained before and par t ly  shown in [17] (19 snow 
samples) and results of recently performed experiments (17 snow and glass 
bead samples). 

The thin lines on the following figures are the linear tempera ture  distri- 
butions, which could be expected in the case that  the heat was transferred by 
conduction only. Bars represent the range of the tempera ture  varying during 
steady-state conditions, corresponding to the tempera ture  regulation in the 
experimental set-up and not changing shape of the graphs. 

-4N 

- 

-12 J ' ' ~ ' l ' ' ' ' l ' ' ' ' l ' ' ' ' l ' ' ' ' l  
0 0.02 0.04 0.06 0.08 0.1 

Distance from the "warm" face, m 

Fig. 1. Quasi-steady-state temperature distributions in snow samples with hori- 
zontal heat and mass fluxes; natural compacted (dashed line) and sifted (solid 
line) snow 

Fig. 1 shows examples of the quasi-steady state tempera ture  distributions 
obtained with horizontally produced heat and mass fluxes in a sample made 
from naturally compacted snow (snow density 325 kgm-3) ,  and when natur-  
ally compacted snow was s i red  through a wire net for sample preparation (in 
this case the snow density became 458 kgm -3 and the crystal size range 1.11- 
8.34 × 10 -4 m). The non-linearity (concave to the "warm" face) is present 
in both samples, but  in sifted snow the tempera ture  gradient in the central 
part  of the sample was opposite to those applied externally. 

Fig. 2 shows examples of the quasi-steady state tempera ture  distribu- 
tions in two similar snow samples made from s i red  new snow (snow density 
290 kgm -3, crystal size range 1.1-6.8 × 10 -4 m) with vertically produced heat 
and mass fluxes. The character of the temperature  distributions is similar - a 
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Fig. 2. Quasi-steady-state temperature distributions in snow (solid lines) and 
steady state temperature distribution in glass bead samples (dashed line) with 
vertical heat and mass fluxes; o - downward, • - upward fluxes 

non-linear profile is formed in the part of the snow sample with temperatures  
higher than - 4 0  to -30°C ,  and the distributions are almost linear in the 
colder parts of the samples. This must be related to the maximum possible 
water-vapor concentration in the porous space, decreasing with the temper- 
ature decrease. However in the snow samples with "upward heat flux" the 
temperature distributions in the "warm" parts were convex to the "warm" 
face, which required other mechanisms of the water-vapor transfer than in the 
snow samples with "horizontal" and "downward" heat flux. The dashed line 
presents the temperature distribution with upward heat flux produced in a 
sample made from glass beads (1.2-2.0 × 10 -3 m grain size) in the same tem- 
perature range. A considerable difference from linearity is seen throughout  
the whole sample, not restricted to the "warm" part as in the snow sample. It 
ought to be noted that the downward heat flux formed a linear temperature  
distribution in the glass bead sample. 

Fig. 3 shows an example of temperature distribution in a sample from the 
same snow as used for the snow samples shown in Fig. 2, but  with smaller 
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Temperature, °C 

Fig. 3. Quasi-steady state temperature distribution in snow (solid line) and steady 
state temperature distribution in glass bead samples (dashed line) with vertical 
upward heat and mass fluxes 
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applied temperature  difference. A convex tempera ture  distribution was also 
formed; the whole temperature  range corresponded to the "warm" part  of 
the temperature  distributions in Fig. 2. The dashed line shows an almost 
linear temperature  distribution found in the glass bead sample under the 
same conditions. 

3 C o n c l u s i o n s  

These results of our experimental work drive us to conclude that  the simultan- 
eous heat and mass transfer modeled on the basis of presently used theoretical 
t reatments of the phenomenon [4] are not able to explain the experimentally 
observed quasi-steady state temperature  distributions in snow. 

It is possible that the temperature  measured in the snow is the temper-  
ature of the ice grains contacting a thermocouple - higher in zones where 
condensation prevails [11,12], and lower than the tempera ture  of the porous 
air in zones where evaporation prevails. However, in this case the a t tempts  to 
relate the observed to the theoretically expected tempera ture  distributions 
need assumptions other than presently accepted for modeling the process. 
More than this, the temperature  of grains with different size can also be 
different, and the actual " temperature range" in each "point" of the meas- 
urement can be broader, the wider the crystal size range is. 

When relating the observed non-linearity of tempera ture  distributions to 
alternations of evaporation and condensation processes [15], it can be con- 
cluded that  the latent heat release had higher impact on the observed tem- 
perature distributions in case of sifted snow, characterized by wider range 
of crystal sizes and higher specific surface area of the ice matrix,  and thus 
possibly more active process of mass exchange between neighboring grains, 
i.e. recrystallization. The non-linearity shows a clear dependence on the tem- 
perature; this means that  it is related to the water vapor in the porous space 
formed by the recrystallization process. 

In low density snow and when the heat flux is upward, the tempera ture  
distributions could be affected by convection superimposed on the prevailing 
evaporation and condensation zoning (Fig. 2). But under our experimental  
conditions the convection more likely enforced not air but  only water-vapor 
t ransport  (Fig. 3). 

All the above considerations lead to the conclusion that  the measured 
temperature  gradients do not represent the amount  of heat and water vapor 
transferred in snow even under quasi-steady state conditions. The temper-  
ature distributions in snow are the result of the mass and energy exchange 
between neighboring grains, regulated on the one hand by the specific sur- 
face area of the ice matrix, the crystal size range, the snow porosity and 
the tortuosity, limiting the amount of water vapor transferred by the extern- 
ally applied temperature  gradient; and decreasing, on the other hand, with 
decreasing temperature.  

As the source of the water-vapor transfer consists mostly of material  evap- 
orated from the surface of the grains, it can be expected that  the activity of 
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snow metamorph i sm should also primari ly correlate to t empera tu re  and only 
secondarily to the t empera ture  gradient tha t  is present in snow, which is in 
agreement with our experimental  results shown in [16]. 

A c k n o w l e d g m e n t s :  The work was par t ly  suppor ted  by the J apan  Science 
and Technology Agency through JST and J ISTEC.  
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Abs t rac t .  Snow avalanches are relatively dry and dense granular flows for which 
the Savage-Hutter (SH) equations have been demonstrated to be an adequate math- 
ematical model. We review these equations and point out for which cases the equa- 
tions have been tested against laboratory experiments. Since the equations are scale 
invariant and because agreement with experiments is good, laboratory experiments 
can be used to test realistic flows. This is detailed in this paper. We demonstrate 
how shocks are formed when dilatational flow states merge into compacting states 
and show that shock formation is an essential mechanism in flows against obstruc- 
tions. We finally apply the theory of similitude to the design of a projected avalanche 
protection structure of the Schneefernerhaus at the Zugspitze. 

1 I n t r o d u c t i o n  

It is now ten years since Savage and Hutter (SH) [11] presented their mathem- 
atical model of granular avalanche flow; in many subsequent papers [3-14] the 
equations proved to form an adequate mathematical  model for dense flows 
of cohesionless granular materials, provided the moving masses were smal- 
ler than a few million cubic metres. For those masses observations showed 
that  the Pauschalgef£11e 1 is independent of mass, a property shared by the 
SH-equations, which are scale invariant. 

Snow and ice avalanches as well as land slides and pyroclastic flows can 
be classified into two limiting cases, both of which have granular structure: 
(i) the dense gravity driven flow of a cohesionless granular material in which 
the interstitial fluid plays a negligible role and can be discarded and (ii) the 
air borne powder snow avalanches, which are turbulent boundary  layer flows 
of a binary mixture of air and suspended solid particles [6]. In real avalanches 
these two limiting cases seldom occur in their purest form; mixed forms are 
the rule, in which either the dense granular or the powder flow component is 
predominant, but the dense flow avalanche is by far more frequent than the 
powder avalanche. 

In this paper we are exclusively concerned with flow avalanches. We per- 
formed a number of experiments involving the flow of granular materials 

1 "Pauschalgef£11e" is the slope angle of a line connecting the centers of gravity of 
an avalanching mass in its initial and final positions. 
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down complex topographies from initiation to runout and proved by compar- 
ison with numerical solutions that the SH-equations are adequate to model 
rapid flows of granular materials [3-15]. Inferences deduced from such exper- 
iments to the size in nature are therefore trustworthy, in particular since the 
SH-equations are scale invariant. 

On this basis, laboratory experiments were performed to study the rapid 
flow of granular materials around obstructions. For certain geometries these 
flows show shocks being formed much like in channelized water waves, which 
can easily be visualized. Using photographic techniques the key features of 
the motion can be identified; the experimental technique can also be used 
in the optimal design of the flow around avalanche protection structures in 
mountainous regions. In particular, we try to make propaganda here for an 
experimental technique in the laboratory which can be effectively used in 
the design of avalanche protection constructions and in the determination 
of endangered zones of inhabited regions with a potential to be hit by pos- 
sible avalanches. We first present the equations (§ 2), then point out where 
the equations proved to be in conformity with experiments (§ 3), show how 
shocks are formed (§ 4) and then demonstrate the application of laboratory 
experiments (§ 5). 

2 T h e  E q u a t i o n s  o f  t h e  S H - M o d e l  

Flow avalanches are mathematically described as incompressible fluids, of 
which the theological behaviour obeys a Mohr-Coulomb type plastic flow law 
with a constant internal angle of friction ¢, which can, roughly, be identified 
with the limiting slope angle of a triangular heap at rest. Observations in- 
dicate that the Pauschalgef~lle is Mways smaller than the internal angle of 
friction of the granular material; the reason is the mechanical fluidization by 
the collisions of the particles in the strongly sheared basal-near layer. The 
flow in this thin fluidized layer can be represented by a Mohr-Coulomb type 
friction law with a bed friction angle (~ < ¢. 

The model assumes shallow geometries in the sense that the avalanche 
thickness is very much smaller than its extent parallel to the bed. The fun- 
damental equations are the balance laws of mass and momentum, kinematic 
boundary conditions at the free surface and the base as well as the stress 
free condition at the free surface and the Mohr-Coulomb sliding law at the 
base. These equations are simplified by integrating them over the avalanche 
thickness. What emerges is a free boundary value problem for the avalanche 
depth and the two velocity components parallel to the bed. In dimensionless 
form these equations take the form [3], see also Fig. 1. 
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~-~ + (hu) + (hv) = 0, (1) 

K Ob~,(2 aU + u~x V~yOU = s ine  - ~ U t a n a ( c o s ¢ + A ~ u 2 ) - e c o s ~  X~x+~xx) ) 

/ Oh Ob~ Ov ÷U_~xx + Ov v t a n S ( c o s ( +  A~u 2) v ~  = lul 

Kx~c,/p~ = 2 sec2¢(1 ~= (1 - c o s 2 ¢ s e c 2 ( ~ )  1 / 2 )  - 1 ,  (4) 

1( ) 
y+o,/.+++ = ~ K~ + 1 ~: ((K~ - 1) 2 + 4 tan~5)  1/2 , (5) 

sub jec t  to the  init ial  condit ions 

h(x, y, O) = ho(x, y), 
~(~, y, 0) = u0(~, y), (6) 
v(~, y, 0) = ~0(x, y). 

E qua t i on  (1) is the  dep th  in tegra ted  mass  balance,  (2), (3) are  two com-  
ponen t s  of  the  m o m e n t u m  balance  paral le l  to the  bed  and  (4), (5) define 
the  act ive and passive ea r th  pressure  coefficients. In  the  m o m e n t u m  ba lance  
(based  on Newton ' s  f undamen ta l  law) the  individual  t e rms  on the  r ight  side 
represent  the  following effects: 

+ 

X ~ xr 

Fig.  1. Sketch of a avalanche slope: a parabolic channel merges into a horizontal 
plane. Curvilinear coordinates are x, y, z in the direction of steepest descent, ho- 
rizontal and perpendicular to these. ~ is the slope angle and b(x, y) = z forms the 
basal profile. 
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• the first term (which acts only in the direction parallel to the dominant 
flow) represents the gravity force component along the principal flow 
direction; 

• the second term represents the friction with the solid ground; it is propor- 
tional to the pressure on the ground (which is equal to the superimposed 
pressure plus centrifugal force); 

• the last term represents the variation of the integrated normal pressure 
(in the axial and transverse directions). 

and A~ are the slope angle and the curvature of the coordinate line in the 
flow direction, respectively. K:'cY/pass are the active and passive ear th  pressure 
coefficients, respectively. These coefficients link the normal pressures in the 
down and cross flow directions with the overburden pressure. The active or 
passive components become effective when the avalanche extends or contracts 
in either the down and cross flow direction, respectively. These coefficients 
are functions of the friction angles ~ and ¢. 

The equations include only two empirically determined phenomenological 
parameters,  ~ and ¢. They  are scalar invariants and therefore cannot describe 
the relationship between the runout  distance of the sliding materiM and the 
total  mass of the avalanche. However, this scale invariance proves that  ex- 
periments performed in the laboratory at a small size can be transferred to 
the size of the prototype, if the friction angles ~ and ¢ are the same. 

3 L a b o r a t o r y  T e s t s  i n  C h u t e  a n d  S l o p e  F l o w s  

Labora tory  experiments were conducted on flows down inclines of various 
forms as well as idealized gullies and granular avalanches followed from ini- 
tiation to run-out, Fig. 2. The following configurations were tested and are 
documented in detail in the literature. 

Chutes, 10 cm wide and of 2 to 3 m length with a finite granular mass of 
triangular shape released behind a gate tha t  was suddenly opened. 

• Straight inclined chute merging via a circular segment into the horizontal 
[9, 12]. 

• Chute continuously curved of exponential form [8]. 
• Curved chute with a bump along its track, allowing for a separation of 

a single granular mass to be separated into two deposits, one possibly 
above the bump, the other below the bump [4]. 

Idealized slopes, approximately 1 m wide and 2 to 3 m long with a finite 
granular mass released from a spherical cap that  was suddenly tilted. 

• Inclined plane with 450-60 ° slope angle [5, 6]. 
• Straight inclined plane merging via a curved segment into a horizontal 

plane [10]. 
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! 

• j 

!t | J~ 

, i 

i 

Fig.  2. Demonstration model of an idealized avalanche gully with snapshots of a 
granular avalanche (mustard seeds) on its track from initiation to run-out. 

• Parabol ic  channel  with s t ra ight  ta lweg placed on an inclined plane mer- 
ging cont inuously  into a horizontal  plane [3, 15]. 

• Pa rabo l i c  channel  with sinusoidally sidewise curved  talweg merg ing  into 
a plane [2], see Fig. 3. 
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The  incline angle and the flowing material (quartz, marble, sand, plastic 
beads, sugar, mustard seeds, etc) were both  varied, as was the coating on the 
gully surface to vary the effective bed friction angle. High speed photography 
was used to track the deformed granulate as it flowed. Stereo-photography 
was also used to probe the three-dimensionality of the avalanche. The free 
boundary  problem (1)-(6) was numerically solved for the configurations real- 
ized in the experiments, and the geometry of the avalanche from initiation 
to run-out was tracked as well as the velocity field determined and com- 
pared with the corresponding results obtained from the experiments. Fig. 4 
illustrates this comparison; the agreement between the theoretical and ex- 
perimental results as detailed in the mentioned literature is very good. 

The fact tha t  equations (1)-(6) are scale invariant, and since the theory 
has been demonstrated to adequately reproduce experiments under laborat- 
ory conditions, makes it possible that  the model equations are indeed able to 
predict avalanche flows at all those scales for which the pauschalgef£11e has 
been demonstrated to be independent of the moving granular mass, i. e., for 
M _~ 106m 3. Of course, there remain uncertainties in this upscaling process 
for real avalanches. Conditions of shallow geometry are for montain slopes 
not always satisfied, and the granular cohesionless behaviour of the snow is 
still conjectured and may sometimes be violated. Furthermore,  the friction 
angles 5 and ¢ must be correctly reproduced - -  correct values for 5 are more 
critical than those for ¢ - -  which may be difficult. In particular, variations of 
the bed friction angle along the mountain track for real avalanches may not 
be reproduced adequately in the laboratory experiments, one reason being 
that  it may simply be difficult to determine them. Nevertheless, to within 
these provisos the extrapolation to the prototype size is reliable. 

Labora tory  experiments are thus a competitive tool in estimating the 
potential  impact of flow avalanches and may be employed in estimating ava- 
lanche zoning schemes, avalanche protection designs, etc. 

4 Formation of Shocks 

The earth pressure coefficients (4) and (5) may suffer a jump in the course 
of the motion whenever the flow switches from a state of dilatation to tha t  
of contraction. This implies tha t  internal shocks must form whenever this 
happens. Numerical integration procedures should account for this, however 
they are very complicated and difficult to implement. In the spirit of a first 
approximation we performed a smoothing operation for the ear th  pressure 
coefficient from its active to its passive values and thus were able to avoid 
the use of shock capturing numerical integration procedures [3, 15]. Concep- 
tually this is tantamount  to locally changing the constitutive behaviour in 
an uncontrolled manner, but the approach is defendable when the activation 
of this smoothing operation is restricted. This is the case in most situations 
t reated above. 
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For an avalanche flow of a finite granular mass from an inclined gully to a 
horizontal run-out  plane internal shocks are formed in the transi t ion region 
from dilatational to contracting flow states in the region immediate ly  before 
and a t  sett lement.  Fig. 5 shows the geometry  of the deposited granular  mass  
from an experiment similar to the one shown in Fig. 2 as computed  with 
the regularized earth pressure coefficient. Regularization of the t ransi t ion 
of the active and passive ear th pressure coefficients has done no ha rm in 
this situation. Computa t ion  with shock-capturing techniques is under way 
[13]. One may, from a realistic point of view, even defend the use of the 
regularization procedure because upslope travelling shocks in experiments  of 
granular  flows down heaps disclosed a rather  diffuse shock s t ructure  of several 
particle diameters [1,2]. 

60  

40  

20  

y 0 

- 2 0  

- 4 0  

- 6 0  

200  240  280  320  

Fig. 5. Deposit of a finite granular mass 
after its motion through a straight chan- 
nel of parabolic cross section inclined by 
45 ° and merging into a horizontal plane. 
The direction of flow was from left to 
right. The graphs show the settled heap 
with level lines at 0.5 cm intervals as com- 
puted with the regularized procedure de- 
scribed in the main text. 

The  formation of shocks is a dominant  phenomenon when e. g. a rap- 
idly flowing granular mass is diverted and redistributed by s t ructural  devices 
(fences, walls). Classical avalanche protection constructions for s t ructures  are 
often used in this way. I f  a uniform layer of rapidly flowing granular  mater ia l  
down an inclined plane is encountering a vertical wall forming an angle a 
with the direction of steepest  descent, Fig. 6ab, then a straight  shock will 
form at  an angle j3. Above the shock the undisturbed flow is supercrit ical  
with a given height hi and velocity vl ,  behind the shock it is subcritical with 
different thickness h2 > hi and different velocity v2 < vl. The  si tuat ion is 
analogous to the sub- and supercritical flows in hydraulics of free surface 
channel flow. If the retaining wall is curved, the steady shock tha t  is formed 
will also be curved, Fig. 6c. Given the ups t ream flow conditions (velocity, 
height) the downstream conditions can be computed.  Structural ly significant 
for instance is the determinat ion of the pressure at the wall. Similar exper- 
iments can, of course, also be performed on slopes with varying topography  
or around bodies as shown in Fig. 7. Shocks are also formed in this case. 
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111111 
111111 

a) b) 

II 111 

e) d) 

Fig.  6. A layer of granular material having thickness hi, supercritical downstream 
velocity vl and moving down an inclined plane is encountering a wall (straight 
in panel a) and inclined at angle a, curved in panel c)). The induced cross flow 
generates a shock (straight in panel a) and inclined at angle fl, curved in panel c)) 
with layer thickness h2 and subcritical velocity v2. The photos in panels b), d) show 
the same situation in the laboratory experiment. 
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Fig. 7. Rapid flow of a granular layer 
down an inclined plane and around 
an obstruction of circular cylindrical 
shape. A detached curved shock is 
formed with supercritical flow above i t  
and subcritical flow below it. 

5 Mode l  Studies  of Avalanche Protec t ions  

From the example of the flow-diverting wall in Fig. 6 it is only a small step 
towards the small scale reproduction of the flow of an avalanche around an 
obstruct ion designed to protect  a s t ructure  from being hit by the avalanche. 
We have done this for the "Schneefernerhaus at the Zugspitze" an old Hotel 
renovated and transferred into a research labora tory  for environmental  and 
climatological research. The  building is s i tuated at 2700 m.a.s, on a ra ther  flat 
mountain  slope inclined by approximate ly  45 °. A number  of masts  equipped 
with meteorological instruments will be erected on the roof of the building and 
should be protected from avalanches throughout  the year. Several avalanches 
pass and /or  overflow the building every year so tha t  a protect ion for a 100 
year event is mandatory.  According to expert  studies the largest avalanche 
with a 100 year recurrence is a moving snow layer of slightly more than  8 m 
depth down the mountain.  In a first s tudy of protect ing the building against  
such an event a te t rahedral  wedge was constructed tha t  should divert  the 
flow and guide the snow to pass the building on either side of  it. Fig. 8a,b 
shows a photograph o f t h e  Schneefernerhaus, and the te t rahedral  wedge was 
positioned above the building at an opt imal  distance determined by trial and 
error. 

The experiments were performed with two models of scales 1 : 100 and 
1 : 300, using as "snow" plastic beads of 2.5 m m  and semolina and white 
sugar of app. 0.8 m m  diameter,  respectively. As slope planes metallic and 
plexiglass sheets were used. These materials  gave internM and bed friction 
angles approximate ly  35-45 and 15-25 degrees which lie in the range appro- 
pr iate  for snow. Fig. 9 displays the experimental  set-up in the two scales, and 
Fig. 10 shows three snapshots of the motion of a layer of semolina down the 
slope, past  and around the wedge and the Schneefernerhaus at three stages. 
The  snow depth  corresponds here to the motion of an 8 m layer. One can 
clearly see how the side flanks of the wedge divert the flow; a shock is formed 
at  the wedge tip tha t  extends on both  sides of the flanks of the wedge. 
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a) b) 

Fig. 8. a) Schneefernerhaus at the Zugspitze at 2700 m.a.s, and b) its model re- 
production together with a tetrahedral wedge type avalanche protection structure. 

a) b) 

Fig. 9. Incline with the Schneefernerhaus and the avalanche protection wedge, 
a) scale 1 : 100, b) scale 1 : 300. 

One advantage of the model experiments is the fact that  various different 
event scenarios can be tested, and thus the effectiveness of the protective 
structure estimated. A frequent scenario is when a layer of new snow is de- 
posited on a hard and stable layer of old snow, and this new layer becomes 
unstable and forms an avalanche. Such cases are illustrated in Fig. 11. The 
plexiglass surface is now identified with the upper surface of the hard layer, 
here corresponding to a 5 m deep layer, and the moving granular mass cor- 
responds to the new snow layer, here 3 m and (unrealistically large) 8 m, 
thus amounting to 13 m snow cover. It is evident that the wedge suffices for 

the first scenario but is not sufficiently shielding the building for the second; 
this can be no surprise, as total shielding was neither intended nor achieved 

in this case. 
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a) b) c) 

F ig .  10. Flow of a layer of semolina down a plane of 45 ° inclination, past  the 
te t rahedral  wedge and around the building tha t  must be protected.  

a) b) c) 

F ig .  11. a) Model of the Schneefernerhaus and the te t rahedral  wedge protect ing 
it against avalanches, here with the assumption tha t  5 m hard snow is s tably de- 
posited. The plexiglass surface corresponds to the upper level of this snow cover; 
motion of a 2 m b) and an 8 m c) layer of snow, here semolina. To differentiate this 
case from those of Figs. 9 and 10 the wedge is shown in light gray. 
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Abs t rac t .  The experimental discovery of gas-hydrate self-preservation phenome- 
non made it possible to establish gas hydrates as one of the permafrost components 
such as ice, unfrozen water and gas. However, this component is so far poorly in- 
vestigated. Little is known about conditions of formation and decomposition of gas 
hydrates in dispersed rocks. Special experimental chambers are used by the authors 
for the simulation of hydrate formation/decomposition processes in porous media 
and the study of different factors influencing the hydrate formation in dispersed 
rocks. Our experimental research reveals new data on kinetics and P, T- conditions 
of hydrate formation and decomposition in dispersed rocks. The experimental data 
show, that the process of hydrate formation in porous media depends on composi- 
tion and structure of dispersed rocks and also on some external condition. 

1 I n t r o d u c t i o n  

Natural  gas hydrate  formation is a global phenomenon, exceeding the ice 
formation on the Ear th  crust. Hydrates are crystalline clathrate compounds 
of gas and water spread in permafrost regions and in the ocean floor (at water 
depth below 500 m). Their instability at atmospheric pressure makes their 
experimental  s tudy very difficult, especially in dispersed media. Experimental  
discovery and field studies of metastable permafrost  gas hydrates (about  10 
years ago) make it possible to consider gas hydrates as one of the main com- 
ponents of frozen rocks such as unfrozen water, ice and gas (Ershov E. D. et 
al. [2]). Moreover, discovery of this self-preservation phenomenon, when hy- 
drates exist at non-equilibrium thermodynamic conditions, has opened new 
possibilities for the experimental s tudy of hydrate-enriched deposits. During 
the last years the Geocryology Department  of the Moscow State University 
conducted experimental  studies targeted to the determinat ion of the clay- 
particle influence on the process of hydrate-formation within dispersed rocks. 
This problem has so far not been studied, although there are some theoretical 
predictions and sporadic experimental data. Sometimes they are in contra- 
diction with each other. For example, Y. Makogon [4] theoretically predicts 
an increase of the equilibrium hydrate formation pressure when the dispersed 
rock particle size decreases. S. B. Cha et.al. [1] have experimentally shown the 
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opposite phenomenon, namely that hydrate formation within a suspension of 
bentonite in water starts at pressures lower than equilibrium in the system 
free gas-liquid water. But experimental data of V. Yakushev [9], T. Uchida 
et al. [7] were in agreement with the theoretical prediction of Y.Makogon. 

Unfortunately, data received earlier do not allow us to establish the phys- 
ical and chemical nature of the described phenomena. Also, there are no 
data on the influence of clay particles on the micro and macro structure of 
hydrate-containing sediments during hydrate accumulation; this is very im- 
portant for the understanding of the origin of natural hydrate textures in 
sediments. There are many uncertainties in the experimental data on water 
migration during methane hydrate formation in clays. V. Yakushev [9] repor- 
ted absence of considerable water transfer during hydrate formation in heavy 
clays; at the same time, V. P. Melnikov and A. N. Nesterov [5] observed a 
thick propane hydrate rim on the top surface of the water-enriched heavy 
clay. 

In this work we study the influence of different contents of clay particles 
on the phase equilibrium, water transfer and structure changes in the course 
of methane-hydrate formation in fine-grained quartz sand. 

2 P r o c e d u r e  

2.1 E x p e r i m e n t a l  e q u i p m e n t  

The experimental chamber constructed jointly with researchers from the Geo- 
logical Survey of Canada (F.Wright et al. [8]), was used for the hydrate form- 
ation and the study in the soil samples. This high pressure chamber, made 
of stainless steel, was equipped by a manometer, pressure and temperature 
sensors and valves for gas injection and withdrawal. Its general construction 
is the same as described in the paper of Ershov E.D. and Yakushev V.S. [3]. 
P-, T- data are recorded by a data logger and transmitted to a computer 
in accordance with t h e  time step. Data documentation was controlled by 
"Sciemetric" software. 

The experimental equipment included a cold room (temperature down to 
- 10°C), a methane cylinder (pressure 15 MPa, 99,9% methane), a laboratory 
for sample preparation and study, and freezers of "Grunland" type. 

2.2 E x p e r i m e n t a l  soil s ample  p a r a m e t e r s  and  p r o c e d u r e  of  t h e i r  
p r e p a r a t i o n  

Quartz sand of marine genesis was used as base soil. The sand was of light- 
gray color, with smoothed surface and homogeneously sorted. According to 
E. M. Sergeev's sand classification it is a fine-medium grained sand, see Table 
1. Mineral composition, in accordance with the results of optical immerse 
analysis, is represented by quartz (more than 90%) and feldspat (10 %) and 
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Tab le  1. Particle size distribution of the soils used [%] 

433 

Particle diameter [mm] 

Qartz sand 

Montmorillonite clay 

1 0.5 0.25 0.1 0.05 0.01 0.005 

0.5 0.25 0.1 0.05 0.01 0.005 0.001 

1 53 45 1 - 

0.0 0.0 0.2 0.1 18.8 

<0.001 

7.3 20.1 53.5 

density 2.65 gcm -3. The  soil is characterized by low specific area - about  0.02 
m2g -1. 

Montmoril lonite (bentonite) clay was of eluvial genesis. According to 
V. V. Okhot in 's  classification it was a heavy clay (Table 1). Montmori l lonite  
prevails in clay fraction by more than  80%. The specific soil area is huge, 
about  620 m2g -1.  

The clay content of the sand was 0, 2, 3, 5, 7 and 9% of the total  sample  
mass. The  initial water  content (Wo) of the samples was the same in all 
experiments,  17%, and it was approximate ly  equal to the op t imum water  
content for most  intensive hydrate  accumulation (2/3 of the m a x i m u m  water  
content). Distilled water  was used. 

In each experimental  run two samples of the same composit ion and prop- 
erties were prepared by the "layer-by-layer" compression method.  One sample  
was for the experimentM chamber,  the second was the control sample; it was 
positioned near the chamber for t empera ture  control and s t ructure-change 
comparison. 

2.3 E x p e r i m e n t a l  p r o c e d u r e  

The  kinetics of the hydrate  formation and the dissociation within the samples 
was documented when the t empera ture  of the sample was varried in the her- 
metically closed pressurized chamber with hydrate-format ion conditions. A 
sample was prepared (clay and water  content, density control) and loaded to 
generate special conditions of the inner container of the chamber.  Thereafter ,  
the chamber  was closed and blown through by methane  to eliminate air. All 
this was done at room temperature .  Then,  the pressure inside the chamber  
was slowly increased up to 7 - 8  MPa  and the chamber was put  into a freezer 
with t empera tu re  +2 - +4°C.  Once the hydrate  formation process was fin- 
ished (registered by the pressure change), the t empera tu re  in the freezer was 
lowered down to -6 - -7°C and the sample was frozen and then recovered 
from the chamber.  

When  the cyclic hydrate  formation was under study, the t empera tu re  
within the freezer rose up back to room tempera ture ,  and then the hydra te  
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formation cycle was repeated without depressurization. Pressure changes dur- 
ing all experiments were regular and corresponded to the temperature change 
and the hydrate formation/decomposition. 

When the chamber was opened at temperatures below 0°C (in the cold 
room), all samples were stable due to the self-preservation phenomenon (Er- 
shov E.D. and Yakushev V.S., [3]); so there was a favorable possibility to 
study the structure changes of the samples during the hydrate formation. 
Recovered hydrate-containing samples were described, cut into 4 cylindrical 
pieces and water, gas, and hydrate content of each piece as well as density 
were determined. 

3 Results of Experimental Study 

3.1 Kine t ics  of  hyd ra t e  fo rma t ion  and  dissocia t ion in the  samples  

The study of the pressure and temperature changes with time allows us to 
determine when and how much hydrates form within the sample. The total 
character of the pressure and temperature curves was the same in all exper- 
iments (Fig. 1). It is partly described by F. Wright et al. [8]. 
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Fig. 1. Typical pressure/temperature record during experiments (according to 
F. Wright et al, [8]) 

Point A (Fig. 1) corresponds to the initial hydrate formation within the 
sample. Point B indicates sample freezing. Usually, the sample recovered sub- 
sequently, but in some cases, when cyclic hydrate formation was under study, 
a sample was heated and cooled again. In this case point C corresponded to 
secondary hydrate formation during ice melting within the sample. Point D 
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makes the final hydrate decomposition in the first cycle of hydrate forma- 
tion/decomposition. Point E shows the initial hydrate formation during the 
second cycle and point F indicates the residual water freezing during the 
second cycle. Shadowed areas in the lower part of Fig. 1 reflect recalcu- 
lated methane consumption into hydrate phase according to the pressure 
drop within the chamber. 

The experiments have shown a considerable influence of freezing and cyclic 
repetition on equilibrium conditions and kinetics of hydrate formation within 
dispersed rocks. Equilibrium conditions of initial hydrate formation during 
the first cycle (A) were considerably different from the same conditions dur- 
ing the second cycle (E). Further repetition of hydrate formation produced 
no difference from the second cycle data. Secondary hydrate formation during 
the first cycle ( point C ) was unexpected and is explained by new possib- 
ilities for gas-water contact created by ice melting under hydrate-formation 
conditions. 

The main methodical result obtained during the measurements of the kin- 
etics was the correspondence between second-cycle-initial-hydrate-formation 
conditions and natural hydrate-formation conditions in sediments of the same 
properties and composition. So, probably, there is no longer any need to 
take into account supercooling needed for initiation of hydrate formation in 
nature. Equilibrium parameters of initial hydrate formation in natural sedi- 
ments could be determined experimentally during the second cycle of hydrate 
formation. Equilibrium conditions of hydrate formation in dispersed rocks are 
different from the same conditions for pure water-free gas systems. They are 
shifted into thermodynamic conditions of higher pressures and lower tem- 
peratures, and this difference is growing with the rock-particle size and a 
decrease in the water content. 

It is also worth mentioning that addition of clay particles to sand usually 
shifted equilibrium parameters of hydrate formation to higher pressures and 
lower temperatures, but sometimes a small pressure drop began at pressures 
lower than equilibrium for the system methane-pure water. This phenomenon 
still requires its explanation. 

3.2 S t ruc tu r e  and proper t ies  of hyd ra t e - con ta in ing  samples  

In many samples recovered from the chamber hydrate caps of different thick- 
nesses were observed at the top-exposed sides of the samples. In pure sand this 
cap was thickest and reached 12 mm. It was represented by white, relatively 
dense hydrate accumulation with inclusions of monolithic semi-transparent 
hydrate. This cap reflects strong water transfer in quartz sand during hydrate 
formation. However, addition of clay in proportion, (as small as 2% of the 
total weight) considerably decreased this cap formation and prevented water 
transfer along the soil samples. Thin caps (no more than 5mm thickness) 
were observed in samples with 2 and 3% of clay content, and in samples with 
5, 7 and 9~ of clay content this cap was practically absent. 
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At the same time, a clay-content increase resulted in more intensive 
hydrate- texture  formation along the samples. In pure sand there is massive 
hydrate texture (hydrate-cement), in samples with 2 and 3% of clay some vis- 
ible hydrate  inclusions are formed. Further increase of clay content resulted 
in lens-like and porphyry-like (V. Yakushev [9]) hydrate- texture  formation 
with thickness up to 1,5 mm and length up to 5-6mm. 

Measurement of the final water content in samples showed considerable 
differences in the water distribution along samples in pure sands and those 
with clay (Figs 2, 3, 4, 5). In pure sand the water transfer was registered by 
drying of the central part  (Fig. 2). Addition of montmorillonite clay reduced 
the water transfer very strongly, and with a clay content of more than  5% 
water transfer during hydrate formation was negligible. 
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Fig. 2. Water content distribution along sand samples (Ac -- 0%, Wo = 17%). 
• - control sample; • - hydrate-containing sample 

Gas (hydrate) content distribution within the samples was dependent  on 
the water content and increased with the clay-content increase up to 7%. In 
pure sands, due to the low water content, the gas content is small and does 
not exceed 1 cm3g -1 (Fig. 6). Addition of clay in small volumes (clay content 
(Ac) = 2%) does not change the gas content considerably. This is probably 
related to quick formation of an insulating hydrate  film on water-gas con- 
tact  within the sample and a reduction of the hydrate formation velocity. 
A further increase of the clay content results in more intensive hydra te  ac- 
cumulation, and the gas content is growing to approximately 5 cm3g -1 at 
Ac = 7%. However, a further increase of the clay content decreases the gas 
content which could be at t r ibuted to decreasing the sample reservoir para- 
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F i g .  3. Water  content distr ibution along sand samples (Ac = 2%, Wo --- 17%). 
• - control sample; • - hydrate-containing sample 
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F i g .  4. Water  content distr ibution along sand samples (Ac = 7%, Wo = 17%). 
• - control sample; • - hydrate-containing sample 

me te r s  which  influence the  growing  b o n d e d  w a t e r  conten t .  So, p r o b a b l y  for 
each  p e r m e a b l e  soil, t he re  is an  o p t i m u m  value  of  t he  c lay  con ten t  a t  c o n s t a n t  
w a t e r  con ten t  for m a x i m u m  h y d r a t e  accumula t ion .  

4 C o n c l u s i o n  

T h e  e x p e r i m e n t s  conduc t ed  al low the  fol lowing conclusions:  
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Fig. 5. Water content distribution along sand samples (Ac = 9%, Wo -- 17%). 
• - control sample; • - hydrate-containing sample 
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Fig. 6. Experimentally determined average gas (hydrate) content of sand samples 
of the same initial water content (Wo -- 17%) with different clay content (Ac) 

(1) Equil ibrium conditions of hydrate  formation in dispersed rocks are dif- 
ferent from conditions for pure water-free gas system. The  difference is 
growing with rock particle size and decreasing water  content. 

(2) Equilibrium conditions of hydrate  formation in natural  dispersed rocks 
can be determined experimental ly during the second cycle of hydra te  
formation/decomposit ion;  whereas the equilibrium conditions of hydra te  
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decomposition can be determined during the first cycle of hydrate forma- 
tion/decomposition. 

(3) If dispersed rock is frozen at hydrate-formation conditions, ice melting 
causes secondary hydrate formation, and hydrate content of the rock can 
grow considerably (Fig. 2). 

(4) The second cycle of hydrate formation in dispersed rocks causes more 
intensive hydrate accumulation than first ones. 

(5) Appearance of clay particles in sands strongly changes the character of 
hydrate accumulation decreasing water transfer during hydrate forma- 
tion. 

(6) The hydrate content of consolidated permeable sands is growing with 
the clay-content increase to an optimum value. Further increase of clay 
content considerably decreases the possibility for hydrate accumulation. 

In addition the following result was found. Self-preservation phenomenon, 
when hydrates do not decompose completely at temperatures below 0°C, 
after a pressure drop due to isolating ice-film formation on their surface, can 
be successfully applied when natural sample storage is needed and experi- 
mental studies of hydrate-containing rock structure are conducted. Recently 
published experimental results on superheated ice storage in hydrate envelope 
(L.Stern et.al. [6]) further the development of self-preservation phenomenon 
study; it can be applied to frozen rock storage and experimental studies at 
temperatures above 0°C, if the ice within the rock is covered by hydrates ex- 
isting at atmospheric pressure (for example, tetrahydrofuran hydrate). This 
is very important for the transport of the frozen samples from drill sites to 
the laboratory, when there is no possibility for constinuing cooling of the 
samples recovered. 
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Abs t r ac t .  We discuss experimental data, measuring techniques and interpretation 
of the electromechanical energy conversions in frozen soils. These conversions clearly 
depend on the unfrozen liquid state, its content, bulk distribution, initial concen- 
tration and ionic composition of the saturating pore solution. For saline frozen sand 
saturated with solutions of various compositions in the concentration range from 
10 -4 to 1 mole 1-1 the collected data on the peculiarities of electroacoustic conver- 
sions reflect the presence of the unfrozen liquid phase and changes of its content 
and state in the wide temperature range from the beginning of freezing to the cor- 
responding eutectic point, and even below it. The established features are the basis 
of a new physical method to study and control liquid phase changes in frozen soils 
during freezing and thawing processes. 

1 I n t r o d u c t i o n  

Porous soils and rocks containing a liquid phase (which is always a solution of 
some concentration) represent original natural  ehemotrones,  which fonction 
as electrokinetic energy converters. The physical causes of these conversions 
are the presence of electric double layers (EDL) at the boundaries of the 
solid-liquid phases and displacements of the phases relative to each other 
under external actions such as a pressure gradient in the liquid phase or 
an electric potential  difference. As a result the electric charges separate  in 
EDL by diffusion, implying bulk polarization of the medium and, hence, 
through electro-mechanical coupling, elastic deformations. If the penetrable  
porous medium is sufficiently rigid these energy conversions give rise to two 
electrokinetic phenomena :  filtration potential  and electro-osmosis. Both of 
them are well known and in the static regime studied in electrochemistry. 

In soils the dynamic analogues of these energy conversions were discovered 
by American and Russian scientists in the 30-40s, and in geophysics they 
are called the seismic-electric effect - E ,  and the electro-seismic effect, re- 
spectively. The first designates the appearance  of an electromagnetic field 
when an elastic wave propagates  through the wet sandy-clayey or terrigenous- 
carbonate  soils. I t  is correlated with the dynamic analogue of the filtration po- 
tential. The second denotes an elastic wave tha t  accompanies an applied t ime 
varying electromagnetic field. This coupling is correlated with the dynamic  
analogue of electro-osmosis. To reproduce these effects in the laboratory,  the 
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fields vary usually in the sonic and the nearest ultrasonic frequency ranges; 
therefore, it is logical to apply the more general terms acoustic-electrical con- 
version (AEC) and electro-acoustic conversion (EAC), which we will use in 
this paper. 

There are a lot of studies of these phenomena in the field and laboratory 
for temperatures above the freezing point of moist soils (see for instance 
the bibliography in Parkhomenko [19, 20]; Kokorev et al [11]; Migunov and 
Kokorev [16]; Migunov [18]). The results of the studies allowed to determine 
many features, mainly for AEC. However, the existence of A E C  and E A C  in 
frozen grounds were doubted for a long time, since the liquid phase content 
is small, and therefore difficult to differentiate from the unfrozen pore liquid 
phase, let alone to quantify its structure and energy state. 

Below, we deal with the physical approaches to AEC and EAC, the 
measuring techniques, the experimental results and the E A C  applied aspects 
in studies of phase changes in frozen soils. 

2 T h e o r e t i c a l  A p p r o a c h e s  t o  D e s c r i b e  t h e  P h e n o m e n a  

Up to now, a full quantitat ive A E C  and EAC theory has not been developed; 
instead much attention was devoted to the experimental studies of these 
phenomena. However, some of the theoretical approaches have been worked 
on. Let us consider briefly the essence of them. 

The first a t tempt  to create the AEC theory in a moist porous medium 
was a model offered by Frenkel [3]. He examined the dynamic analogue of the 
filtration potential in the tub-capillary porous medium by considering that 
their walls deform during the elastic wave propagation. As a result, the linear 
correlation of the electric field intensity E and displacement of the solid, L 
was obtained in the form E ---- aL, where the parameter "a" is a function 
of the porosity, permeability, 4-potential, dielectric permittivity (c), electric 
conductivity (a), dynamic viscosity (N) and average flow velocity of a pore li- 
quid, the velocity of a solid skeleton oscillations and other factors of filtration 
and electro-osmosis. However, calculations according to Frenkel's formula al- 
lows to obtain only qualitative agreement with experimental results. 

The theory was further developed by Migunov [17, 18]. He considered 
the influence of the electrokinetic peculiarities of the medium on the ve- 
locity and the at tenuation of elastic waves and introduced the notion of 
the electrokinetic sensitivity of the medium. This parameter  establishes a 
correspondence between the appearing electric potential difference and the 
pressure gradient in the pore liquid, which (in the s tat ionary regime) is 
XAEC = Acz/Ap ~ s¢/~la. In the dynamic regime the correlation between 
the amplitudes of E and P (or stress) can be obtained via the modulus of the 
seismic-electrical complex sensitivity (s) which is defined by the )(.AEC value 
as well as by the wave frequency (w), velocity (V) and at tenuat ion coefficient 
(8) 

[ s [= E l F  = [(w/V) 2 + ~2]I/2XAEC. 
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Physically interpreted, this modulus is a function of the mobility, the number 
of ion transfers and their concentration in the pore solution, as well as the tor- 
tuosity of the pore space, the adsorptive properties of the soil-solid matrices 
(mineral and ice), the extent of the pore saturat ion with the liquid phase and 
other parameters which are difficult to define directly. In the whole, it was 
found that  the soil seismic-electrical modulus is far less than, for instance, 
the piezoelectric modulus of quartz. 

However, to explain the nature of the energy conversion in soils only by the 
filtration potential and electro-osmosis in a permeable medium is not enough. 
Especially, it is related to the low-wet thawed soils as well as the frozen soils. 
Therefore we offered another model, which takes into consideration the exist- 
ence of an allotropy of the pore liquid phase in soils. The  essence of this model 
is as follows. In any soil the irregularities of the adsorption activity (spots, 
zones of active centres) and morphology (microhollows, cracks etc.) of grain 
surfaces cause energetic inhomogeneities and diversified degree of freedom in 
the movement of the liquid phase. As a result a sufficient number of bounded 
(semi-bounded) domains of pore liquid are formed. The application of ex- 
ternal force fields leads in these discret domains to an ion migration, which 
generates electric macro dipoles, whence a large effective dielectric permit- 
tivity of the medium at relatively low frequencies (< 50kHz) is achieved [5]. 
When an elastic wave or a mechanical stress impulse propagates through such 
a medium the ions of the different masses and solvate envelopes shift, caus- 
ing the displacements of the positive and negative charge centres within the 
liquid phase domains, so electric macro dipole moments  are generated. These 
lead to bulk electric polarization, which vary in time with the frequency of 
the exciting acoustic field, i.e. this is the EAC-E appearance. In low moist 
porous media with an increased degree of the pore liquid phase separation, 
the effect of macro dipole polarization may become the prevailing effect in 
AEC compared with the conventional filtration potential.  

In the case of electric excitation, the migration of ions to domain walls 
("rigid" boundaries) occurs twice during the period of the applied electric 
field; this will in turn stipulate a pressure drive to the walls of the porous 
medium, and consequently cause deformations variable in time and space, - 
a wave with doubled frequency. So, in this case, with sufficient intensity of 
the exciting electric field, the wave of mechanical stresses arising at doubled 
frequency presents the effect of the electro-mechanical energy conversion, i.e. 
the basis of EAC. Thus in a medium with some permeabili ty the EAC should 
manifest itself in the form of two types of signals 

1) the electro-osmotic component,  registering at the frequency of the excit- 
ing electric field - EAC-A1; 

2) the macro dipole component,  registering at the doubled frequency of the 
exciting electric field - EAC-A2. 

It is obvious that  higher the degree of the liquid phase separation is the 
greater should be the EAC-A2 intensity; i.e. in low moist clayey soils at pos- 
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itive temperatures and in frozen sandy-clayey soils (according to the initial 
concentration and composition of the pore solutions) the last type  of EAC 
may be prevailing. Thereto,  according to the theory of Frenkel and Migunov 
for AEC and thanks of the reversibility of the filtration potential  and the 
electro-osmosis phenomena the EAC-A1 intensity should be linearly correl- 
ated with the magnitude of the exciting field E.  However, due to appearing 
the concentration gradient and because of the ion displacements in the do- 
mains of the liquid phase (which entails the opposite ion diffusion) and the 
ion-ion interactions, the EAC-A2 value should depend non-lineary on the 
magnitude of E.  Thus, in the general case the mechanical deformation in the 
soil, conditioned by electric excitation is a relatively complicated function of 
the exciting field E 

Lj = E aijEk~' 

where j = 1, 2, 3, 4, 5, 6; i = 1, 2, 3 (x, y, z) and the exponents kj have positive 
values beginning with 1 and growing (the values are not necessarily integers 
due to the complicated process of the electro-mechanical energy conversion 
in moist soils). By now, the experiments have verified two possible values of 
the exponent kl = 1 and 1 < k2 < 2 (Fig. 1). 
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Fig. 1. Typical examples of the E A C -  A1 (a) and A2 (b) dependence on the mag- 
nitude of exciting electric voltage; solid, dashed and dashed-doted lines correspond 
to the samples of various kinds of bricks saturated with NaCl solution, C = 10 -1 
mole/1 , temperature was +20°C 

3 R e s u l t s  o f  t h e  P r e v i o u s  Tes t s  

The first laboratory experiments carried out in the wide tempera ture  range 
(down to -30°C)  on the samples of porous soils saturated with fresh water [5, 
11], showed that  it is possible to measure the AEC signal in the frozen state 
with a reliability of 5 - 7% (Fig. 2). These tests proved tha t  the variation of 
the AEC value as a function of tempera ture  is similar in frozen quartz sand, 
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kimberlite and limestone; this value is 
of the liquid phase in them. 

1 

determined by the kinetics of freezing 
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Fig. 2. Normalized AEC values in moist soils vs temperature: 1-productive kim- 
berlit (Yakutiya); 2-carbonate non-productive kimberlit formations; 3-quartz sand 

The effect actually vanishes in the frozen quartz sand approximately at  
- 2 8 ° C  (practically the end of the liquid phase freezing), which is consistent 
with the results of the dielectric studies of this sand [4]. The A E C  temper- 
ature dependence for frozen soils was most clearly observed in these experi- 
ments at the frequencies of the exciting acoustic signal (7-8 and 17-20 kHz). 
No dependence of the AEC value on the ice content was noted in the frozen 
sand. The highest AEC intensity in the frozen state was obtained in these 
experiments for productive kimberlities of Yakutia (Fig. 2, Curve 1), a soil 
consisting of clayey formations with higher content of admixtures such as 
radioactive isotopes (especially Th and F+3). 

Thus, despite the evident absence of permeability and whence filtration 
potential (especially in frozen sand), the existence of the A E C  signal down 
to fairly low temperatures supports our hypothesis about its probable macro 
dipolar nature. This is also confirmed by the characteristic A E C  maximum 
slightly below 0°C, when the samples pass into the frozen state (Fig. 2), due 
to an increase of the degree of the liquid phase separation thanks to the ice 
formation in the pores. Later (see for instance Migunov [18]), the seismic- 
electric effect was registered in frozen kimberlite pipes in the field (Western 
Yakutia). 

The tests on low-moist (air-dry) samples of loam, limestone and sand- 
stone at room temperature were performed by Chernyak [1, 2]. His results 
were: first, the occurence of both E A C  and A E C  also in the absence of the 
permeability of the studied soils; second, a doubling of the registered signal 
frequency of the elastic vibrations compared to the frequency of the exciting 
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electric field; third, a non-linear (close to quadratic) dependence of the EAC 
amplitude on the intensity of the exciting field and a non-polarity of EAC. 
However, the author's explanation of the results, including the identification 
of the EAC with electrostriction, was wrong [15]. We think that these ex- 
perimental results are also in complete agreement with our model and the 
prevailing role of the domain-macro dipolar polarization in low-moist soils. 

The further experiments performed by us with the moist samples of sand, 
brick, cement etc. made it possible to justify the idea of the prominent contri- 
bution of macro dipolar polarization in EAC, which under certain conditions 
becomes prevailing. Particularly, in contrast to Chermyak's tests, two types of 
electro-acoustic effects were established at room temperature: linear (electro- 
osmotic) behaviour at the frequency of the exciting field, the EAC-A1, and 
a non-linear (macro dipolar) response, at doubled frequency, the EAC-A2. 

The intensity of the linear EAC-A1 effect in samples of quartz sand satur- 
ated with the salt solutions of very low concentrations (Ci < 10 -3 mole 1-1) 
was nearly by an order greater than that of the non-linear EAC-A2 effect. 
The concentration of the pore solution increased the EAC-A1 magnitude, the 
difference between the A1 and A2 values decrease and at C~ = 10-1 mole1-1 
this difference was only about twofold. A decrease of the EAC-A1 value, while 
the concentration of the pore solution grows, is conditioned by a decrease of 
the thickness of the diffuse parts of the EDL. This fact has considerably 
hampered the realization of filtration potentials but only weakly influenced 
the contribution of macro dipolar polarization. When Ci > 1 mole1-1 the 
general level of the EAC intensity fell by approximately an order of mag- 
nitude while preserving the above mentioned difference between the A1 and 
A2 values from two to about ten folds according to the composition of the 
As saturating solution. Note that the dependence A2(U) evidently digresses 
from the quadratic behavior, i.e. the exponent of the electric voltage U (or 
of the field E) was less than 2, approximately as in Fig. lb. 

In these experiments we also proved the nonpolarity of EAC-A2, however 
there was a fixed non-identity of the reaction of the liquid phase in domains 
on the sign of the exciting electric field changes, which is associated with 
the inertia of the concentration gradient arising under ion migration. This 
non-identity is illustrated by the asymmetric Lissagoux's figures for exciting 
and responsive signals (Fig. 3). 

t m2  0m2 
Fig. 3. Example of the Lissagoux figures for signals of exciting field and receiving 
doublet frequency EAC-A2. 
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4 Measuring Technique 
In principle, performance of AEC and EAC measurements in the laboratory 
is relatively simple and comprises of the following items: 

a) a cell made of a good insulator (preferably of cylindrical shape), contains 
the sample, the ends of which are to be made as electrodes adjoining 
the soil, and a calibrated piezoceramic transducer emitting (or receiving) 
the acoustic signal in (or from) the sample; this whole cell must be be 
screened electromagnetically; 

b) a generator of electric signals (pulse or periodic) with regulated output  
voltage power, pulse extension and (or) periodic voltage frequency; 

c) a selective amplifier and a measuring unit which may be either an ana- 
logue (as a selective microvoltmeter) or digital device and is connected 
with a PC. 

The possibility of visual control is considered necessary for comparison of the 
shapes of the exciting and registered signals on display. 

So, to study AEC the exciting signal from the generator is t ransmit-  
ted to the piezoelectric emitter while the electric component of responsive 
signal is detected by the electrodes. Trial experiments showed the possibil- 
ity to measure the magnetic component of responsive signal too by using a 
small spark-inductor (preferably of toroidal shape). In the E A C  studies a 
voltage from the generator is applied to the electrodes and the acoustic re- 
sponsive signal is taken by a calibrated piezoreceiver. The information about  
the tested medium received using A E C  or E A C  is approximataly equivalent, 
however, in the laboratory studies of frozen soils the E A C  use is preferable as 
it delivers more reliable results. The latter is conditioned by the necessity in 
the A E C  measurements: to damp the various interferences (including micro 
vibrations), the impedance matching of the sample and the gauge etc. 

In EAC studies of frozen soils there are two major difficulties: the high 
transient resistance of the sample-electrode and the effect of heating the 
sample in the subelectrode zone, because for reliable registration of the re- 
sponsive signal an exciting electric field of relatively large intensity and power 
is necessary. Therefore, a sharp reduction of the time of the exciting field ap- 
plication (approximately within 1- 2 seconds) and use of measuring units 
with high input resistance (> 30 - 50 MOhm) are needed. 

For methodological studies and to establish the basic regularities we took 
a soil with the simplest mineral matr ix  - pure (washed many times), fine 
grained quartz sand (fraction 0.05 - 0,1 mm) which was saturated with vari- 
ous salt solutions at the initial concentration Ci from 10 -4 to 1 mole1-1. 
Cylindrical cells with radius and height of 20 mm, containing a sample of 
a certain degree of moisture (2 - 18 %) and an assigned mass concentra- 
tion and ion composition of the pore solution were used. The saturations 
with these solutions were used to define the peculiarities of the appearance 
of macro dipoles and their influence on the chemotronic effect in the frozen 
soils and also to get wider tempera ture  ranges of phase changes, modeling 
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the freezing kinetics of the saline and clayey soils. With these aims solu- 
tions of a number of salts (different anions, cations) with consequently falling 
eutectic temperatures (teu) were chosen: KCI, NaCl, MgCl2 and K2C03. 
The samples prepared in measuring cells with electrodes were frozen at the 
temperature  - 5 0  d i v - 6 0 ° C  under loading 3 - 4 kg to provide the simpliest 
massive cryotexture and to prevent frost heave. Measurements were taken in 
a mode of successive warming at 10-15 fixed temperatures.  At each setting 
tempera ture  the samples were held for a long time (8 - 36 hours) to achieve 
a state of quasi-equilibrium. This holding time increased as the measuring 
temperature  came closer to the melting point or t~u. The measurements were 
carried out at the optimal frequency (7 - 8 kHz) of the periodical exciting 
electric field. 

5 R e s u l t s  and D i c s u s s i o n  

The tests of the frozen soils resulted in tempera ture  and concentration de- 
pendencies of EAC-A1 and A2 as given in Fig. 4. The da ta  show the following 
features: 

1. Existence of a critical initial concentration of pore solutions Ccr, ex- 
ceeding it entails substantial deviations in the freezing kinetics of the liquid 
phase compared to the one known for fresh frozen sands. Ccr ~ 5" 10 -3 
mole1-1 for sands which corresponds to the concentration obtained by the 
dielectric method [6, 7, 10]. 

2. Occurrence of both kinds of EAC (A1 and A2) in frozen saline soils is 
clear, however, their temperature  dependence is considerably different: EAC- 
A1 always decreases, while EAC-A2 increases sharply, in the transition zone 
from the unfrozen to the frozen state. When the tempera ture  of the frozen soil 
decreases, A1 continues to decrease while A2 can either grow or fall depending 
on the initial concentration of the pore solution, C~ > Ccr. 

3. When Ci < C~ the major phase changes in the frozen sand occur in 
the temperature  interval 0 d i v - 2 ° C ,  i.e. like in sands saturated with fresh 
water. This interval was not studied in our experiments in detail due to a 
lack of opportunity to keep our samples under thermostat ic  conditions with 
an accuracy of ±0, I°C within the mentioned tempera ture  interval. However, 
a number of samples with these C~ values showed an abrupt  increase of the 
EAC-A2 magnitude and, correspondingly, a fast drop of the EAC-A1 value 
at negative temperatures near 0°C. 

4. Elevation of the initial concentration of the pore solution to Ci < C~r 
(saline soils) extends the tempera ture  range of the EAC-A1 and A2 charac- 
teristic changes substantially and, consequently, alters the phase transform- 
ations in the frozen state, which indicates an increase of the liquid phase 
content and a change of its freezing kinetics. 

5. During a temperature  decrease of the frozen soil the freezing kinetics 
and the bulk separation of the unfrozen pore solution at Ci = 10 - 2 ,  10 -1 and 
>_ 1 mole1-1 are totally different from one another,  Fig. 4. 
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Fig. 4. Experimental data on EAC-A1 and A2 signals for various initial pore solu- 
tion concentration (Ci) and composition: Ci = 10 - 3  ( a ) ,  10  - 2  (b), 10 -1 (c), 10 ° 
(d) in molel- l :  1 - KCI ,  2 - NaC1, 3 - MgCl2, 4 - K2C03;  solid line - A2; dotted 
line - A1; soil matrix is the fine grained quartz sand. 

6. When either Ci, or the unfrozen liquid phase concentrat ion increase, 
the diffusive par ts  of the E D L  degenerate and, as a result, the greater  par t  
of the unfrozen pore solution in the domains passes in the quasi-free (from 
the influence of the surface of the solid soil matr ix)  state. 

7. The lat ter  essentially changes the character  of the t empera tu re  depend- 
ences of the E A C - A 1  and A2. The E A C - A 1  value practically decreases to 
zero in the frozen s tate  where the soil permeabil i ty  is absent,  and the diffusive 
parts  of the E D L  in the unfrozen brine cells become degenerate (Fig. 4c). 
When Ci > 1 mole1-1 this s ta te  occures only at  the t empera tu re  near  by 
t~u (Fig. 4d). The  decrease to zero of the E A C - A 2  values implies practically 
complete freezing of the liquid phase in the closed disseminated small cells 
(domains). This  takes place at such a high salinity when the t empera tu re  is 
lower than te~ by 15 - 20°C. this is in conformity with the da ta  of dielectric 
studies [6, 8, 9] and NMR tests [14, 23]. This experimental  results are new 
because we know of no studies in physical chemistry of the eutectic s tate  for 



450 Anatoly D. Frolov et ~1. 

solutions in small separate cells, in which this state is extended and shifted 
to the lower temperatures.  

8. The inversion of the EAC-A2 t empera ture  dependence was obtained 
when Ci = 10 -1 mole 1-1 but the reduction of this kind of conversion occurs 
only at temperatures lower than teu for the corresponding composition of the 
pore solution (Fig. 4c). 

9. At Ci _> 10 -1 mole1-1 the known eutectic temperatures  of the pore 
solutions are clearly noted by the EAC-A2 value transmit ted via the max- 
imum combined with a further sharp drop. 

All above mentioned peculiarities and regularities reflect in one way or 
another the content of the unfrozen liquid phase, the state of the frozen soils 
and the kinetics of its freezing part ly described in several of our previous 
publications [9, 21, 22]. In this paper we discuss possible explanations of the 
physical causes of the found peculiaraties and their agreement with existing 
theoretical approaches. The detailed analyses of the results make it possible to 
give for the first time a rather  detailed physical interpretation of the electro- 
acoustic energy conversion in frozen soils. 

Linear EAC: It is evident from Fig. 4 tha t  the EAC-A1 value diminishes 
when the soil passes to the frozen state and its temperature  continues to fall. 
This drop is conditioned by the growth of the degree of the discrete destri- 
bution of the liquid phase in the bulk, a result of the pore ice formation 
and the precipitation of salt crystallohydrates.  The result is a reduction of 
the medium permeability, and hence of the electro-osmosis intensity. The ini- 
tial concentration of the pore solution primarily determines the degeneration 
of the EDL diffusive parts with a corresponding weakening of the electro- 
osmosis. The EAC-A1 signal tends to zero when the unfrozen liquid phase 
passes to the disconnected discrete domain distribution. If the initial con- 
centration of saturating pore solution is low (Fig. 4a, b) the principal phase 
changes occur in the temperature  range approximately between 0 and - 2 ° C .  
In highly saline (C~ = 1 mole1-1) soil the EAC-A1 value deminishes very 
slowly (Fig. 4d). The permeability and the high content of the unfrozen li- 
quid phase (brine), the domains of which are not disconnected, persist up to 
teu of the pore solution in such soils. Only at a temperature  close to teu a 
sharp domain size diminution and corresponding disconnection of the liquid 
phase occur as a result of intensive precipitation of salt crystallohydrates, and 
the EAC-A1 value tends to zero. At intermediate concetrations, Ci = 10 -1 
mole1-1, an evident decrease of the EAC-A1 value extended into the tem- 
perature range from freezing to the eutectic point with about  90 % of Az 
falling in the first half of this range (Fig. 4c). 

On the whole, the dependence of the EAC-Az value on tempera ture  and 
concentration is in good agreement with the electro-osmotic nature of this 
kind of conversion, and it is easy to judge by the signal magnitude about  the 
degree of development (or degeneration) of the diffusive part  of the EDL in 
the soil and in turn, by its dependence on the temperature,  about  the changes 
of the permeability of the frozen soil until its disappearence. 
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Non-linear EAC: The temperature  dependence of the non-linear EAC-A2 
value is much more complicated which is clearly seen at the concentration 
Ci = 10 -1 mole1-1 (Fig. 4c). It is evident from this figure tha t  there are 
two EAC-A2 maxima: the first one is observed when the soil passes into 
the frozen state, and the second occurs near the eutectic tempera ture  of the 
pore solution. Both maxima depend on the level of separation of the unfrozen 
pore solution as well as upon the increase of their concentration during the 
fall of the soil temperature.  The first maximum (near 0°C) is conditioned 
by the formation of pore ice, hence by the higher degree of the liquid phase 
separation than in the thawed state, but  on the whole the medium is still 
permeable and some deffusive parts  of the EDL are kept in this state, (be- 
cause the EAC-A1 value is considerable). As the tempera ture  lowers further, 
the concentration of the unfrozen pore solution increases, whence, the EDL 
diffusive parts degenerate more and more, and thus the macro dipole effect 
related to the EDL inhomogenity and consequently the EAC-A2 value both 
decrease. At temperatures corresponding to the EAC-A2 minima the remain- 
ing part  of the EDL is close to homogeneous and practically immobile, but  
a substantial portion of the unfrozen pore solution becomes quasi free, i.e. 
weakly bonded by the grain surfaces of the soil-solid matrix. A further de- 
crease of the soil temperature  results in an increase of the separation of the 
unfrozen liquid-phase domains and, hence, an increase of the macro dipole 
effect sets in thanks to the ion displacement in domains of the quasi-free solu- 
tion. In this state, when the concentration of solution is sufficiently high the 
hydrate atmosphere of ions can be destroyed and the ion mobility increases. 
A decrease of the temperature  and an increase of the concentration of the 
unfrozen pore solution in the domains lead to an increased probability of the 
process of ion association and formation of charged composite ions, which, in 
turn lead to an increase the solution electric conductivity [13]. These factors 
are responsible for the increase of the EAC-A2 value up to the secound max- 
imum at teu in spite of the domain size of the gradual diminution of the liquid 
phase. At t < t ~  the sizes of the liquid phase domains are quickly decreased 
as a result of the increased salt precipitation of the crystallohydrates. This 
is reflected in the consequent quick decrease of the EAC-A2 value in some 
temperature  ranges (Fig. 4c, right part) .  

At Ci < 10 -1 mole 1-1 (Fig. 4a,b) only the first EAC-Au maximum (near 
0°C) is observed. According to the kinetics of the soil freezing at C _< 10 -2 
mole1-1 the liquid phase almost fully crystallizes at temperatures  higher 
than -10°C,  and the stage, when the domains with the quasi-free solution 
are formed, does not occur. On the other hand, at Ci _> 1 mole1-1, only the 
second EAC-A: maximum at t = te,  is observed (Fig. 4d). This is connected 
with the fact that  at so high initial concentrations of the pore solution the 
EDL diffusive parts turn out to be almost degenerated, a fact tha t  is evident 
by the large decrease of the EAC-A2 and A1 signals immediately in the 
thawed state. The transition of the soil into the frozen state at such high 
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Ci- values occurs at temperatures  below 0°C and hardly influences the state 
of the pore solution. Then, as the tempera ture  is lowerd and the pore ice is 
gradually formed, the degree of separation of the unfrozen liquid phase grows, 
which is reflected in a continuous increase of the EAC-A2 value (Fig. 4d). 
The soil permeability still remains sufficiently high up to the point t = te~ 
(the EAC-A1 value is nearly independent of the temperature) .  However the 
increase of the EAC-A2 value shows certain peculiarities in this case. 
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Fig. 5. Particularities of the increase of normalized EAC-A2 values in the sand 
saturated with solution at Ci = 1 mole1-1 vs temperature; 1,2,3,4 - see Fig. 4. 

First, as is obvious from Fig. 5, the tempera ture  dependence of the EAC- 
A2 value in the frozen state for all compositions of the used saturating solu- 
tions is well expessed by the formula A~ -- a-  10 bit]. Second, for all composi- 
tions at the approximate value A2 "~ (0.7 - 0.8)A2max the slope of the A~ (t) 
curve changes. This change may be caused by precipitation of salt crystal- 
lohydrates as the concentration of the unfrozen pore solution increases to a 
value higher than the limit for the given ion composition. Thus the size re- 
duction of the half-limited domains is affecting the reduction of the increase 
of the EAC-A2 value. Third, the increase of the EAC-A2 value in the frozen 
state as compared with the corresponding values in the thawed state is condi- 
tioned by the ion composition of the pore solution. For instance, the EAC-A2 
value increases three times for KCl solution, whilst for K2C03 this increase 
is more then 10 times. This may be caused by the formation of larger un- 
frozen liquid phase domains in frozen soils tha t  are saturated with solutions 
with lower te~-values. 

Thus, the results conform in general with the concept of the inhomogen- 
eous liquid phase model in moist soil with discrete (semi-discrete) domain 
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formation, which display the macro dipole electric polarization under impact 
of external force fields. In frozen soils such domains can be inside the E D L  
diffusive parts or in the form of cells with quasi free pore solution of high 
concentration. 

6 C o n c l u s i o n s  

The experimental results allow to draw the following main inferences: 
1. Moist soils, including frozen ones, are electrokinetic energy convert- 

ers of electrical and mechanical oscillations. The signals of these conversions 
contain important  informatiom about  the energy state, concentration and ion 
composition of the saturating pore solutions, as well as about  the kinetics of 
the changes of the liquid phase content in the soil during its freezing (or 
drying) processes. 

2. It is found that  in thawed and also in frozen soils existence of A E C  and 
E A C  is quite possible and measurable. In frozen soils of various salinity there 
are bet ter  outlooks for joint studies of the EAC-A1 and As, which make up 
the bases for a new physical method to study and to control phase changes 
in these media both in the laboratory and in the field. 

3. It is shown that  to explain A E C  and E A C  in moist soils it is insuffi- 
ciently to consider the dynamic analogues of the classical filtration potential  
and electro-osmosis conditioned by the presence of the E D L  diffusive parts. 
The ion displacements in the limited liquid phase domains must also be taken 
into consideration. This gives rise to the macro dipolar effect, by which many 
experimentally found peculiarities (such as frequency doubling, non-linear 
dependences on temperature,  effect of concentration and composition of pore 
solution, etc.) can be explained. 

The results obtained by us are the first in this field, which is why it 
is necessary to develop further experimental and theoretical studies of elec- 
tromechanical conversions in frozen soils. They  will make it possible to com- 
prehend their physical-chemical mechanisms and improve the fields of their 
practical applicability. 
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A b s t r a c t .  Winter- t ime natural  convection in open-graded gravel embankments  
has been suggested as a technique which can be used to provide passive cooling and 
thereby avoid thaw- sett lement of roadways located in permafrost  areas (Goering 
and Kumar  [1]). The present paper examines the abil i ty of these embankments  to 
maintain the structural  integrity of thaw-unstable permafrost  which often underlies 
roadway or airport  embankments in northern climates. As a result of low ambient  
temperatures  acting on the embankment  surface during winter months, an unstable 
density stratification develops in the embankment.  Buoyancy-driven convection of 
the pore air occurs in reaction to the density gradient. The convection enhances the 
upward t ransport  of heat out of the embankment  during winter months,  thus cool- 
ing the lower portions of the embankment  and underlying foundation soil. During 
summer months the density stratification is stable and convection does not oc- 
cur. Consequently, summer-t ime heat transfer is dominated  by thermal  conduction 
which t ransports  heat less effectively. The results of the present s tudy show tha t  
the winter-time convection can lower foundation soil tempera tures  beneath open- 
graded embankments by as much as 6°C on an annual average basis compared to 
s tandard sand and gravel embankments.  Time varying tempera tures  and pore air 
velocities are calculated for different embankment  permeabil i t ies and the results 
are visualized in the form of isotherm and velocity vector plots for different t imes 
of the year. 

1 I n t r o d u c t i o n  

N a t u r a l  convect ion  in porous  m a t e r i a l s  is a sub j e c t  t h a t  has  received much  
a t t e n t i o n  in recent  years .  This  is a resul t  of the  i n t e r e s t i ng  fluid flow and  hea t  
t r ans fe r  cha rac te r i s t i c s  of such sys t ems  as well as t he  n u m e r o u s  p r ac t i c a l  ap-  
p l ica t ions .  One conf igura t ion  of  p a r t i c u l a r  in te res t  is a ho r i zon ta l  l ayer  of  
porous  m a t e r i a l  t h a t  is hea t ed  f rom below. I t  is well  known  t h a t  such a sys- 
t e m  will exper ience  n a t u r a l  convec t ion  of  the  po re  f luid so long as a c r i t i ca l  
t e m p e r a t e  difference be tween  the  u p p e r  and  lower b o u n d a r i e s  is exceeded ,  
Nield  and  Bejan  [6]. I f  these  sys t ems  a re  exposed  to  t i m e - d e p e n d e n t  b o u n d -  
a ry  condi t ions ,  i t  is poss ib le  for convec t ion  to  occur  in an u n s t e a d y  fashion 
only  dur ing  the  p o r t i o n  of the  cycle when  the  u p p e r  b o u n d a r y  is a t  a re- 
l a t ive ly  low t e m p e r a t u r e .  Because  convec t ion  is a much  more  efficient hea t  
t r ans fe r  mechan i sm t h a n  the rma l  conduc t ion ,  the  r e su l t i ng  u n s t e a d y  pe r iod ic  
convect ion  leads  to  t he  poss ib i l i ty  of p r o d u c i n g  a pass ive  cool ing or  ' t h e r m a l  
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diode' effect. In geotechnical applications such a cooling effect may be either 
advantageous or problematic, depending on the circumstances. 

Various methods of providing cooling have been examined for use in main- 
raining the structural integrity of engineered structures which are located in 
permafrost regions. Because permafrost  is often ice-rich and may be quite 
close to its melting temperature,  it can cause great difficulty when building 
structures or roadway embankments are constructed. Such construction of- 
ten produces a warming of the ground surface which eventually warms the 
underlying permafrost and causes thaw settlement. Large maintenance costs 
or abandonment of the structure are typically the result. 

Previous research has resulted in a number of techniques which can be 
utilized to protect roadway or airport  embankments from thaw settlement. 
In general, these techniques can be grouped into three categories; 1) those 
that  modify conditions at the embankment  surface in an effort to reduce the 
mean surface temperature,  2) those that  augment the removal of heat  from 
the embankment structure during winter months, and 3) those that  employ 
insulation within or beneath the embankment.  Methods 1) and 2) produce a 
cooling effect which, if strong enough, can eliminate thaw settlement, while 
method 3) uses insulation to slow the rate of thaw settlement to manageable 
levels. Surface modifications that  have been studied include painting of the 
asphalt surface to increase the albedo, Reckard [7], and the use of snow sheds 
and snow removal on embankment side slopes, Zarling and Braley [8]. Both 
air duct circulation systems and thermosyphons have been utilized to aug- 
ment winter-time cooling of embankments.  Zarling et al. [9] reported on the 
operation of an experimental air duct system and Zarling and Braley [8] dis- 
cussed the use of thermosyphons in roadway embankments.  Esch [4] reviewed 
the use of foam insulation in roadway and airfield embankments.  

In the present study the fluid mechanical and thermal characteristics of 
highly porous roadway embankments, known as air convection embankments,  
are examined as a function of embankment  permeability. These embank- 
ments have fundamental characteristics which are similar to those of a two- 
dimensional horizontal porous layer. During the winter, the embankment  is 
cooled at its upper surface due to low ambient air temperatures.  If the cooling 
is strong enough and the embankment material  is of sufficient permeability, 
natural convection of the pore air will occur during winter months. During 
summer the pore-air density gradient is stable and convection does not oc- 
cur. Thus the embankment acts as a sort of one-way heat transfer device or 
thermal diode which effectively removes heat from the embankment  and un- 
derlying foundation material  during winter without re-injecting heat during 
subsequent summers. This passive cooling effect can prevent thaw of underly- 
ing permafrost, thus eliminating thaw settlement. In more temperate  regions 
which are not underlain by permafrost,  the natural  convection can cause 
enhanced seasonal freezing beneath embankments and exacerbate problems 
with frost heave in the foundation soils. 
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Previously Goering and Kumar  [1], Goering [2], and Goering [3] have 
reported experimental and numerical da ta  which demonstrates the passive 
cooling capability of air convection embankments.  In the present s tudy a 
two-dimensional unsteady finite element model is used to examine the char- 
acteristics of these embankments as the air permeability of the embankment  
material is varied from 1.86 x 10 -6 to 6.32 x 10 - s  m 2. The  results show large 
differences in the mean annual tempera ture  at the embankment  base as the 
permeability changes. 

2 M a t h e m a t i c a l  R e p r e s e n t a t i o n  

2.1 Physical and computational d o m a i n  

The physical domain chosen for the present s tudy consists of the roadway 
embankment and foundation soil with dimensions shown in Fig. 1. Note that  
only the left half of the domain is shown in the figure due to the symmetry  
of the problem. This geometry corresponds to a roadway embankment  with 
a driving surface width of 6 m, a height of 2.5 m, and 2:1 side-slopes. The 
lower boundary of the computational domain is located 9 m beneath the nat- 
ive ground surface and the left boundary is 17 m from the centerline. The 
embankment material consists of a rock/gravel matr ix  with the interstitial 
spaces filled with air. The resulting embankment  has a large air permeabil- 
ity (which is varied in the current study) compared to those constructed of 
typical materials. The foundation soil is a uniform silt with high moisture 
content. An impermeable barrier is assumed to cover the embankment at its 
upper surfaces. On the driving surface this cover would consist of an asphalt- 
concrete pavement layer and on the side slopes an impermeable geotextile 
with a thin covering of top soil could be employed. 
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\ 

Drivin~ Surface 
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Fig. 1. Physical domain used for numerical modeling 
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2.2 Governing equations and numerical model  

Equations governing unsteady energy t ransport  and fluid motion in a two- 
phase system consisting of a porous matr ix  saturated with a single mobile 
fluid are summarized in the present section. See Goering and Kumar  [1] for a 
complete description of the governing equations, and numerical model utilized 
in this study. The present section summarizes the governing equations for a 
two-phase system consisting of pore air moving through a porous gravel em- 
bankment. It is assumed that  the pore air is in thermal  equilibrium with the 
solid matr ix and that  Darcy's law can be used to relate the pore air velocities 
to pressure. With these assumptions the following conservation equations can 
be used for mass, momentum and energy: 

continuity: 

momentum: 

V . v  = 0 (1) 

# 
- - v  = V P '  + pg (2) 
K 

energy: 

OT OT 
L~(T I - T ) - ~  + Cm~t  + Vyv .  v r  = kmV2T (3) 

where v is the average pore-air velocity, # is the dynamic viscosity of the 
air, K is the intrinsic permeability of the porous matrix,  p is the air density, 
Cm is the volumetric heat capacity of the medium, C I is the volumetric heat 
capacity of the air, km is the thermal conductivity of the medium, T is the 
temperature,  and L is the latent heat of freeze/thaw. The delta function 
appearing in Eq. 3 is used to represent the latent heat of the freeze/ thaw 
process which is assumed to occur at the fusion tempera ture  Tf (i.e. 0°C). 
The Bousinesq approximation is employed in order to couple Eqs. 2 and 3, 
resulting in the following equation for pressure: 

/ (  
V . - - ( V P + p o / 3 T g )  = 0 (4) 

# 

where: 

P = P' + ,o(1 + flTo)gy, 
P is the non-hydrostatic component of pressure, fl is the expansion coefficient 
for air, and Po and To are reference density and temperature ,  respectively. 
Combining the definition of P with Eq. 2 results in the following expression 
for velocity: 

_ K ( V P  + p o g T g ) .  (5) 
# 
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Equations 3, 4, and 5 represent a set of coupled, non-linear partial  dif- 
ferential equations which must be solved simultaneously in order to obtain 
solutions to the embankment  problem. 

Numerical solutions to the governing equations described above are ob- 
tained via a two-dimensional unsteady finite element model as described in 
Goering and Kumar  [1]. The model uses lineal" triangular finite elements and 
has been tested extensively and validated for problems of the type investig- 
ated in the present study. The spatial discretization is based on a Galerkin 
weighted residual integration over the problem domain. The resulting equa- 
tions are integrated forward in time using a Galerkin time integration based 
on pore air velocities and thermal properties calculated at the present time 
level. This procedure results in the time history of tempera ture  and pore air 
velocity throughout  the grid as the boundary temperatures  vary annually. 

2.3 B o u n d a r y  c o n d i t i o n s  a n d  material  propert ies  

Before the solutions can be obtained for the governing equations described 
above, boundary conditions are required for pressure and tempera ture  at each 
edge of the computational domain. Pressure boundary conditions are derived 
from the fact tha t  there is no air flow across any of these surfaces (each is 
considered impermeable). As a consequence, Neuman boundary conditions 
can be applied for pressure at each surface. 

The temperature  boundary conditions consist of a combination of pre- 
scribed heat flux and prescribed temperature.  Heat flux boundary conditions 
are used at the centerline, left, and lower boundaries. At the centerline, sym- 
metry dictates a heat flux of zero. At the left-hand boundary  the lateral 
(x-direction) temperature  variations are negligible and, consequently, a heat 
flux of zero is specified. At the lower boundary, the geothermal heat flux of 
0.06 wm -2 is imposed. 

At the upper boundaries of the computational  domain, which are exposed 
to the environment, yearly harmonic temperatures are prescribed. These 
boundaries include the driving surface, the gravel side slope, and the native 
ground surface, as indicated in Fig.1. The harmonic tempera ture  functions 
have been calculated based on conditions which are typical of interior Alaska 
and are given in Table 1 where t is t ime in Julian days. Note that  the yearly 
mean temperatures correspond to 1.1, 2.7, and -1.9 °C for the driving, gravel 
side slope, and native ground surfaces, respectively. 

The foundation soil is taken to be a uniform ice-rich silt with a moisture 
content of 45% and a dry density of 1442 kgm -a.  Thermal properties include 
frozen and thawed thermal  conductivities of 2.15 W / m  °C and 2.00 Wm 
-1 °C, respectively, frozen and thawed specific heats of 1.64 x 106 J m - 3 ° C  
and 2.01 xl06 Jm -3°C ,  respectively, and a latent heat of 26.2 x l 0  ~ Jm -3. 
For this type of material the effective air permeability is very small, and in 
the present simulations it is approximated as zero. 
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Table 1. Harmonic Temperature Boundary Conditions. 

Surface Thaw n-factor Freeze n-factor Temperature function (°C) 

Driving surface 1.9 0.9 

Gravel side slope 1.7 0.6 

Native surface 0.5 0.5 

1.1 - 26.1 cos(3-~5 (t - 9)) 

2.7 - 20.9 cos (3-2g~5 (t - 9)) 

-1.9 - 10.0 cos(3-~ (t - 9)) 

With the exception of air permeability, the material properties for the 
embankment aggregate are identical for each of the cases examined in this 
study. Due to the fact that  the embankment  aggregate is highly permeable, 
it is assumed that the moisture content of this material is essentially zero. 
With this in mind the latent heat was taken as zero for this material. Also 
a thermal conductivity of 0.346 Wm -1 °C and a specific heat of 1.02 x 106 
Jm -3 °C were used for both the frozen and thawed states. 

3 R e s u l t s  and D i s c u s s i o n  

In this section the results of three numerical simulations are presented and 
discussed. Each of the simulations were identical with the exception of the 
permeability of the embankment material which had values of 1.86 x 10 -6, 
6.32 x 10 -7 and 6.32 x 10 - s  m 2 for case 1 (high permeability), case 2 (base 
permeability), and case 3 (low permeability), respectively. The simulations 
were carried out with a finite element grid consisting of 4898 triangular ele- 
ments and 2560 nodes covering the domain shown in Fig. 1. A time step of 
0.25 days was used with a total simulation time of 25 years. The 25 year 
simulation time was used in order to obtain the periodic annual cycle which 
eventually develops in response to the given boundary conditions and ma- 
terial properties. It is this long-term state which determines whether the 
roadway eventually thaws the foundation and fails. 

Fig. 2 shows the velocity vectors within the embankment structure on 
January 31 as calculated by the model. The figure shows a complicated pat- 
tern of pore-air circulation within the embankment which consists of several 
individual cells. Perhaps the most distinctive feature of the flow field is a 
strong downward flowing plume beneath the center of the driving lane. The 
pattern shown in Fig. 2 is characteristic of winter behavior when a highly 
unstable air density gradient exists within the embankment. Note that the 
maximum velocity is 58.3 mhr -I . Similar data for summer months (not shown 
here) reveals much weaker circulation with a maximum velocity on the order 
of a I mhr -I. Also, January 31 data for case 2 and case 3 (also not shown 
here) reveals maximum pore-air velocities of 21.52 mhr -I and 1.46 mhr -I, 
respectively. 
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Fig. 2. Embankment velocity vectors for Case 1 on January 31. Maximum velocity 
is 58.3 mhr -1. 

Fig. 3 shows the dramat ic  effect tha t  the circulation has on the isotherm 
shapes within the embankment .  Isotherms in the foundation soil are gener- 
ally horizontal and show a cooling from the top down, as we would expect 
during winter. Within the embankment ,  however, the isotherms are complex 
and display the characteristics of al ternately upward and downward flow- 
ing plumes. These plumes are a direct consequence of the pore-air  circulation 
taking place within the embankment .  Note tha t  the largest plume flows down- 
ward beneath the center of the driving lane and generates a strong cooling 
influence on the foundation soil by bringing low tempera tu re  pore air into 
close proximity with the base of the embankment .  

lO 
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Fig. 3. Isotherms for Case 1 on January 31. 

Isotherms for case 1 are shown in Fig. 4 for July 31. During summer  the 
pore-air convection is too weak to have an impact  on energy t ranspor t  and, 
thus, the isotherm characteristics are determined by conduction alone. This 
is indicated by the lack of plume structures.  An additional indication of this 
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is the large t empera ture  difference (approx. 26°C) between the top and the 
bo t tom of the embankment  which is i l lustrated in Fig. 4. Fig. 3 shows tha t  
this t empera ture  difference is much smaller during winter months  (approx. 
10°C). This is due to the strong convective mixing occurring during winter 
which results in a more uniform tempera tu re  profile within the embankment .  

=~-~-- ---~ . . . . . . . . . .  4 ° . . . . . . . . . . . . . . . .  ~ 8 ~ ~ ~  

f - 2  
J 

f 

f 

Fig. 4. Isotherms for Case 1 on July 31. 

Figs. 5 and 6 show max imum annual t empera tu re  extremes for cases 1 
and 3 (the high and low permeabil i ty cases). The  position of the 0°C isotherm 
shows the max imum extent of the thaw and, thus, indicates the upper  surface 
of the permafrost  layer. For case 1 there is a clear upward displacement of the 
permafrost  table beneath  the embankment ,  whereas for case 3 the permafros t  
table has been displaced downward beneath  the embankment .  For case 3, 
Fig. 6 indicates a thaw depth which extends approx. 1.5 m deeper into the 
foundation soil beneath  the embankment  centerline than  the thaw depth 
beneath  the native surface. 

Fig. 7 shows a comparison of the mean annual t empera tures  at the em- 
bankment  base (calculated based on the simulated tempera tures  at  the inter- 
face between the embankment  and the foundation soil) for each of the three 
cases. The figure clearly shows that  mean annual t empera tures  for cases 1 
and 2 (high and base permeabil i ty) are well below 0°C over most  of the em- 
bankment  base. This is t rue  despite the fact tha t  mean tempera tu res  at  the 
upper surfaces of the embankment  are 1.1°C for the driving surface and 2.7°C 
for the side slope. On the other hand, the da ta  for case 3 (Iow permeabil i ty)  
shows a much less substantial  cooling effect with mean annum tempera tu res  
which are slightly above the freezing point. In fact, the simulations showed 
tha t  a talik formed beneath  the embankment  for case 3 which did not freeze 
back during the annual cycle. 
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Fig. 5. Maximum annual temperature extremes for Case 1. 
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Fig. 6. Maximum annual temperature extremes for Case 3. 

4 C o n c l u s i o n s  

The results shown above indicate tha t  both  the high and base permeabi l i ty  
cases (cases 1 and 2) are successful at producing a large cooling effect which 
decreases the mean annual t empera ture  at the embankment  base and agrades 
the permafrost  table upward. On the other hand, the low permeabi l i ty  case 
produces much less effective cooling and allows some thaw of the previously 
frozen foundation soils. If  these soils are ice rich, damage  to the embankment  
s tructure is likely for case 3. Comparison of the m a x i m u m  pore-air  velocities 
on January  31 for the three cases indicates tha t  these velocities scale linearly 
with the embankment  permeability. This scaling feature may  allow limited 
extrapolat ion of the present results to higher or lower permeabilit ies.  
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Fig. 7. Mean annual temperature at the location of the embankment/foundation 
soil interface. 
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Barothermic  Effect and Temperature  Reg ime 
of Frozen Soil 

Jacob B. Gorelik Vladimir S. Koluni~  and Aleksy K. Reshetn ikov  

Earth's Cryosphere Institute SB RAS, 625000, Tyumen, P.b.1230, Russia 

Abs t rac t .  A new phenomenon arising in frozen soil cooling under loading was 
identified by experiment. The frozen soil samples were placed into dry blotting- 
paper bush, thermostabilized at temperatures below 0 °C and subjected to an over- 
burden pressure. The pressure was lower than is needed for melting volumetric ice 
at a given temperature. In the experiments the loading causes a decrease of the soil 
temperature by several tenth of a degree. This observation was called barothermic 
effect. 

Equations of heat and mass transfer are proposed for the prediction of the 
temperature of frozen soil under loading. They are able to explain the observed 
phenomenon. 

The barothermic effect is displayed by the anomalous temperature distribution 
in a frozen massif near the town Salechard, Tyumen region. The site is a relict 
frozen layer of 100-200 m thickness, situated 50 m beneath the unfrozen ground. 
The temperature distribution has a convex form, and its minimum is positioned 
approximately in the middle of the layer. Calculations show that the time of an- 
omalous temperature distribution may be kept for hundreds of years. 

1 I n t r o d u c t i o n  

We have observed in experiments of frozen soil that  loading the soil specimen 
lowered the temperature by a fraction of a degree. This phenomenon - -  called 
barothermic effect by us - -  is able to explain the temperature distribution 
in a frozen layer of ground in the Tyumen region. We demonstrate here 
that  the phenomenon is connected with the lowering of the pressure melting 
point with the increase of the effective pressure. Indeed, variation of the 
pressure in the water phase shifts the equilibrium state of frozen soils in 
accordance with the generalised Clapeyron-Clausius equation. It may require 
a long lasting process of phase transition to make the phenomenon visible, 
and it is accompanied by a temperature change of the frozen soil. 

Perfect and Williams [12] studied the thermally induced water migration 
in saturated frozen soil; they noted that  the cylindrical sample with thickness 
of about 4 cm was relaxed to a stationary temperature state within 12 hours 
after contact with a lactose solution. The soil temperature was somewhat 
above that of the stationary state during this time. Such a long relaxation 
time is not only connected with the heat capacity of the sample, but  is also 
due to an additional freezing process. The freezing was due to the decrease 
of the pressure in the unfrozen water of the frozen soil on account of the 
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osmotic effect. This viewpoint is confirmed by the outflow of the water from 
both ends of the sample during the relaxation period. 

If we impose an increase of the pore water pressure at the contact of the 
sample with the external water resource we observe the opposite phenomenon: 
partial melting of the pore ice, water flow into the sample and a decrease of 
its temperature  during the relaxation period. 

Radd and Oertle [13] observed the melting of an ice lens in soil under 
an overburden pressure; they fixed the decrease of the tempera ture  at both  
ends of the sample in this process. Since one side of the soil column had 
a positive tempera ture  it is impossible to identify the melting zone inside 
the sample; one must define the correlation of the cooling effect with the 
acting load. Konrad and Morgenstern [9] experimentally determined that  the 
temperature  at the base of the growing ice lens decreased with an increase of 
the overburden pressure. However, the dynamics of the temperature  change 
and of the ice lens-thawing process were not investigated in this work. 

Frozen-soil cooling under an applied overburden pressure can likely be de- 
duced from an analysis of the experimental results performed by Biermans et 
al. [2]. The melting regime of the ice body (placed on a filter surface) was in- 
vestigated under a thermostat  tempera ture  below 0 °C. This process, induced 
by a decrease of the pressure in the liquid phase causes a heat flux toward the 
phase-transition surface. Therefore, the tempera ture  at the contact of the ice 
body and the filter is lower than the tempera ture  of the external medium. A 
similar effect may be achieved by applying an overburden pressure to the ice 
column instead of a water pressure decrease. Calculations show [5] tha t  the 
temperature  change is about 0.28 °C /MPa  in this experiment,  that  is four 
times more than the melting point shifts for volumetric phases of water. Let 
us consider a multi-layer sandwich, each forming its own ice body as a porous 
continuum, being subjected to a steady tempera ture  profile. This sandwich 
is a simplistic model of a frozen soil. If an additional overburden pressure 
(above the corresponding equlibrium value) is applied at its top and bot tom 
ends, then melting will occur in all layers and consequently the temperatures  
(including those at boundaries) will decrease. Thus, the sandwiched layers 
will cool in accordance with the latent heat used for melting. This situation 
was analysed by Gorelik et al. [6] but  the theoretical conclusions must be 
verified by the experiments. 

2 E x p e r i m e n t s  

For the experimental study two soil specimens were selected. Their  charac- 
teristics are given in Table 1. S is the specific area of the soil, defined by the 
adsorption method, k~ is the permeability coefficient of the unfrozen soil and 
to is the melting point of the frozen soil. Values for k~ and to were determined 
by standard methods under a compressive load of 20 kPa. 
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Table 1. 

weight percent to fraction size in [mm] 

0.4- 0.1- 0.05- 0.01-- < 0.001 

0.1 0.05 0 . 0 1  0.001 

S, ku, to, 

[m~g -1] [ms -~] [°C] 

Sandy 11 .0  1 7 . 5  49.5 17.5 4.5 10.85 0.5.10 .9 -0.08 

loam 

Clay 0.5 3.5 18.5 25.5 52.0 77.22 2 • 10 -11 -0.25 

1 O" ,5 
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Fig. 1. Sketch of the experimental cell. 1 - -  body, 
2 - -  cover, 3 - -  directional bushes, 4 - -  working 
bush, 5 upper piston, 6 - -  lower piston, 7 - -  
soil sample, 8 - -  thermocouple 

Details of the experimental cell are shown in Fig. 1: A cylindrical body (1) 
with plexiglass walls, height 80 mm, outer and inner external diameters of 70 
mm and 18 ram, respectively; directional, 4 mm thick teflon bushes (3) with 
inside diameter 10 mm and height 25 mm and restricting lids (2) made out 
of copper. This arrangement is holding the soil probe (7) in the cylindrical 
center which is covered from above and below by two textolite pistons (5, 6) 
of 10 mm diameter and sidewise by dry blotting paper (4) of 4 mm thickness, 
inside diameter 10 mm and height 30 mm. The thermocouple (8) was located 
in the center of the sample. 

The saturated unfrozen soil was placed into a special capsule, consolidated 
under 20 kPa, frozen at - 2 0  °C and put into the bush in a cold room. The 
frozen soil sample had cylindrical form with 10 mm diameter and 30 mm 
height. After assembling, the cell was thermostabilized at given temperature 
te below 0 °C withing 12 hours and then subjected to an overburden pressure. 
At the given temperature the value of the pressure was lower than is needed 
for melting of volumetric ice. 

Examples of the temperature change in the frozen soil are presented on 
the recorder diagrams (Fig. 2). It is clear that  the cooling begins at the 
moment when the pressure is applied and stops after a short relaxation upon 
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L o.1 
~do ading V ~unloading At, °C 

~/ start of ~ s t a r t  of 
loading [ loading Fig. 2. Temperature change of 

frozen soils under overburden pres- 
sure (v" = 3 MPa). (a) Sandy loam, 

te te t¢ = -0.5°C.  (b) Clay, t¢ = 
a b -0.75 °C 

cessation of the load application. The plateau on the diagrams characterises 
the phase transition in the frozen soil and is in accordance with the sample 
deformation, that  is controlled by a special sensor (not shown in Fig. 1). At 
the plateau stage the thawing water is absorbed by the blott ing-paper bush 
where it did not freeze due to the very thin pores of the bush. 

The barotherrnic cooling is several tenth of a degree and depends on the 
initial temperature,  the applied pressure and the water content in the soil. 
The hydroconductivi ty of the frozen soil essentially influences this effect. 
At small water content this effect changes the sign. Detailed results of this 
investigation will be published in another paper. 

It may seem that  conditions of the experiment described above are highly 
special for the display of the barothermic effect; however this is not so. In 
cold regions the saturated ground is subject to a vertical tempera ture  field. 
The upper part  of the ground is as a rule frozen. Its lower part  is unfrozen 
and is connected with a water source. Every frozen layer is under the weight 
of the overlying bed. If the pressure of this bed is more than the pressure- 
melting equilibrium value (with respect to a given temperature) ,  then the ice 
lenses will thaw and liquid will flow through the soil to the reservoir (as in 
the model by Radd and Oertle [13]). 

3 B a s i c  E q u a t i o n s  

The basic equations of the heat and mass transfer must be writ ten for the 
frozen soil containing the macroscopic inclusions of the ice. Therefore, the 
cryogenic texture parameters must be defined for a general case. 

First, let us consider a model soil with a periodic distribution of macro- 
scopic ice lenses into a porous medium containing only pore ice (Fig. 3). All 
ice lenses are identical and have a cylindrical form with radius R and height I. 
The distances between the lenses in the vertical and horizontal directions are 
d and D, respectively. This model soil is in contact  with the water reservoir 
at the bot tom (Fig. 3b). Vertical loading of the system causes melting of the 
ice lenses and movement of the water from their boundaries in the horizontal 
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Fig. 3. Scheme of model frozen soil. (a) Upper view, 1 - -  ice, 2 - -  frozen soil 
without ice lenses. (b) Side view 

directions to the vertical channels (the flow of j r) .  This  water  will outflow 
from the system to the reservoir along the vertical channels (the flow of j~). 

For this model soil the set of equations has the following form: 

c9 AY~z (1) OsPst = -~z + ~Pi-~T ~P~ OT ' 

(2) 

= C 0 jz  - # ~  f -~z (pz - p w g z ) ,  cgjz . GO z = ~s2r, (3) 

jr  = w s C f ( p r  - p z ) ,  Pi Pr ~t (4) 
P~ Pw To 

Here 0s, Ps, Af are the heat capacity, density and thermal  conductivi ty of the 
soil averaged by volume, pw, pi are the water  and ice densities and Ap~ i  = 
P~ - Pi; ~ is the latent heat of water-ice phase transit ion; g is acceleration 
due to gravity and To = 273.15 K; i and W are the  volumetric contents 
of the ice lenses and unfrozen water, respectively, t is the t empera tu re  in 
°C; Pz is the liquid pressure in the vertical channel averaged over the cross 
section; Pi the ice pressure; p~ the liquid pressure at the horizontal boundary  
of the ice lenses, averaged over the area (all pressures were taken relative to 
s tandard atmospheric  pressure); Cf  is the hydroconduct ivi ty  of the frozen 
soil; furthermore,  its = (yr3D 2 - 2~rR2) / (v~D2);  us = 4~rR/(v/-3D2); Ws = 
4 d / ( R ( d  + 1)). Finally, 7- and z are the t ime and space coordinates.  

The hydroconductivi ty Cf  is defined as [6] 

Cf  = C~ ( - t  A p ~ i T ° p z ~  -3/2 
~ p ~ p ~  / , (5) 
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where Cs is a constant. The last relation is theoretical, but  it describes the 
experimental data  by Horiguchi and Miller [8] with the same precision as does 
the empirical function of O'Neill and Miller [10]. Eq. (5) gives a value less 
than that  measured, but  the empirical function exceeds it approximately by 
the same amount. This difference is not principal for the calculation on the 
model soil. The unfrozen water content W is a function of the same argument  
as Cf in (5), i.e. it depends both on t and Pz [10,6]. 

The set (1)-(5), written for the model soil, may be extended to more 
general cases if the values of #s, vs, ws are interpreted as local characteristics 
of an arbitrary distribution of the lenses in a cryogenic texture.  

The meaning of the separate equations is as follows: (1) describes heat  
transfer process with heat sources of which the intensity depends on the 
pressures in the water phases; (2) is mass balance; (3)1 is Darcy's law for ver- 
tical flow, taking into account the liquid weight and channel narrowing; (3)2 
describes the continuity of the mass flows in the horizontal and vertical chan- 
nels; (4)1 is the definition of the water flow from the ice lens to the vertical 
channel; it was obtained from the solution of the task about filtration inside 
the horizontal gap between adjacent ice lenses; (4)2 is the condition of ther- 
modynamic equilibrium at the horizontal boundary  of ice lens (generalized 
Clapeyron-Clausius equation). 

Equations (1)-(4) describe the disturbance of the heat equilibrium in the 
soil due to the pressure change in the water phases at the system boundaries. 
(1) contains two kinds of bulk heat sources connected with the phase trans- 
formations of the ice lenses (Oi/OT) and pore ice (OW/O7). If the ice lenses 
are absent (Oi/OT = 0), then the water pressure alteration at the sample 
boundaries makes the unfrozen water content move to the equilibrium state 
and the temperature  field inside the soil to become nonstat ionary (as in the 
test by Perfect and Williams [12]). In the opposite case (OW/Or = 0) the 
pressure change makes the ice lenses thaw or freeze. A quasi-steady temper-  
ature profile is eventually emerging in the sample as in the experiment by 
Biermans et al. [2]. The second case is more important  for the solution of the 
problem presented in this paper. 

The soil layer that  contains the heat sources of the second kind is called 
active. A layer that  includes only the first kind sources will be considered 
passive. Active layers are transformed to passive ones if all ice lenses have 
been melted. 

The intensity of the melting of the ice lenses is largest near the boundaries 
of the active layer and decreases to its center because the hydraulic resistance 
of frozen soil rises toward the center. As a result during this process the 
passive layer grows near the boundaries of the active zone. Moreover, for a 
positive temperature  of the environment the unfrozen layer grows near the 
soil boundary. Layers are disposed from the outer  surface of the sample to 
its center in the following order: unfrozen, passive, active. At the contact  of 
active and passive layers the heat and mass flows are continuous. Heat  and 
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mass balance equations include the jump of the ice content at the contact of 
the unfrozen and passive zones: 

Ot I Ot I . dz* 
- Au- -  = ~PiZo dr ' (6) 

)Vu~ ~=~*-o Oz ~=z*+0 

C] O(pz - p~gz) z=~*-o O(p~ - p~gz) ~=z*+o Ap~i. dz* 
-5z  Oz - -  pw (7) 

Here i0 is the volumetric pore-ice content at this boundary;  ,~u, Cu are the 
coefficients of thermal conductivity and hydroconduct ivi ty  of the unfrozen 
soil; z* is the location of the phase boundary at which there is a connection 
of the temperature  t* and the pressure p* 

Z~pwiTO 
t* = to - - . p ; .  (s) 

~PwPi 

The standard equations of heat transfer and filtration without sources are 
valid for the unfrozen layer. The initial conditions are defined by distributions 
of t(z), pz(z), and i(z) at time T = 0. Boundary conditions prescribe for 
example the temperature  and pressure Pz. 

The set (1)-(8) must be complemented by a deformation law of the frozen 
part  of the model soil and by conditions of the stress redistribution between 
the frozen soil of the vertical channel and the ice lens and its joint deforma- 
tions (Fig. 3), but these problems are not considered here. 

It should be noted that if the value of the overburden pressure is less than 
its equilibrium value for a given temperature,  the presented equations will 
describe the following process: growth of ice lenses, water flow into the frozen 
soil and increase of its temperature.  It  gives the possibility to describe the 
growth of the ice lenses in the frozen zone, but  not their growth in the frozen 
fringe only. This phenomenon was referred to in some works [3,11] but  is 
not taken into account by modern mathematical  models of texture  formation 
[10]. 

4 A n o m a l o u s  T e m p e r a t u r e  D i s t r i b u t i o n  

i n  R e l i c t  F r o z e n  L a y e r  

Duhin [4], Baulin [1] adduced the results of tempera ture  measurements in 
special thermometric  holes drilled through permafrost  near the town Sale- 
chard, in the Tyumen region (see also: [7]). The impor tant  circumstances are 
as follows: the drilling was conducted without liquid washing and by a full 
sampling of the soil - -  it secured a visual control of the state of the rock. The 
holes were left untouched for some years before  measurements were taken. A 
specially prepared equipment ensured measurement of the tempera ture  with 
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a precision of 0.01 °C. The  three-layer  s t ruc tu re  of  the  permafros t  was opened  
by holes. Two frozen layers are separa ted  by sa tu ra ted  unfrozen s t r a t u m  with  
50 m height.  The  geological s t ruc ture  of  the  lower frozen layer is inhomogen-  
eous and  includes interlayers with various dispersion of the soil. The  wate r  of  
the soil has ra ther  low mineral izat ion t h a t  does not  alter the  freezing point .  

-0.75 -0.5 -0.25 0 0.25 -0.75 -0.5 -0,25 0 0,25 

t, ° 

2 
Z , m ~  z, m l  

a b 

Fig. 4. Anomalous temperature profiles in frozen layer: (a) temperature distribu- 
tion in hole #11. 1 - -  initial temperature (equilibrium state of frozen layer), 2 - -  
after 100 years, 3 - -  after 500 years, 4 - -  after 1000 years~ 5 - -  natural data; (b) 
temperature evolution in the massif without heat sources (hole #11).  1 - -  initial 
(real) temperature distribution, 2 - -  after 10 years, 3 - -  50 years, 4 - -  equilibrium 
state of frozen layer 

The  da t a  of the t empera tu re  measurements  of one hole in the  lower (rel- 
ict) frozen layer tha t  was in contact  with the  unfrozen s t r a t a  are shown in 
Fig. 4a by dot  symbols.  T he  upper  frozen layer is not  shown. I t  is p rac t ica l ly  
impossible to explain this t empera tu re  dis t r ibut ion by usual  me thods .  For  
example,  the relict frozen layer relaxes to  the equil ibrium s ta te  very rapid ly  
if one considers it as a non-s t a t iona ry  process in the f rame of usual  hea t  t rans-  
fer task. The  t empera tu re  in this layer becomes equal to the  t e m p e r a t u r e  of  
the water-ice t r ans fo rmat ion  (equilibrium state)  (Fig. 4b). Nei ther  c l imate  
change nor inhomogeni ty  character is t ics  of the  external  surface of the  massif  
can explain this dis t r ibut ion because the  thick unfrozen s t r a t u m  exists above  
the relict layer [14]. 

The  set of equat ions  (1)-(8)  was used for the  explana t ion  t h a t  this  t em-  
pera ture  dis tr ibut ion can in principle be preserved so long. To simplify the  
calculat ion the frozen layer was considered homogeneous .  In  the  absence  of  
the detailed information about  the pa ramete r s  of  the  soil, t hey  are taken  
as )~u = 1 . 5 W m - I K - 1 ;  /~f = 2 W m - l K - 1 ;  Osps = 2 5 1 4 k J m - 3 K - 1 ;  io = 
0.3; #s = 0.3; vs = 0 . 0 1 m - 1 ;  w~ = l m - 1 ;  Cu = 1 0 - g m 3 s k g - 1 ;  C~ = 
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10 -15 K3/2m3skg -1. The value ofp~ in (4)2 may  be defined as 

p i = p s g z -  as, (9) 

where as characterizes the hard connections between the soil particles in the 
vertical channel (Fig. 3). These connections take some par t  of the overburden 
pressure and protect  the ice lenses from the total  weight of the overlying 
ground. With  the assumption tha t  the value of as is proport ional  to the 
thickness of the overlying bed equation (9) may  be presented as 

' ( l O )  Pi = Psgz, 

where pt s is some fictitious density of the soil in the interval p~ < P~s < ps. The  
parameter  P's is 1540 k g m  -3,  and it was selected so as to adapt  the calculated 
results most  efficiently to the actual t empera tu re  distribution. The  real val- 
ues of the tempera ture  and the hydrostat ic  pressure of water  into unfrozen 
s t ra ta  on either end of the relict layer were accepted as boundary  condi- 
tions. The equilibrium tempera tu re  distribution inside the relict layer was 
taken as initial condition. This distribution has a slope in accordance with 
the water hydrostat ic  pressure (Fig. 4a). The  calculation makes clear tha t  
the tempera ture  distribution quickly approaches the quasi-steady s ta te  tha t  
may be kept for many hundreds years (Fig. 4a). A few decades are needed 
to reach this regime. Ice melting occurs inside the frozen massif  and the ice 
content changes in the course of t ime (Fig. 5a). The  direction of the water  
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Fig. 5. Bulk characteristics of the melting massif: (a) Ice content distribution. 1 - -  
initial, 2 - -  after 100 years, 3 - -  after 500 years, 4 - -  after 1000 years. (b) Water 
flow in frozen soil after 500 years 

flow depends on the position in space: at the upper  par t  of the relict layer 
the water moves to the overlying unfrozen s t r a tum and, at the lower par t ,  to 
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the opposite direction (Fig. 5b). Knowledge of the flows on the boundaries  
permits  calculation of the deformation of the massif al though the equations 
of the presented model do not take it into account. 
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Detecting Alpine Permafrost 
Using Electro-Magnetic Methods 

C h r i s t i a n  H a u c k  a n d  D a n i e l  V o n d e r  M i i h l l  

Labora tory  of Hydraulics,  Hydrology and Glaciology (VAW), Federal Ins t i tu te  of 
Technology (ETH), CH-8092 Zfirich, Switzerland 

A b s t r a c t .  In the European Alps, thawing permafrost  caused by warmer tem- 
peratures  has been recognised as a possible danger for slope instabilities in the  past  
few years. The permanent ly  frozen layer (permafrost) is often only a few metres 
thick. Consequently it is very vulnerable to small changes in local climate. Further-  
more, the detection and localisation of such shallow permafrost  sites is difficult. 
The heterogeneity of the material  and the difficult access of the steep slopes make 
commonly used techniques such as reflection seismics or Ground Penetra t ing Radar  
(GPR)  less adequate  for alpine permafrost studies. 

We present prel iminary results from geophysical studies within the EU-project  
PACE (Permafrost and Climate in Europe) which focus on a non-contact  electro- 
magnetic method to detect  the distr ibution of mountain permafrost.  The method 
is quick and easy to apply even in difficult terrain and on snow-covered ground. 
The  results show tha t  shallow permafrost lenses can be detected with only a small 
amount  of prior information. 

1 I n t r o d u c t i o n  

Mapping and characterising areas of permanently frozen ground (permafrost) 
has been an important task in construction work in the arctic and in high 
altitude mountain ranges for many years. In the European Alps, there has 
recently been an increased interest in mapping and monitoring permafrost 
because of possible risks to civilization arising from increased frequency of 
slope instability due to global warming. Therefore, efforts are being made to 
find suitable methods to delineate permafrost in mountain areas as a basis for 
the assessment of the potential of natural hazards due to thawing of perma- 
frost bodies. As direct measurements in boreholes are costly, time-consuming 
and only valuable for the drill site, geophysical methods represent a power- 
ful tool to map and characterise permafrost areas. These methods consist of 
measurements at the surface, hence, the data have to be interpreted using 
for example inversion models in order to yield information about the sub- 
surface. Many different geophysical methods have been used for permafrost 
mapping in the past (for a review see [18]). Refraction seismics, direct current 
(DC) electrical resistivity, electromagnetic induction and Ground Penetrat- 
ing Radar (GPR) have been succesfully applied especially in the Arctic (e.g. 
[1],[31,[41,[6],[9],[15]). 



476 Christian Hauck and Daniel Vonder Miihll 

For many of these methods the assumption of locally homogeneous layer- 
ing of the subsurface has to be made in order to interpret the data correctly. 
This assumption is usually valid for the vast and flat terrain of the arctic tun- 
dra. However, in low latitude mountain regions, such as the European Alps, 
permafrost occurrence depends strongly on incoming radiation. Hence, the 
permafrost distribution and characteristics may considerably change within 
small distances. Furthermore, many of the mountaineous regions are not ac- 
cessible by vehicle, so equipment must be light, portable and robust. So far, 
geophysical surveys (mostly refraction seismics and vertical electrical sound- 
ings) have concentrated on obvious and visible permafrost features like rock 
glaciers (e.g. [8], [20], [21]). 

On heterogeneous ground conditions with patchy permafrost distribution, 
e.g. glacier forefields or north facing valley slopes, it is still difficult to delin- 
eate permafrost lenses without additional information, such as borehole data. 
Possibilities are the application of refraction seismics and DC resistivity pro- 
filing with a Wenner electrode configuration (e.g. [12]). Another approach 
uses two-dimensional resistivity tomography, which combines the resistivity 
sounding and profiling method to yield a two-dimensional model section of 
the subsurface. Through a two-dimensional inversion of the data the ambi- 
guity, usually inherent in resistivity surveys, is greatly reduced. Thus, the 
assumption of homogeneity of the subsurface layers is no longer necessary. 
This method was succesfully applied to map permafrost on laterally varying 
ground conditions ([2]). None of the methods is feasible for mapping large 
areas, because survey speed is limited since contact between the electrodes 
and the ground must be ascertained. This is especially difficult on debris 
covered ground with many voids, as it occurs in most high altitude alpine 
regions. Additionally, the snow cover often prohibits ground contact from 
autumn until late spring. 

Electromagnetic induction methods solve this problem, because they use 
magnetic fields as a source to generate eddy currents in the subsurface and, 
hence, do not require ground contact. These methods have succesfully been 
applied in permafrost studies in the arctic (using the GEONICS EM31, 
EM34-3) (e.g. [3],[16]). Few attempts have been made to apply these methods 
on mountain permafrost ([17]). The aim of the study presented here is to test 
the feasibility of using a EM31 conductivity meter for mapping larger areas 
of shallow and variable permafrost in mountain regions. We will present res- 
ults from the Swiss Alps, which were obtained within the EU-project PACE 
(Permafrost and Climate in Europe). The results are compared with data 
from two-dimensional resistivity tomography and refraction seismics. 

2 M e t h o d  

The Geonics EM31 is a light (12.4kg), one-man-portable conductivity meter 
with a penetration depth of about 6 metres. It consists of a 3.7 metres pole 
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with a transmitter coil at one end and a co-planar receiver coil at the other 
end. A current through the transmitter coil induces a magnetic field which is 
varied by an alternating current (9.SkHz) and penetrates the subsurface. A 
changing magnetic field induces eddy currents in the subsurface which gener- 
ate a secondary magnetic field, that can be detected by the receiver coil. Based 
on the difference between primary and secondary magnetic fields, the bulk 
conductivity (=i/resistivity) of the ground is calculated. For high resistive 
media (like frozen ground) and low frequencies this value is roughly propor- 
tional to the ratio between primary and secondary magnetic fields ([i i]). The 
instrument can be used in two different polarisation modes, that differ in the 
effective depth of penetration. For vertical polarisation the penetration depth 
is about 6 metres, for the horizontal polarisation about 3 metres. Except for 
some sensitivity studies, only the vertical polarisation was used in this study. 
A complete description of the theory and the instrument is found in [II]. 

One major difference between mountain and arctic permafrost is the much 
higher resistivity values of the former. Resistivity values in the permafrost 
regions of the European Alps range typically between a few tens of k ~ m  (low 
ice content) and 1 M~2m (massive ice) ([20], [21]). In the arctic typical  values 
are much smaller, between 1 and a few k/2m (e.g. [13],[19]). This  is due to 
the much more conductive overburden and host sediments in arctic t undra  
regions. For conductivity measurements  in mounta in  regions this causes prob- 
lems, because the conductivity values are close to the accuracy limit of the 
EM31 instrument (0.1 mS/m) .  This leads to substantial  noise in the data ,  as 
does the inhomogeneous overburden and the topography.  To overcome these 
problems we use a three step procedure: 

• Obtain a reference ground truth at one representative permafros t  loc- 
ation in the target  area. This was done by two-dimensional resistivity 
tomography and refraction seismics surveys. 

• Repeat  the survey line with the EM31 and compare  the da ta  with the 
resistivity values from step 1. With this a permafrost signal can be de- 
termined. 

• Map the whole target  area with the EM31 and plot the results as devi- 
ations from the measured mean value. 

In Section 3 this procedure is i l lustrated by an example from a low alt i tude 
valley slope in the Eastern  Swiss Alps. The resistivity tomography  meas- 
urements  were done using an ABEM Lund system with 41 electrodes and 
5 metres electrode spacing (see [2]). The refraction seismics was performed 
with an Geometrics EG&S system with 12 channels and 5 metres  geophone 
spacing. 

3 R e s u l t s  

The investigation site is located in Val Bever, a small valley in the Upper  
Engadin in the Eastern Swiss Alps. It  is s i tuated on a 35 ° steep north-facing 
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Fig. 1. Model results for resistivity section along a forest aisle on the Western 
boundary of the survey area in Val Bever~ Upper Eugadin, Eastern Swiss Alps. 
Uphill is on the left, downhill on the right. The dark shadings represent high specific 
resistivity values. 

slope well below the tree line (1800m asl). Results from a model simulat- 
ing the permafrost  distribution based on potential solar radiat ion and mean 
annual air temperature  ([5]) predict limited permafrost  occurrence. Con- 
sequently this site has been chosen to be the focus of several investigations 
using different methods e.g. BTS (bot tom tempera ture  of snow cover), ground 
temperature  measurements and various geophysical methods  ([7], [10]). 

Fig. 1 shows the resistivity tomography model, which results from a 200 
metres survey line along a forest aisle on the Western boundary  of the sur- 
vey area. The contoured values represent specific resistivities, which are cal- 
culated according to the measured apparent  resistivities using the software 
package RES2DINV. There are values up to 80 Kt2m (near station 20) in the 
top 15 metres of the section. A refraction seismics survey along the same line 
yielded P-wave velocities between 3000 and 3500m/s  for this layer, which 
are typical values for ice-rich permafrost  ([14],[20]). Thus,  the high resistivity 
areas are interpreted as permafrost lenses above unfrozen material. 

For comparison the lower half of this survey line (station 0 - 100) was 
repeated with the EM31 with vertical polarisation (effective depth of penet- 
ration 6 metres). A measurement was taken each metre  and a 5-point tow- 
pass filter was applied to the raw data. Fig. 2 shows a comparison between 
the EM31 results and the apparent conductivity values for the corresponding 
depths range calculated from the DC resistivity raw data  (Fig.l). 

The EM31-data (Fig. 2a) are much noisier, even after the low-pass filter- 
ing. However, comparing the 10-point running mean with the DC resistivity 
data (Fig. 2b) both data  sets show good agreement. However, note tha t  the 
absolute numbers differ substantially, due to difficulties in calibrating the 
EM31 for highly resistive material. 

A second example from a profile perpendicular to the first survey line 
is shown in Fig. 3. Here, the ground is even more heterogeneous and the 
conductivity values are changing on a scale smaller than the electrode spacing 
of the DC resistivity survey (5 metres). Consequently, the EM31 data  (Fig. 
3a) show more small-scale structure than  the DC resistivity data  (Fig. 3b) 
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Fig. 2. Comparison of conductivity data (a) measured with the EM31 and (b) 
determined from the DC resistivity data from the southern half of the Western forest 
aisle, Val Bever, Upper Engadin, Eastern Swiss Alps. In (a) a 10-point running 
mean (thick line was calculated. 
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Fig. 3. Comparison of conductivity data (a) measured with the EM31 and (b) 
determined from the DC resistivity data from a survey line across the Western 
forest aisle, Val Bever, Upper Engadin, Eastern Swiss Alps. 

and the agreement between the two methods  is less obvious than  in Fig. 
2. Nevertheless, the positive and negative conductivity anomalies are still 
possible to distinguish and coincide within a few metres  in bo th  surveys. 
Therfore, to map areas of possible permafros t  lenses (=  negative conductivity 
anomalies) the EM31 can be applied inspite of the noisy da ta  quality. 

Fig. 4 shows a preliminary anomaly  plot for the EM31 da ta  of the whole 
survey area. The area is 300m x 100m wide, bounded by two forest aisles 
to the East  and West (left and right hand side of the plot) and by a road to 
the north. The area slopes to the north with a difference in al t i tude of 70 to 
90 metres. The survey line shown in Fig. 2 is located on the right hand side 
of Fig. 4. The permafrost  areas can be clearly delineated from this contour 
map. These are located mainly in the upper  par t  of the survey area, with 
a more patchy distribution further down. Apar t  from the two zones at bo th  
lateral ends of the area there is another  region with large anomaly  values in 
the centre of the map, coinciding with a large area of small tree growth. 

To verify these results, further resistivity tomography  measurements  were 
performed. As an example Fig. 5 shows the results for the Eas tern  zone at 



480 Christian Hauck and Daniel Vonder Miihll 

:7~, Relative conductivity In mS/m 
E30.1  .o.8 
~ 0 - 0 . 1  
~ - o . 1  -o 
~ - 0 . 2  --0.1 
i ' o - s " ° 2  

-0.5 - -0.3 

N W 
50 0 50 100 150 Metecs 

J 

Fig. 4. Contour map of the survey area in Val Bever, Upper Engadin, Eastern Swiss 
Alps, with north at the bottom of the plot. The area is bounded by two forest aisles 
to the East and West and by a road to the North. Negative conductivity anomalies 
(calculated as deviations from the global mean) are shaded in grey and black and 
the thick black lines depict negative contours, thus bordering the areas of enhanced 
permafrost occurrence. The thin contours represent positive anomalies. 

the left hand side of the anomaly plot (Fig. 4). Note tha t  the top left corner 
of the anomaly plot coincides with stat ion 20, the bo t t om left corner with 
station 100 of Fig. 5. Permafrost  is very shallow in this area and is not present 
in the lower 50 metres of the line. This is in good agreement with the results 
from the EM31 anomaly plot (Fig. 4). 

I n f l u e n c e  o f  t h e  s n o w  c o v e r  

Sensitivity tests on snow covered ground showed tha t  the snow cover does 
not change the results qualitatively. If  the snow height is homogeneous the 
effect is similar to changing the instrument  height above the ground. This 
affects all da ta  points in a systematic  way and does not change the anomaly  
distribution. However, difficulties arise if the snow height is heterogeneous or 
if the snow has a high liquid water content. 

4 C o n c l u s i o n  

Mapping the distribution of ice-rich permafrost  with a EM31 conductivity 
metre  has been proven to be a reliable, fast, high resolution method for 
heterogeneous alpine terrain. As the method gives only quali tat ive results the 
da ta  have to be compared using quant i ta t ive methods like two-dimensional 
resistivity tomography. The resulting anomaly plots are suited to localise the 
distribution of permafrost  lenses on a scale of a few square-metres.  

In the presented example of a steep, forested slope (1800m asl) perma-  
frost is present mainly in the upper  par t  of the survey area, in forest aisles, 
clearings and on isolated patches further down. A homogeneous snow cover 
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Fig. 5. Model results for resistivity section along the forest aisle on the Eastern 
boundary of the survey area in Val Bever, Upper Engadin, Eastern Swiss Alps. 
Uphill is on the left, downhill on the right. The dark shadings represent high specific 
resistivity values. 

does not affect the results. However, difficulties arise, if the snow height varies 
significantly or if very wet snow is present. 

This approach is likely to have wide application in the context  of na tura l  
hazard assessment and ground investigations at higher alt i tude in the moun- 
tains of Europe. 
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Climatic  Warming and Permafrost  

Virg i l  J .  L u n a r d i n i  

US-Army Cold Regions Reaearch and Engineering Laboratory, 
72 Lyme Ro~l, Hanover NH USA 03755 

Abs t rac t .  Permafrost is dependent upon the ambient temperature for its exist- 
ence and is sensitive to climatic changes. Conduction heat transfer relations, with 
thawing and geothermal heat flow, are presented to predict the transient effects of 
surface temperature changes on the thermal state of permafrost. These relations 
can be used to examine past climate changes that could have resulted in the present 
permafrost thermal state. A number of phenomena may affect the thermal regime 
of permafrost, however some of these are not directly related to climate change, 
and may lead to spurious conclusions as to past climate warming. It is critical to 
understand the physical processes controlling the temperature and active layer of 
permafrost and to accurately relate them to past climate change. It is also possible 
to estimate the effect of climate change scenarios, manifested by air and surface 
temperature changes, on permafrost degradation. Realistic assessments require that 
the initial thermal regime of the permafrost be accurately known. Relatively small 
amounts of permafrost will disappear within 50-100 years due to the usual global 
warming scenarios. 

1 L i m i t a t i o n s  on U s e  of  P e r m a f r o s t  T e m p e r a t u r e s  to  
D e t e c t  Pas t  C l i mate  C h a n g e  

There is considerable interest in predicting the surface temperature history 
at a location from the measured soil temperature profile, allowing these tem- 
peratures to be used to infer past global warming. However, there may be 
considerable error in such estimates if the perturbations in the temperature 
are due to causes other than Ground Surface Temperature Changes (GSTC) 
or if the soil parameters are not known in detail. In addition, GSTC as- 
sociated with long term natural oscillations may be extremely difficult to 
interpret correctly using present temperature data. We will use some results 
for homogeneous and non-homogeneous soils to examine the difficulties as- 
sociated with inferring past surface temperature increases from present soil 
temperatures. 

1.1 P h e n o m e n a  u n r e l a t e d  t o  G S T C  

The following are some of the physical processes unrelated to GSTC that  can 
cause temperature perturbations. 

Many rocks contain minerals that  release energy due to radioctive decay. 
The effect of this heat generation appears to be a cooling of the temperature 
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- increase in the thermal gradient - but is likely to be small, on the order 
of 0.01 - 0.02 K. 

Uplift or subsidence, natural phenomena associated with mountain build- 
ing, erosion, and sedimentation, can per turb  the soil tempera ture  profile. 
The effects are likely to be negligible if the surface movement is less than  0.1 
mm yr -~ . 

Terrain variation encompasses phenomena including vegetation distribu- 
tion and temporal  changes, snow cover, surface orientation and topography, 
and local lapse rate. These can be quantitatively discounted if information is 
available for a given borehole site. 

Ground water flow causes convective heat transfer in addition to the dom- 
inant conduction. Downward percolation of water will be perceived as a warm- 
ing effect, but  will be limited if the percolation does not exceed 5 cm yr -1. If 
the water flow exceeds this limit, it is probably prudent  to abandon the site 
for climate change studies. 

The temperature  perturbat ion effect due to layering or s trat igraphy of 
the soil/rock system must be removed before a reliable climate signal can be 
deduced. In particular, the ground thermal properties are very important .  

1.2 Thermal  propert ies  and periodic  G S T C  
If moderate to long-term periodic GSTC are occurring, it may be difficult 
or impossible to correctly remove the effects of these natural  variations from 
the present measured temperatures.  This will make any climate change de- 
ductions, using borehole temperatures,  less than desireable. 

Two-layered soil Consider a semi-infinite soil overlain by a finite layer of 
different soil, for X2 _~ x ~ 0. Initially, a steady state exists with a steady 
geothermal heat flow qg = k2G2 and a surface tempera ture  Tso. The steady 
state temperatures are: 

Tl(x) = T~o + k2~a2(x + X2), -X2  <_ x <_ O, (1) 

T2(x)  = Tso Jr- a 2 ( z  -1- ]g21X2), x _> 0. (2) 

Depending upon the ratio of the thermal conductivities, k21, the steady state 
temperatures in the two layers will be as sketched in Fig. 1. The tempera ture  
profiles can appear to reflect warming or cooling simply due to the thermal  
conductivities of the layers. Consider an instantaneous change of surface tem- 
perature to a new constant value Ts. The transient  temperatures  are given 
in Carslaw and Jaeger [3] as follows 

T1 (x, t) = Tl(Z, 0) 

c ° [ ( 2 n + l + ~ )  ( 2 n + 1 - ~ ) ]  
+(T~-T.o) E . n  erfc - . e r f c  , (3) 

n : 0  7-1 7"1 

2(Ts-Tso) ~ ( 2 n + 1 + ~ ( )  
T2(x,t) = T2(x,O) + ~-~ ~ ~-y - -  vn erfc (4) 

n=0 7-1 
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Fig. 1. Steady-state temperature, 2-layer soil 
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where x # -  1 2 avf~7 
( = ~ ,  ~ =  a~5~-~, # = k 2 1 ~ ,  v -  ~-1= 

# +  1' X2 

If X2 --+ 0, we have the case of a homogeneous soil with a linear initial 
t empera ture  and a step change of surface t empera tu re  

X 
T ( x ,  t) = Ts + G2x + (Tso - Ts)erf~ ~--r .  (5) 

Z ~vl OL I ~ 

S u r f a c e  temperature history The simple results of the previous section 
can be used to quanti tat ively examine the effect of soil surface t empera tu re  
changes (an assumed global warming) on the transient  behavior  of the soil 
mass. Since the present t empera tu re  of permafrost  can be accurately meas- 
ured, it may be possible to infer the surface t empera tu re  changes tha t  could 
lead to the present t empera tu re  profiles, the well-known inverse conduction 
problem. 

Many surface t empera ture  variations are possible, but  the simplest case 
is a homogeneous soil tha t  underwent a step change in the surface temper-  
ature some t ime ago. The  result is an example of a synthetic or "measured" 
tempera ture  profile shown in Fig. 2. If we extrapolate  the linear par t  of the 
measured temperature to the surface, we find the old surface temperature. 
Since the present surface temperature is Ts, we assume a temperature change 
of Ts - Tso has occurred. The time required can be predicted by matching the 
calculated results from (5) to the measured values, using an inverse scheme. 
The best match would give an estimate of the magnitude and duration of the 
surface temperature change. This method is quite convincing for a homogen- 
eous soil, but the results are far from clear if the soil is non-homogeneous. 
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Fig. 2. Extrapolated surface temperature 

Let a d ry  sand be overlain by 50 m of P rudhoe  Bay  soil, see Table 1 
for properties.  Wi th  G = 0 .0369°Cm -1,  assume the soil was original ly at  
equilibrium with a surface t e m pe ra t u r e  Tso = - l l ° C  and fifty years  ago 
the surface cooled to  a cons tant  value of - 1 1 . 2 5 ° C .  Fig. 3 shows the initial 
t empera tu re  profile t ha t  existed fifty years ago. The  present  t e m p e r a t u r e  
was calculated with (3),(4) where r I = 1.3127, # = 0.6025, ~ = - 0 . 2 4 8 0  and 
~-1 = 2.1701. This t empera tu re  profile is considered the present  "measured"  
tempera ture ,  labeled as 0.25°C cooling, and  it appears ,  f rom the  shape of the 
profile, as if the soil has warmed  f rom the surface a l though  we know t h a t  it 
has actually cooled. 

Table  1. Soil layer properties 

Prudhoe Dry sand 

k thermal cond. [Wm-l°C-1]  3.399 1.56 

c specific heat [W-hrkg- l °C-1]  0.258 0.218 

p dry density [kg m -a] 1960 1836 

a thermal diffusivity [m2hr -1] 0.00672 0.0039 

We wish to es t imate  a surface warming  tha t  would yield the  "measured"  
curve just  calculated.  If  we have no informat ion on the rma l  propert ies ,  we 
could assume a homogeneous  soil with a = 0.0039m2hr -1 (value for the 
overlying sand) and Ts = -11 .25°C .  Any  combina t ion  of surface t e m p e r a t u r e  
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warming and t ime duration can be used with (5) to calculate the t empera tu re  
profile after some time. Fig. 4 shows the effect of 1°C and 3/4°C surface 
tempera ture  increases for fifty years. The results are suggestive of the present 
"measured" tempera ture  profile, however, since we are free to choose any soil 
properties, let a = 0.001m2hr -1.  Then we can obtain a closer fit to the 
present t empera ture  as shown in Fig. 4. With  arbitrary,  choices of Tso, a, 
and t ime duration, a fit as close as desired could be attained. 

Starting with the same initial t empera tu re  and propert ies as before, let us 
now assume a I °C  warming for fifty years, plotted on Fig. 3 as the warming 
curve. This "measured" t empera tu re  variation will now be matched,  as before, 
for surface warming. The  results of a 2°C surface t empera tu re  warming for 
fifty years are also plotted on Fig. 3. Clearly the inferred surface warming 
of 2°C matches the present t empera tu re  profile quite well, a l though this is 
actually double the surface warming used to produce the synthetic present 
temperature .  To deduce surface pa leotempera ture  fluctuations from present 
t empera ture  data,  good values of the variation of soil thermal  conductivi ty 
and diffusivity are necessary. 
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Fig. 4. Surface warming 2-layer soil 

T h e r m a l  c o n d u c t i v i t y  ef fec t  on  t e m p e r a t u r e  If the thermal  conduct- 
ivity varies with depth, the t empera tu re  profiles can lead to erroneous con- 
clusions as to whether the soil t empera tu re  is increasing or decreasing with 
time, or if it is actually at s teady-state.  This ambigui ty  can be resolved if the 
variation of k with depth is known. The energy equation is 

0 /k(x OT'~ OT 

Introduce a new variable to replace x 

Equat ion (6) now becomes 

(6) 

L x d¢~ 
= k(Z)'  (7) 

02T = k[x(~)]~-~t 
0~2 

(s) 

This is especially useful for s teady-sta te  problems since the t empera tu re  for 
any variation of k with depth will be a linear function of 4. 
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The solution to the two-layer problem with the new coordinate ~ is 

T = Tso + k2G2~. (9) 

The relation of the coordinate ~ to x depends upon the particular form of 
the k(x) function. For this two-layer case 

(x + x ~ ) / ~ , ,  - x ~  < x < o, 
= X 2 / k l  + x / k 2 ,  x > O. 

(10) 

The temperature  profile now appears as a linear curve labelled "undisturbed 
temperature"  of Fig 5, along with the tempera ture  profiles previously caIcu- 
lated for a 0.25°C cooling and a 1.0°C warming. We note that  the cooling 
and the warming now appear as unambiguous effects, easily interpreted. 
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Fig. 5. Temperatures~ transformed coordinates 

The correct approach for interpreting temperature  profiles is to plot the 
measured temperatures as a function of ~ rather  than depth. Any systematic 
variation of the temperature  from a linear profile in ~ would then be indicative 
of true surface temperature  changes. 
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The geothermal heat flux must be constant if a t rue steady state  exists, 
but its constancy over geological time periods is sometimes questioned. Four- 
ier [7] and Kelvin [15] examined the cooling of a homogeneous earth with 
a constant initial temperature.  The transient value of the geothermal gradi- 
ent, near the surface, was predicted and its change over the entire Quatern- 
ary Period would not have been great enough to measure. The geothermal 
gradient decreased rapidly after the earth was formed but the changes now 
occurring are extremely small except for large variations due to tectonic and 
volcanic activity. 

1.3 Long period surface temperature oscillations 

Cycles of glacial length We can examine tempera ture  oscillations on a gla- 
cial time scale by noting a reconstructed tempera ture  cycle at Prudhoe  Bay, 
Alaska as cited in [25]. The glacial cycle has a period of 120,000 years with 
a mean temperature  of -13.38°C. It consists of a glacial interval of 105,000 
years with average temperature  of -13.76°C and an interglacial t ime span of 
15,000 years with average temperature  of -10.73°C.  We calculate the temper- 
ature distribution for the present time by considering a series of step changes 
in the surface temperature.  We find that  the tempera ture  profiles are essen- 
tially linear. The apparent geothermal gradient is changing with time and the 
present temperature  profile and gradient are very close to measured values. 
The very long term temperature  oscillation will not be discernible in terms 
of near surface (< 500 m) temperatures.  The true geothermal gradient may 
be somewhat different than the value determined from shallow tempera ture  
profiles. 

A sinusoidal surface temperature  with a 120,000 year period will also 
yield steady periodic profiles that  appear linear with depth at any time. The 
mean temperature  profile is -13 .38  + 0.0286x and the curve for t = 38,696 
years looks very much like the present profile at Prudhoe Bay, Alaska, except 
that  the geothermal gradient is 0.0278°Cm -1. Very long periodic surface 
temperature  oscillations will leave little measureable evidence in the present 
temperature  profile, requiring thousands of years to detect the tempera ture  
variations of very lengthy periodic fluctuations. 

100 Year Sinusoidal Surface Temperature Periodic surface tempera ture  
oscillations of long, but  not glacial, duration can also lead to soil tempera ture  
profiles that  can easily be misinterpreted. For a sinusoidal surface temper- 
ature oscillation and a homogeneous soil mass, the tempera ture  is governed 
by 

T=To+Aoe-X~c/~sin(wt-x~)  +Gx, (11) 

where w = 2~/P, P is the period. Let P = 100 years, a = 0.0039 m2hr -1, 
To = - l l ° C ,  G2 = 0.0369°Cm -1, A0 = I°C. A measured soil tempera ture  
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profile at this location would yield values depending upon where the present 
t ime falls on the steady-periodic t ime scale of (11). For example,  we might  
assume that  the time at which measurements  are made coincides with t = 40 
years. The tempera ture  profile calculated with (11) is shown on Fig. 6. The  
"measured" tempera ture  profile seems to indicate a location tha t  underwent 
a surface warming for a t ime and then cooled, while the t empera tu re  profile 
for t = 95 years now looks like surface cooling. This location is experiencing 
only periodic changes about  a constant  mean temperature .  

A simple surface t empera tu re  scenario can produce the "measured tern- 
perature" profile at t = 40 years. Let the surface t empera tu re  be - 1 1 ° C  and 
jump to - 9 . 9 ° C  for 15.6 years, s tar t ing at t = 0. Then the t empera tu re  drops 
to -10.41°C for an indefinite time. The average surface- temperature  increase 
for 20 years is 0.99°C. The t empera tu re  calculated from the inversion ana- 
lysis with the above scenario is also shown on Fig. 6. The agreement  is very 
good, but  this again shows tha t  the inversion procedure does not yield unique 
results. If the 40 year curve of Fig. 6 was actually field data,  a reasonable 
interpretation of the cause of the apparent  warming could be the surface 
warming given above. I t  seems tha t  we can reproduce almost  any present  soil 
t empera ture  profile by adjusting the past  assumed surface tempera tures  and 
time durations. 
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1.4 R a m p  i n c r e a s e  o f  su r f ace  t e m p e r a t u r e  

The long term increase of air temperature  due to future global warming has 
been estimated at 1 to 5°C per 100 years, [12]. Let us examine the effect such 
increases would have on soil temperatures  over periods of time during which 
field measurements might be made. We consider a linear increase of surface 
temperature  with time and a linear initial temperature.  The solution is 

x 
T(x,t) = To + C x  + 1 + v r  exp . (12) 

Temperature changes were calculated for soils with a representative range of 
thermal diffusivity values (44 < a < 80 m2yr -1) and a surface tempera ture  
change at the high end of speculation (0.05°Cyr-1).  We find that  

1 After 5 years, temperature  changes at 50m will be marginally detectable 
(0.002 < A T  < 0.006°C). These changes may be masked or confused by 
the annual temperature  variations at depth. 

2 After 10 years, temperature  changes at 50m may be detectable (0.015 < 
A T  < 0.043°C). 

3 After 20 years, the changes at 50m should be unmistakeable (0.10 < 
A T  < 0.2°C). 

4 The measurement error due to incorrect depth determination should be 
less than 0.002°C (G = 0.0286°Cm -1) if A x  < 6cm. 

2 A c t i v e  L a y e r  a s  a M e a s u r e  o f  G l o b a l  W a r m i n g  

The active layer is the limit of melt penetrat ion and can vary each year. It is of 
interest with regard to global warming since it can be measured rather  easily 
over large permafrost areas. A simple probe measurement once a year is quite 
cheap, but  is the least reliable technique. Frost tubes are more expensive, but  
far more accurate. 

Active layer thawing is governed by the net transfer of energy at the 
ground surface and at the top of the permafrost,  the initial thermal  s tate  
of the ground when thaw begins, the mode of energy transfer within the 
ground, the soil structure, the amount  and distribution of water in the ground, 
and the soil thermal properties. The surface energy balance will be strongly 
affected by climatic change, but  the other parameters will be significantly 
less susceptible to variation due to climate change. The assumption is usually 
made that  global warming will induce an increase in air temperature ,  such an 
increase in air temperature  will be accepted for this discussion. The surface 
thaw index is related to the air thaw index in a complicated way, but  if the 
air index increases it can be assumed that  the surface index will increase. 

Is a change in the active layer a valid proxy for global change? The answer 
to the question is yes if the active layer change is due primarily to a change 
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in the air index. Accurate measurements  of the active layer should then yield 
quanti tat ive information on the changes in the air index. If  the water content 
of the soil is uniform with depth and time, then the thermal  properties will not 
vary and the active layer should respond in a one-to-one fashion to changes in 
the surface index. Clearly this will not be true if the amount  of water  (latent 
heat) varies from one year to the next. However, as will be shown, even if the 
water has the same magni tude and merely redistr ibutes itself from season to 
season, the active layer will not be a reliable measure  of global change. Other  
measurements  must  be taken with the active layer depth  in order to relate it 
to global change. 

2.1 T h e o r y  

Consider a layer of soil for which the soil skeleton does not vary with depth 
or time. The amount  of water  contained in the soil can vary and the sa tura-  
tion can change with depth as shown in Fig. 7a. The  saturat ion function is 
assumed to vary over the depth X0 in a linear fashion. The soil is initially 
frozen at the phase-change tempera ture  and the thermal  conductivity, latent  
heat, and specific heat of the soil will vary with depth. The  functional form 
of the thermal  conductivity will be specified by the geometric mean. Series 
and parallel geometries are also possible, but they tend to bracket values for 
the geometric mean. The mathemat ica l  forms for the thermal  propert ies  as 
functions of depth are given in Appendix A. 

The quasi-steady approximat ion will be used since this is the basis for the 
Stefan equation, the equations governing the thaw process are as follows: 

0 
k z ) ~ -  = C(z)uz~-~ = o, (13) 
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Fig. 7. Geometry for variable water content. 
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The Stefan condition is 

k(X)  - -  

T(O, t) = T~(t), (laa) 
T ( X ,  t) = T]. (13b) 

a T ( X ,  t) d X  (14) 
Ox - L ( X )  d t '  

where X is the location of the thaw interface and the surface t empera tu re  
can be a function of time. Integrat ing (13), using the functional relation for 
k(x), (A.1), yields 

T ( x ,  t )  - T8 - 

Using (13b), the form of F(t) is 

F(1 - B -b~) 
K B  So blnB " 

(15) 

b K B & l n B  AT  
F(t) = B -bx  - 1 ' (16) 

where A T  = Ts(t) - T I. Application of the Stefan condition results in a 
relation for the thaw depth X versus time, 

1 [A1 (B -bX - 1) + X B - b X ] ,  (17) A I  = SoX + bX2/2 + 

where the surface index is defined as 

/o I = ATdt ' ,  A = K B & b l n B / B 1 ,  A1 = (So + 1/lnB)/b.  

The equation can also be writ ten as 

K I  1 
So~2+ Mj3~/2+1-- ~ (B -M~= B1X2o - B S o M l n B  [ ~ { A 2 / M + ~ 2 } - A 2 / M )  ] 

(lS) 

where 

1 
/~2 = X / X o ,  A2 = So + 

lnB" 

It  can be shown that  the familiar constant proper ty  solution follows from the 
above equations in the limit as b -~ 0, 

X 2 = 2k i lL .  (19) 

This relation, often called the Stefan Solution is the basis for the concept 
that  the active layer is proport ional  to the square root of the surface index. 
However, since it is only valid for constant thermal  properties,  it can lead 
to significant errors when used to correlate field data.  Equat ion (17) clearly 
shows tha t  the thaw depth is not a function of the square root of the surface 
index. 
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G r o w t h  a f t e r  t h a w  r e a c h e s  Xo  When the thaw depth reaches the value 
of the layer of variable saturat ion soil, Xo, the thaw relation must  be found 
for the underlying layer with constant  thermal  properties at mean sa tura t ion  
S. The value of the surface index when X = X0 is obtained from (17) as 

where 

Io = PaLXg/k ,  (20) 

~0 t° A3 = MlnB ,  A4 : B M - 1, Io = ATdt ' ,  

1 A4Q 
Q = So + M / 2  AaBaf(A2A4 - M),  P -  

A~S '  

and to is the t ime to reach Xo. There  are now two regions to consider, the 
first governed by the variable thermal  proper ty  equations, and the second for 
constant properties. The Stefan relation is integrated from to to t yielding 
the relation for the thaw rate X 

k2I 
LX~ =/322/2 + (D - 1)/32 + 1/2 + BM/2QsA3 (21) 

This can be solved explicitly for/32 

/32 =- 1 - D + x /D  2 + 2R1, 

where 
BM/UKB s° (I - Io) B M - 1 

R1 = LXg and D -  BM/2MlnB 

(22) 

V a r i a t i o n  o f  l a t e n t  h e a t  o n l y  The solution is much simpler if only the lat- 
ent heat varies. The tempera ture  is identical to that  for the constant  p roper ty  
Stefan solution and the Stefan condition leads immediately to 

S k i  
- X2(So/2  + bX/3).  (23) 

t 

2.2 D i s c u s s i o n  

To compare the effect of the variat ion in water  content, the specific soil 
properties listed in Appendix A are used. The value of the thaw index when 
the thaw reaches the depth X0 is illustrative. The relations for thaw depth can 
be written in the form of (20). Table 2 shows the results for some appropr ia te  
cases. All of the cases have the same water  content in the top Xo layer of soil 
and thus the latent heats are identical. The  t ime (surface index) needed to 
reach a thaw depth X0 varies remarkably  for the different cases examined. A 
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T a b l e  2 .  Value of thaw index when X = Xo 

Case P 

Constant Property 

Variation of k and L 

Variation of L only 

0.50 

a) water decreases with depth 0.264 

b) water increases with depth 0.926 

a) water decreases with depth 0.333 

b) water increases with depth 1.667 

decreasing water content with depth (M = - 1 )  differs great ly from tha t  of 
increasing water content (M = +1).  In the lat ter  case the thaw rate  initially 
is higher but then slows so tha t  ul t imately the thaw depth for a given surface 
index is much smaller. Table 2 lists only one value of the thaw index, the 
intermediate times vary according to the equations derived. 

These results can be seen graphically in Fig. 8, where the plot ted values 
of the thaw depth versus thaw index show tha t  the cases differ significantly 
from the constant proper ty  results. For a surface index of 64°C-day all cases 
have a similar thaw, about  0.38m. As the thaw index increases the results 
diverge. At I = 196°C-day, the thaw depths are 0.58, 0.65, and 0.76m for 
the cases M = 1, 0, and - 1 .  The active layer can differ by - 1 1  to + 17% 
compared to the Stefan solution at the same thaw index. If active layer depths 
of 0.58, 0.65, and 0.76m were measured in 3 consecutive years, it might  be 
surmised that  climatic warming was occurring. However, this is simply due 
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to the assumption that  the thaw depth is related to the surface index by the 
Stefan relation for each year at the site. The active layer depth alone cannot 
be a unique measure of the surface index if moisture changes can take place 
within the active layer. 

Figure 9 shows general non-dimensional relations and allows an estim- 
ate of the range of variability that  could occur due simply to moisture re- 
distribution and its effects on the thermal  properties. 
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Fig. 9. Thaw depth vs thaw index general soil 

3 Degradation of Warm Permafrost  

Fermafrost underlies many important  engineering systems for t ransporta t ion 
and human habitation. When the tempera ture  of the permafrost  increases, 
its ability to support a load decreases and if the permafrost  totally melts, 
there may be a catastrophic loss of stuctural  support.  The threat  of global 
warming and its effects upon the permafrost  of the world have been widely 
discussed in the scientific community, [5]. Recent speculation on the effect of 
increasing greenhouse gases on world climates has raised numerous questions 
on the thermal stability and even the continued existence and ecological con- 
sequences of permafrost [1,4,6,11,12,22]. The International Panel on Climate 
Change [9] has presented scenarios on tempera ture  increases to be expected 
in the future. Gavrilova [8] predicts that large areas of permafrost will vanish 
in the next I00 years. This is also forecast by Nelson et al. [20], however their 
method relies on a model which does not include the dynamics of permafrost 
change, assuming that the changes take place after sufficient time has passed 
to equilibriate with new climatic conditions, Nelson et al. [21]. This cannot 
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provide a reliable guide to the permafrost changes that will occur during 
times as short as 50 or 100 years. If governments intend to combat climate 
warming by implementing strategies that may have profound economic con- 
sequences, then it will be important to assess with confidence the near term 
changes that might occur in the permafrost regions due to various climatic 
prognostications. 

Relict permafrost exists in regions where the present earth/atmosphere 
energy balance is not favorable for permafrost. It is the slowly degrading rem- 
nants of frozen volumes of earth materials that froze during harsher glacial 
periods, with a slowly growing layer of unfrozen soil over the permafrost. In 
order to quantitatively examine the warming threat it is necessary to specify 
values for the expected global temperature increases over time. We will use a 
surface temperature rate of change of 0.05°Cyr -1, which is the upper range 
of broadly accepted scenarios, although the IPCC (Intergovernmental Panel 
for Climate Change) has recently reduced its consensus temperature change 
scenario. 

3.1 Cl imate  change  and  p e r m a f r o s t  t haw 

A simple model to predict the maximum amount of permafrost that could 
melt under a given global warming scenario is given by Lunardini [16]. The 
increased surface temperature causes melting and thermal disturbance, while 
the lower boundary of the permafrost is unaffected, but eventually the per- 
mafrost starts to thaw at its base. Lunardini [16] calculated the temperature 
profiles, for a specific example, when the permafrost just starts to thaw at 
its base, using soil and climate change information reported for cold paleo- 
permafrost in France, Lebret et al. [14]. Details on the formation process are 
given by Lunardini [17]. Even with a surface temperature change of +24°C, 
it takes about 130 years for the bottom of the permafrost to start to thaw. 
There will be no top melt at all if the surface temperature remains below 
the freezing value with the permafrost slowly adjusting its temperature with 
eventual bottom melt. Lachenbruch et al. [13] showed that the time scale of 
these changes for cold thick permafrost, is on the order of thousands of years. 
Thus, the expected disappearance of permafrost, in the next 100 years, will 
be limited to warm permafrost. 

T i m e  to  C o m p l e t e  T h a w  To maximize the thaw effects, the temperature 
changes occur instantly and translate, without attenuation, to the surface of 
the soil system. An approximate solution to this problem was obtained using 
the heat balance integral technique, which has been shown to be accurate by 
Lunardini [18]. Thaw will be complete when the sum of the top and bottom 
thaws equals the original permafrost thickness. The relation for the top thaw, 
at the completion of thaw is 
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Q = 6(1  + 2 s t  - R ) / ( 5  + 2 S t  + R),  ~ = Xe - X,  

and t is the time to reach X1. The  equations can be used to predict the 
thickness of permafrost  at any time. The  m ax i mum thickness of the original 
permafrost  that  will melt  after a given t ime At  is 

61 = q g A t / L  + ~ /X~  + 2 a u Q A t  - X 1. (25) 

D i s c u s s i o n  We can bracket the es t imates  of the thaw depth by considering 
maximal  and minimal proper ty  values, see Table 3, with instantaneous surface 
t empera ture  change and a surface t empe ra tu r e  tha t  ramps linearly with time. 
We note from Fig. 10 tha t  the amount  of relict permafrost  melted in 55 years 
could range from 9.3 to 17.9 meters,  if the initial thawed surface layer is zero. 
For Alaska, the initial depth to relict permafros t  is 5 - 25 m, Brown et al. [2], 
thus the melted permafrost  would be on the order of 3 - 13 meters.  

18 

16 

14 

,m 12 

o 

m, 8 

~ 6 
E 

, 4  2 

0 

l I J 1 ' I ' I i _ 

• M = 55 yrs U 

T - T ~25°C Instantaneous 
s f~. 2.5°C after 55 yrs with Linear Ramp _ 

Maximum ~_ 

- - - -  Minimum i 

F - - -  Instal~ 

- ,J I I I i I , ] t . . _ _  
20 1 O0 4O 60 80 

X, Depth to Top of Pemtafrost Layer (m) 

Fig. 10. Permafrost melt after warming 55 yrs 

The case for At  = 100 years and Ts = 5°C resulted in a max imum value 
of the permafrost  melted of 33 m, for X1 = 0. Since relict permafros t  will 
always lie at some finite depth X1, the probabi l i ty  of significant permafrost  
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Table  3. Extreme property values permafrost melt case 

ku L Cu a~, qg 

[Wm-IK -1] [Jm -3] [jm-3K -1] [m2yr -1] [Wm -2] 

Maximum 3.0 9.7 × 107 2.49 × 106 38.16 8.4 × 10 -2 

Minimum 2.0 1.17 × 10 s 2.63 x 106 24.05 4.2 × 10 - 2  

disappearance during the next 55 years in Alaska, is fairly small except at 
the southerly fringes of the discontinuous zone. 

To predict the dynamic behavior of permafrost  due to global warming, we 
need to know the original thermal state of the permafrost,  its thermal  proper- 
ties, the geothermal heat flow, and the magnitude and timing of the warming. 
This information on the permafrost  is sketchy while the warming relies on 
plausible global scenarios. While relatively small areas of permafrost  will dis- 
appear in the next 55 years, this does not imply that  significant warming of 
permafrost  will be without engineering or environmental problems. 

A p p e n d i x  A .  

E f f e c t  o f  S a t u r a t i o n  o n  S o i l  T h e r m a l  P r o p e r t i e s  

Consider a soil with a void ratio c and thermal conductivities of the soil 
constituents known. The soil skeleton is rigid so that  the void ratio is constant. 
The  constituents are soil solids, water, and air. The saturat ion of the soil will 
be a linear function of depth (other variations could be considered). The 
water saturation variation is linear with depth, 

S = So + bx, (A.1) 

where 0 _< S < 1. We will use the geometric mean for the soil thermal  
conductivity, Lunardini [19]. 

k = .-s~l-c/~s(x)k~(1-s).-~ .v a = K B S ° B  bx, (A.2) 

L = ")'d~W/lO0 = epw~.S = B 1 S ( z ) ,  (A.3) 

C = C~(1 - e) + e w e s  + C,e(1 - S )  = Co + C l x ,  (A.4) 

where ')'d is the dry unit weight. 
The average properties over the soil depth X0 are evaluated as follows: 

f~ = K B S ° ( B  bx° - 1) 
b X o l n B  ' (A.5) 

L = B I S  = [L(0) + L ( X o ) ] / 2 .  (A.6) 

Representative values for the soil solids, water, and air constituents are: ks = 
5 W m - I K  -1, kw = 0.561 W m - I K  -1, ka = 0.0237 W m - I K  -1, e --- 0.46, 
K = 0.4264 W m - I K  -1, B -- 4.287, B1 = 1776.2 W-day m -3. 
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N o m e n c l a t u r e  

Ao ampli tude of surface b 2 ( S -  So) /Xo  
t empera ture  oscillation B ( k~ / ka ) ~ 

B1 £ep~ = L / S  c specfic heat  
C pc specific heat  capacity G geothermal  gradient 
I surface thaw index k thermal  conductivi ty 
K (kJks)~ks  l latent heat  of solidification 
L p~, volumetric latent heat M bXo - 1  < M < +1, 
S soil sa turat ion for M = 1, So = $1 = 
ST Stefan Number  t t ime 
tl t ime to melt  permafrost  At  t -- tl 

to depth X1 T t empera tu re  
To initial constant t empera ture  Ts surface t empera tu re  
x depth, Cartesian coordinate X thawed thickness at 
X B  bo t tom melt of permafrost  permafros t  top 
Xe X1 + 31 X0 depth of soil over which S varies 
X1 initial thawed layer over permafrost  X2 thickness of top layer in 2-layer 
a thermal  diffusivity problem 
0~12 0~1/0~ 2 /~ 3/X 
e void ratio of soil 5 depth of t empera tu re  disturbance 
31 initial thickness of permafrost  32 rate  of surface t empera tu re  
A T  Ts - T l increase 
p density T dimensionless t ime 

S u b s c r i p t s  

1, 2 different materials a, s, w air, soil solids, water  
f ,  u freeze, thaw s surface 
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85, Moscow, 117982, Russia 

Abs t rac t .  The recent changes of climate and permafrost conditions are studied 
on the basis of the data of northern meteorological and permafrost stations located 
in various regions of Russia. 

Everywhere on Russian territory a warming of the Climate and the upper part of 
the Permafrost was observed since the middle of 1960s. The Permafrost Monitoring 
data indicate an increase of the permafrost temperature for the last 15-20 years up 
to 2-1.5 °C in 3 m depth and up to 1 °C in 10 m depth. The probable increase of 
the temperature of the upper part of the permafrost of Western Siberia will amount 
to about 1 °C by 2020, and 1.5-2 °C by 2050. 

Calculations (up to the year 2025) and small scale map-schemes of predicted 
permafrost thawing, distribution and changes of cryogenic cracking of the soils 
within Russia under a global climate warming were carried out. Predictions were 
done for peaty, clayey and sandy types. The zones of degrading and stable perma- 
frost for different stow types and areas of decreasing frost soil cracking are identified 
within the territory of Russia. 

1 I n t r o d u c t i o n  

Instrumental  meteorological observations show that  starting in the mid-1960s 
the climate was becoming warmer in all regions of the Northern Hemisphere. 
For the last 25-30 years, the air-temperature increase in the North of Rus- 
sia was on the average estimated to be I°C, whereas in Central Yakutia it 
was at most amounting to 1.9°C. The climate warming, and in a number 
of regions the growing height of the snow cover, induced an increase in the 
temperature of the upper horizons of frozen soils. Continuation of the trend 
towards climate warming in the North will, in the 21 st century lead to adverse 
consequences: enhanced degradation of frozen soils over the area and profile, 
thawing of underground ice, decreasing of cryogenic cracking and long-term 
heaving, activation of destructive cryogenic geological processes (landslide 
flows, thermokarsts, and others), disturbance of the functioning of the nat- 
ural and natural-technogenic geosystems of the permafrost zone. Climate 
warming influences human life-support systems and economic activities. 



504 Alexander Pavlov and Stanislav Grechishchev 

2 T r e n d s  i n  C o n t e m p o r a r y  C h a n g e s  

i n  C l i m a t i c  I n d i c a t o r s  a t  N o r t h e r n  R u s s i a  

Meteorological measurements revealed several warming-cooling cycles in the 
North of Russia. The most conspicuous warming ("Arctic Warming") by 
about 2°C took place during the period from the end of the 19 th century 
until the early 1940s. The subsequent slight cooling covered the period until 
the mid-1960s followed again by a warming. Throughout the period of instru- 
mental records (150-185 years) a trend towards an air temperature increase 
in the Arctic regions of Russia has not been clearly manifested (Pavlov, 1994, 
1996, 1998). In the Arctic and the neighbouring regions, the contemporary 
warming-cooling cycles remain within the range of natural secular climate 
cyclicity owing to the proximity of the Polar seas and a very low technogenic 
impact. On the other hand, in inland regions of the Russian permafrost zone, 
and especially in Central Yakutia, a clear-cut climate warming was observed 
during the period of meteorological observations. For Yakutsk it is 2.4°C 
(1830-1995). 

The last distinct climate warming started everywhere in the North in the 
1960s. In some areas of the Russian permafrost the air temperature increased 
by 1.8-2.3°C. The strongest trend towards highest mean annual air temper- 
atures was observed in the North of West Siberia (Tazovskoe, Salekhard, 
Nadym) and in Yakutia (Lensk, Chul'man, Olekminsk, Yakutsk). The re- 
gional trend towards an increase if the mean annual air temperature for 
the last three decades was between 0.01 and 0.06°C year -1. For the period 
1960-1995, a mean annual air temperature increment of more than 1°C was 
recorded at a number of meteorological stations (Vilyuisk, cap Kamenny, 
Tadibeyakha, and others); on the other hand, at some other stations a slight 
summer cooling was observed. During this period, the highest regional in- 
crease of the mean summer (0.9°C) and winter (3.6°C) air temperatures 
were revealed in the North of West Siberia and Yakutia, respectively. For 
the North of Russia on the whole, as well as for its individual regions, the 
contemporary climate warming was characterized by a higher increase of the 
winter temperature in comparison with the increment of the summer temper- 
ature. Regional estimates obtained by generalization of data from individual 
meteorological stations show that the trend towards higher air temperature 
during the long cold period is 1.2-1.5 times higher than that during the short 
warm period. 

3 Q u a n t i t a t i v e  E s t i m a t i o n  o f  t h e  E v o l u t i o n  

o f  C o n t e m p o r a r y  P e r m a f r o s t  B a s e d  

o n  M o n i t o r i n g  D a t a  

Data from perennial measurements of ground temperature as well as results 
of numerical modelling point to a wide occurrence of permafrost degradation 
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under contemporary conditions. It is induced by both an air temperature 
increase and a growth of snow cover (in some cases). Specifically, at the 
Marre Sale permafrost station (West Yamal) the increase in the soil temper- 
ature at a depth of 10 m (tl0) was found to vary from 0.1 to I°C within 
the period 1980-1995. The largest warming of frozen soil is characteristic of 
low-temperature tundra stows, while the smallest warming was observed in 
relatively high-temperature stows of low flood-plains and river valleys. Thus, 
the contrast range of the warming of the frozen ground increases with a de- 
crease of their temperature. At the Marre Sale permafrost-Station of the trend 
of contemporary increase in the soil temperature at the:10-m depth reaches 
0.07°C year -1 with a mean of 0.03°C year -1 for the station area. These and 
other field data (Pavlov, 1996) provide conclusive evidence of the rise of the 
ground temperature for the last 10-15 years in areas of the cryolithozone well 
studied under stationary conditions. This trend is clearly manifested even in 
the absence of technogenic impact. By reconstructing temperature profiles in 
deep wells, T. Zhang and T. Osterkamp (1993) revealed:the growth of ground 
temperature (by 2-4°C on the surface) in Alaska which started 40-80 years 
ago and continued even during the period of the air temperature decrease. 
According to geothermal measurements in West Yakutia, modern warming 
of frozen grounds reaches the depth of 70-80 m. 

In contrast to the soil temperature, the seasonal thaw depth, hth , on the 
whole, responds poorly to contemporary climate warming. However, for a 
number of regions in the North a common trend towards a growth (though 
weak) of hth-values was revealed for the 1978-1995 years (up to 0.7 cm 
year-l) ;  this was due to a slight increase of the air temperature during the 
summer seasons (Pavlov, 1996). Due to an abnormally cold summer period 
of 1997 the trend of increasing hth for 1978-1998 practically stopped. Peren- 
nial studies (uninterrupted since 1978) of the seasonal thaw depth have been 
underway at Marre Sale permafrost station. According to these observations, 
the interseasonal variations of the seasonal thaw depth (hth) on the greater 
part of the relief elements are more than 20%. The maximum variations of 
hth are, as a rule, characteristic of soils of organic origin. 

4 Prognost ic  Scenarios of Expected  Cl imate  Change 
and Permafrost  Evolut ion in 2025-2050 

Analysis of serial records of meteorological observations is one of the possible 
ways for predicting climate changes in the near future. Under the condition 
of preservation of the contemporary climate trend in the future an increase 
of the air temperature is predicted per year: in the North of Western Siberia 
by 1.3-1.5°C; in Yakutia by 1.4-1.6°C; and by the year 2050 in the North of 
Western Siberia by 2.4-2.6°C and in Yakutia in by 2.4-2.6°C. The expected 
air temperature increase in the North of Russia will not exceed 1.6°C by 2020 
and 2.8°C by 2050. 
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Our studies show that the climate warming during the next 20-25 years 
will not lead to a radical restructuring of the permafrost conditions. The 
seasonal thaw depth will increase on the average 1.13 times by the years 
2020-2025, while the temperature of the upper horizons of the frozen soil will 
rise by 0.5-I.I°C. The actual southern boundary of the continuous perma- 
frost can move northward by that time by 30-80 km. However, thawing will 
occur at a distance of 200-450 km from todays southern boundary of sporadic 
permafrost (partially from above or completely). The area of intense thawing 
of sporadic permafrost from above for West Siberia will be more than 450,000 
km 2 by the year 2025 (36 ~ of the total regional permafrost territory). By 
2050, changes in permafrost conditions will become more substantial. Todays 
extent of the continuous permafrost will by then have decreased considerably 
because of the retreat of its southern boundary in the northward direction (by 
150-200 km and more). The seasonal thaw depth will increase 1.23 times, on 
the average. In areas of contemporary low-temperature permafrost of West 
Siberia (Yamal, Gydan) the background temperatures of the frozen soils at 
the 10-m depth will increase on the average by 1.5-2°C (from -5 to -6°C to 
-3 to -4°C). During the period after the year 2050 there will be the danger 
of formation of low-temperature frozen soils even in Arctic regions. 

5 N a t u r a l  G e o c r y o l o g i c a l  P r o c e s s e s  

U n d e r  a C h a n g i n g  C l i m a t e  

Climate warming will be accompanied by different geocryological processes 
the development of which in most cases adversely affects the economic activ- 
ity. It should be emphasized that the point is about natural background pro- 
cesses which in general are slower and less noticeable than non-background 
geocryological technogenic processes induced by the direct impact of engin- 
eering activity on the geological environment. 

Natural background processes develop under the influence of hydromet- 
eorological factors in areas unaffected directly by human's economic activity. 
They occur under conditions of quasi-equilibrium of grounds with the en- 
vironment as a result of slight deviations from it and are the expression of 
continuous evolutionary adaptation of geological environments to the more 
mobile water and air media. The advisability of timely prediction of back- 
ground processes is dictated by environmental protection goals, as well as 
by the possible impact of such processes on engineering structures. So, for 
example, warming of permafrost may be conducive to degradation of build- 
ings constructed with the preservation of permafrost in their bases, whereas 
the cessation of ground cracking would improve the operation conditions of 
roads, earth dams, buildings, etc. 

It appears important to estimate the extent of the adverse effect of the 
expected climate warming on the permafrost for the period of direct practical 
interest, i.e. for the next 30-50 years. 
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The results of the prognosis of natural geocryological processes in connec- 
tion with expected climate warming for the next three decades, i.e. approxim- 
ately until the year 2025 are presented below. The predicted parameters are: 
depth and rate of permafrost thaw (i.e. the depth of its roof), approximate 
geographical position of areals of the break-off of the roof of permafrost from 
the sole of the seasonally thawing layer (STL), changes in the areals and depth 
of cryogenic cracking of the grounds. Cryogenic cracking was chosen as one 
of the geocryological processes for the prediction because of the availability 
of adequately developed computational methods necessary for the prognosis. 

The scenario of possible climate warming and the rise of soil temperature 
was assumed in conformity with the analysis mentioned above according to 
which the soil surface temperature in the cryolithozone will rise by 1-2°C 
within the prediction period. 

It was assumed that the soil, vegetation and snow covers are not subjected 
to direct technogenic destruction since we consider natural processes. 

The principle of hierarchy of natural geosystems, according to which large 
geosystems - landscapes, localities - are composed of smaller geosystems: 
stows and facies were used for the interpretation of predicted changes. The 
latter are characterized by a homogeneous lithological composition of subsur- 
face grounds which we divide, according to their attitude to the thaw-freeze 
cycles and other geocryological processes, into peaty, clay and sandy grounds. 
Rocks, semirocks and large-skeletal grounds, as well as the geosystems which 
comprise them, were not considered. We also left out of account the water 
geosystems since there are no data from direct observations of geocryological 
processes occurring in them and the virtual absence of respective physico- 
mathematical computational models. 

The purpose of the initial database required for the schematic predictive 
computations and compilation of small-scale map-schemes was served by the 
information contained in small-scale (1:25 000 000) maps of "The Atlas of 
the USSR" (1984). 

A schematic prediction of changes in the position of the permafrost bound- 
ary was performed with the determination of the rate of its thaw, i.e. the 
"break-off' of the permafrost roof from the sole of STL in peaty, clay and 
sandy stows. These boundaries were compared with the actual permafrost 
boundaries. Based on predictive estimates a schematic zoning of the pro- 
gnostic geocryological situation was performed (Grechishchev, 1997). 

The calculated southern boundaries of permafrost in peaty, clay and sandy 
soils were compared with the recent boundaries of sporadic, discontinuous 
and continuous permafrost. The southern boundary of peaty soils freezing is 
seen to nearly coincide with the southern boundary of sporadic permafrost, 
while the southern boundary of the freezing of clay soils coincides with the 
southern boundary of discontinuous permafrost, and the southern boundary 
of sands coincides with the southern boundary of continuous permafrost. 
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This allows geosystematic interpretation of such terms as "sporadic", "dis- 
continuous" and "continuous" permafrost. The sporadic permafrost is the 
territory in which the peaty stows are frozen, while the clay and sandy stows 
remain basically unfrozen. The discontinuous permafrost is the territory in 
which the peaty and clay stows are frozen, while the sandy stows remain 
virtually unfrozen. The continuous permafrost in the territory in which all 
types of stows, including sandy ones, are frozen. 

In fact, the "southern boundaries" of permafrost for each type of soil 
should be viewed as rather approximate because of long-term fluctuations of 
climatic parameters. In this context, for each ground type there should exist a 
characteristic region of persistent snowbanks with the corresponding freezing 
frequency. The problem of determination of such regions is not considered in 
this paper. 

Prognosis of the permafrost ~thaw in grounds of different composition may 
be characterized by the rate of permafrost thaw V near the southern bound- 
ary and by the maximum (by the year 2025) "break-off' of the permafrost 
roof from the STL sole depth H also near its southern boundary. 

As a result, the following mean prognostic estimates were obtained: 

• in peat: V = 0 . 0 5 m y e a r  - 1 , H = l . 5 m .  
• in clay: V = 0.10myear -1, H -- 3.0m. 
• in sands: V = 0.14myear -1, H -- 4.2m. 

Summing up the results of the prognostic calculations, we should note that in 
the territory of Russian cryolithozone two large regions are differentiated: S 
- zone of conditionally stable permafrost (about 50% of modern permafrost 
area) and D - zone of its potential degradation (aaother 50% of modern 
permafrost area), each having three subzones. The designations used mean 
that if the global warming continues only until the year 2025 and the climatic 
conditions are not further changed for an indefinitely long time, then after a 
long time period (possibly in a few millennia) the permafrost in zone D will 
thaw in all types of soils, while it will be totally or partially preserved in zone 
S. 

The subzones differentiated in the direction from south to north have the 
following meaning: 

• D1, complete thaw of permafrost by 2025; 
• D2 ,  partial thaw: sandy and clay stows remain basically unfrozen; in 

peaty stows the permafrost roof lowers, by 2025 its "break-off"' will be 
within the range from 1.5 to 0.5 m; 

• D3, slight thaw: sandy stows remain basically unfrozen; in clay stows 
the permafrost roof lowers, its "break-off"' starts nowadays, by 2025 its 
"break-off' will be 3-1.5 m; in peaty stows the permafrost roof goes down, 
by 2025 its "break-off"' will range from 0.5 to 0 m; 

• $1, sporadic permafrost: in sandy stows the permafrost roof is lowered, 
its "break-off' begins nowadays and will range from 4.2 to 2.2 m by 2025; 
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in clay stows the permafrost roof is lowered, its "break-off" will begin in 
10 years and be 1.7-0 m by 2025; peaty stows will remain frozen; 
,92, zone of discontinuous permafrost: in sandy stows the permafrost roof 
is lowered, its "break-off' will start in 15 years and reach 2-0 m by 2025; 
the permafrost will be preserved in clay and peaty stows; 
$3, zone of continuous permafrost: the permafrost is preserved in all types 
of stows. 

In all of the described regions the ground temperature at the 10-m depth 
will increase and this requires special prognostic estimates. 

Cryogenic cracking was predicted using the technique proposed by Grech- 
ishchev et al. (1984). The input data for this computational procedure are: (a) 
climatic data including the air temperature and snow cover, (b) properties of 
grounds including physical, thermophysical and mechanical ones. The snow 
cover thickness was taken from the perennial meteorological data reported in 
the Climatic Handbook (1967). 

To predict areals of frost cracking, critical minimal winter temperatures 
under the snow cover were determined for different soil types: for peat, -12°C; 
for clay, -14°C; for sand, -20°C. The areas of modern soil cracking were com- 
pared to those expected in 30 years, i.e. by 2025. In both cases the calculated 
boundaries correspond to the cracking frequency 0.2-0.3. Comparison shows 
that by 2025 one should expect a strong reduction of the cracking areals. 
Under natural conditions it will totally stop over vast territories. Specifically, 
this is pertinent to the Yamal peninsula. Calculations show a vast zone where 
the cracking of soils in the permafrost area will be reduced to the cracking of 
STL alone, since there in 2010-2015 the permafrost roof will start to break 
off from the STL sole. 

Realistic estimates of possible changes in the permafrost distribution show 
that by 2025 its total thaw and disappearance is possible only within a 50- 
100 km wide band along its actual southern boundary that accounts for an 
insignificant share of the existing permafrost-bound territory. However, no- 
ticeable changes in the temperature, permafrost structure and manifestation 
of geocryological processes will occur over nearly 50% of the permafrost ter- 
ritory. 

Special mention should be made of the occurrence of new specific processes 
in zone D (see above) associated with the appearance of a thawed layer 
between the lowering permafrost roof and the STL sole. In this watered layer 
there arises a seasonally oscillating cryogenic pressure of ground water which 
will lead to the formation of icings, frost mounds, partial flooding of cellars 
and underground parts of buildings, more complex conditions for drilling, 
etc. 

A very important problem for the northern civil engineering is the prob- 
ability of the thawing of massive underground ice bodies. Analysis shows that 
todays southern boundary of their distribution within Russia is in the S zone 
mentioned above, and evidently they will not thaw until 2025. 
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Thermal ly  Induced Temporal  Strain Variat ions 
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Abstract. It has been predicted theoretically that frost weathering may take place 
in rock material at subfreezing temperatures. These predictions have been confirmed 
in laboratory experiments. The importance of such frost weathering mechanisms in 
natural environments have, however, remained an unsettled question. 

We present and discuss in situ measurements of temperature and strain con- 
ducted within permafrost rock walls at 3600 m asl, in the Jungfraujoch-Aletsch 
region (Valais, Switzerland). From the spatio-temporal variations of the temperat- 
ure field, the rate of freezing and thawing is estimated. We find both freeze and 
thaw processes in the rock walls at negative temperatures. In fact, both freezing 
and melting of ice as well as concomitant temporal changes in strain regime are 
observed in regions were the bedrock is subjected to permafrost conditions. 

The annual variations in rock temperatures correlate with the rock deform- 
ations. Extensions are observed during cooling and contractions during warming 
periods. Furthermore, the spatial variation in strain is affected, to some degree, by 
the presence of a mechanically active joint system. 

1 I n t r o d u c t i o n  

The  breakdown of rocks due to frost action is considered to be of fundamental  
importance  in the formation of landscapes in periglacial environments  [1]. 
A number  of different possible frost-cracking processes have been proposed. 
The  tradit ionM idea of frost weathering is based on the 9% volume expansion 
of water  while freezing. This so-called volume-expansion model predicts, t ha t  
numerous freeze-thaw cycles of the interstitial water  will result in rock fatigue. 
Impor tan t  requirements for this process to be effective are a high sa tura t ion 
level (> 91%), a hydraulically closed pore sys tem and a large number  of 
freeze-thaw cycles [2] [3]. In nature,  these conditions only exist in the vicinity 
of the rock surface, where diurnal and annual t empera tu re  variations are 
large. 

Permafros t  is widespread in high alpine rock walls. The t e rm permafros t  
refers to the thermal  s tate  of a perennially frozen ground regardless of its 
composit ion or ice content. The max imum seasonal penetra t ion of the 0°C 
isotherm defines the thickness of the active layer si tuated above the perma-  
frost zone [4]. Frost weathering according to the volume expansion model 
must  be expected in the active layer [2]. I t  has been a subject  of debate  
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whether below the active layer, that  is within the permafrost  zone, frost 
weathering processes may also be expected. 

A reappraisal of frost damage processes was first demanded by Mellor 
[5] on the basis of his observation of unfrozen mobile water in cold rocks. 
According to theoretical considerations, permafrost conditions are a require- 
ment for frost weathering by segregation ice growth in microcracks [6] [7]. 
The segregation-ice model was also confirmed by a laboratory experiment on 
a sandstone sample subjected to a fixed temperature  gradient [8]. 

A further weathering process for permafrost rocks was proposed by Thrap  
[9]. Seasonal meltwater intrusion in the joint system of permafrost  rocks 
should refreeze at depth and enlarge the rock fissures. This frost wedging 
idea in solid rocks is theoretically described, however its effectiveness is still 
unclear. 

Neither the segregation ice model nor the frost-wedging idea were investig- 
ated in natural surroundings. The existence, the relevance and the frequency 
of frost weathering processes in permafrost  rocks has remained an unsett led 
question. 

In this paper, we present and discuss in situ measurements of t empera ture  
and strain made within permafrost  rock walls at the Jungfrau east ridge 3600 
m asl [10]. We show, that  freezing and thawing is not limited to the active 
layer, but also takes place within the permafrost zone itself. Furthermore,  by 
analysing the temporal  variation in the rate of thawing and freezing and the 
corresponding variation in strain, we find strong evidence for frost weathering 
within the permafrost zone. 

2 T h e  S t u d y  S i t e  

On top of the Jungfrau east ridge, an antenna station (Fig. 1) is si tuated 
at 1 km distance from Europe's  highest railway station at Jungfraujoch. The 
access to this antenna station is through a tunnel. At 3600 m as1 two branch 
galleries lead to the surface on both  sides of the mountain ridge. These branch 
galleries provide an easy access to the cliff surfaces on the north and the south 
sides of the ridge. 

The atmospheric climatic conditions at Jungfraujoch are recorded by an 
automatic meteorological station operated by the Swiss weather office. The 
mean annual air temperature  is approximately -8 ° C ,  and in the bedrock con- 
tinuous permafrost is present. The  lithologies at the investigation site consist 
of chlorite-sericite-gneiss of the Innertkirchen-Lauterbrunnen cristalline unit. 
These gneisses are close to a major  thrust  plane and are therefore tectonically 
strongly deformed and internally imbricated. The schistosity dips approxim- 
ately 30 ° towards south. The dominant  and mechanically active joint system 
strikes in a north-easternly direction and dips sub-vertically. As observed 
at a recent building construction site nearby Jungfraujoch, these joints are 
partly filled with ice [11]. Although these lithologies are tectonically strongly 
deformed by several orogeneses [12], they are nevertheless sound and massive. 
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Fig. 1. Jungfrau east ridge with the antenna station. View from Jungfraujoch. 

3 M e a s u r e m e n t s  a n d  R e s u l t s  

In Summer 1995, two twenty meters  deep~ slightly inclined boreholes were 
drilled out from the branch galleries towards the cliff surfaces. Each borehole 
was equipped with a six-point extensometer  for measuring axial strain. In 
addition, eight thermistors  were installed to moni tor  the rock tempera tures .  
The thermistors were calibrated at five different tempera tures  and the ab- 
solute accuracy was a few hundredths of a Kelvin. The extensometers  were 
factory-calibrated to a high accuracy (bet ter  than  :t=0.02mm). The  accur- 
acy was further improved by accounting for the linear thermal  expansion of 
the extensometer  rod. All sensors were linked to a datalogger s tat ion and 
the readings were t ransmit ted  via telephone modem. Tempera ture  and strain 
readings were recorded twelve times daily. 

With an extensometer  the axial displacement of the rock relative to a 
fixpoint is measured. The natural  strain of the rock in an axial direction is 
calculated by sxx -- ln(ll/lo), where lo is the initial distance between two 
extensometer fixpoints at t ime to and ll the new distance at t ime tl > to. 

The position of the boreholes and the sensors relative to the ridge surface 
were surveyed. 
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Fig. 2. Rock temperature and strain measurements in a borehole on the south 
side of the Jungfrau east ridge. The borehole crosses the mechanically active joint 
system at an acute angle and the deformations are therefore interpreted as joint 
opening and closing. 

In Fig. 2 the strain and the t empera tu re  values measured by sensors in- 
stalled in a borehole on the south side of the mountain  ridge are plot ted 
against time. The outermost  thermistor  is 1.3 m below the cliff surface. The 
rock t empera tu re  record shows clear annual variations at tha t  depth.  As ex- 
pected, the ampli tudes of the annual t empera tu re  wave decrease and the 
phase shifts with depth. The deepest sensor is at  a depth of approximate ly  
10 m. The tempera ture  readings at this depth are affected by the proximity of 
a man-made  air ventilated tunnel, from which the drillings were performed.  

Annual recurring variations are seen in the strain record (Fig. 2). The 
temporal  strain variation is correlated with the annual t empera tu re  vari- 
ation. Extensions are observed during cooling and contractions during warm- 
ing phases. This pa t te rn  can be explained by seasonal freezing of water  and 
thawing of ice in rock fissures. The two constant  shifts in the strain readings 
seen in Fig. 2 in September 1996 and November  1997 are artefacts caused by 
accidental mechanical impacts  on the extensometer  head. 

The amount  of water  tha t  freezes (or ice tha t  melts) at a given depth can 
be est imated by separat ing the effects of conduction and la tent-heat  release. 
An analogous approach has been used to identify meltwater  infiltration in a 
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snow cover [13] [14]. The one-dimensional heat conduction equation may be 
written as 

pc ot - Oz \ - 5 ; / +  H, (1) 

where T is temperature, t time, K thermal conductivity, fl density, C heat 
capacity, and H volumetric rate of local internal energy sources and sinks. The 
material properties of the rock (p, C, K)  were determined from core samples 
[10]. The spatial gradient VT is, in general, variable in all three dimensions. 
The direction of the heat flow through the Jungfrau east ridge is, however, 
dominated by the topography and in the region of the borehole the heat flow 
direction is primarily perpendicular to the ridge surface [10]. The surface- 
perpendicular depths of the sensors have therefore been considered in the 
analysis. 

The measured temperature field as a function of depth and time was in- 
terpolated by applying a two-dimensional, tensor-product spline interpolant 
(Fig. 3). Apart from a small region, where the readings are affected by the 
man-made tunnel, the temperatures are below the freezing point through- 
out the whole observation period. This thermally undisturbed region is com- 
pletely within the permafrost zone, and none of the thermistors is within the 
active layer. 
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d ica ted  by a star on the right side. 

On the basis of the temperature field (Fig. 3) the volumetric rate of local 
internal energy sources and sinks (Equation 1) was calculated. If the cal- 
culated energy rate (H) is the sole result of freezing and melting, then a 
refreezing rate can be calculated as HL-] 1, where L I is the latent heat of 
fusion ( L / =  3.338 × 105 Jkg-1) .  In Fig. 4 the refreezing rate is plotted as a 
function of time and depth. 
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Between 1.3m and 7m depth (within the permafrost  zone) an annually 
repeating pat tern  with positive and negative refreezing rates can be observed 
(Fig. 4). A cold wave starts to propagate downward from the surface in 
December of bo th  years. Near the surface this freezing phase usually ends in 
February, but at a depth of approximately 6 m, the freezing period lasts one 
or two months longer. In early summer (June, July) a melting impulse can be 
observed, which penetrates almost instantaneously to a depth of some 5 m. 

To compare the calculated refreezing rates with the extensometer meas- 
urements, a field of strain rates (~) as a function of depth and time is plotted 
in Fig. 5. The extensometers do not extend to the same depth as the ther- 
mistors, but for comparison the y axes in Figs. 4 and 5 have been plotted to 
cover the same range. Within the permafrost  region, we observe a strongly 
correlated temporal  and spatial variation in the calculated refreezing rates 
and the measured strain rates. Extensions are measured during freezing and 
contractions during melting conditions. 

Refreezine rate 
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Fig. 4. Local internal refreezing rate as a function of depth and time as calculated 
from temperature gradients. 

4 C o n c l u s i o n s  

By estimating the effects of thermal  diffusion using the one-dimensional heat 
conduction equation the rate of freezing and thawing was calculated (Fig. 4). 
Apart from a small region where the temperatures  are affected by a man- 
made tunnel, an annually repeating pat tern of freezing and thawing can be 
observed (Fig. 4). This gives rise to internal heat product ion and annihilation. 
Even in permafrost  with a small ice content (some volume percent) changes 
in the permafrost  distribution are strongly a t tenuated by such latent heat 
production [15]. 
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Fig. 5. Strain rate as a function of depth and time. The extensometer positions are 
indicated by a star on the right side. 

In the winter months a freezing front slowly penetrates from the rock 
surface to the depth. On the other hand early summer melting advances 
very fast (Fig. 4). This melting impulse can be explained by the intrusion of 
snow melt water in the vertically-oriented dominant joint system. In the cold 
permafrost-rock material this water should immediately refreeze and result 
in a volume expansion (frost-wedging [9]). However, the strain measurements 
show the opposite, and the melting impulse results in a contraction in the 
bedrock (Fig. 5). 

In the permafrost zone, the calculated refreezing rates (Fig. 4) and the 
measured strain rates (Fig. 5) show a strongly correlated temporal  and spatial 
variation. Contraction rates were observed in melting regions and expansion 
rates at freezing locations. This is a clear indication of freeze-thaw processes 
in the permafrost rock walls. A similar thermo-mechanical behaviour was 
already observed at a construction site at Jungfraujoch [11]. We would ex- 
pect such a strain behaviour as a result of the volume expansion model [2]. 
However, the maximal freezing rate is at a location where the bedrock is 
approximately -1 .5°C cold (Figs. 3, 4). These rock temperatures  contradict 
the thermal requirements of the volume expansion model. 

The observed thermo-mechanical behaviour could also be a result of ice 
segregation processes in the rock wall [7]. The thermal requirements for this 
assumption are met. Nevertheless, it is not possible to prove such an assump- 
tion on the basis of our measurements. 

Although the presented temperature  and strain measurements clearly in- 
dicate freezing and thawing processes in a permafrost  rock wall, it is not 
possible to definitely identify the underlying processes. Of the two perma- 
frost weathering models frost-wedging and ice-segregation the latter seems 
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more likely to describe our observations. Further field investigations are ne- 
cessary to understand frost weathering processes in permafrost rock walls. In 
future investigations rock moisture measurements could help to detect water 
migration processes. 
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Soil Microstructure  and the  T h e r m o d y n a m i c  
Behav iour  of Permafrost  Affected Soils 
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Ottawa ON K1S 5B6 Canada 

Abstract .  The thermodynamic conditions within permafrost affected soils at tem- 
peratures below 0°C are such that there is continuing translocation of water in con- 
junction with the formation of ice and displacement of particles. The microstruc- 
ture of freezing soils is largely responsible for the thermodynamic properties within 
permafrost. Microstructure controls the free energy of soil water for a given water 
content and the dependence of unfrozen water content or temperature. The thermal 
properties, strength and deformation, transport phenomena and other characterist- 
ics of frozen ground at the macroscopic level are determined by these relationships. 

1 I n t r o d u c t i o n  

The thermodynamic conditions within frozen ground at temperatures just 
below 0 ° are such that  there is a continuing translocation of water in con- 
junction with ice formation and displacement of soil particles. Washburn 
[25], French [13] and White [26,27] put forward hypotheses to explain the 
upward and downward movement of soil particles (skeleton components and 
plasma) resulting from freezing and thawing. Cort@ [7] reported on separate 
experiments which involved cycles of freezing soil from the top or from the 
bottom up and then thawing from the top. He inferred from the grain size 
analysis of the soil samples that  during the freezing cycles, there was a tend- 
ency for the fine particles (<74#m) to migrate downward from the freezing 
plane and for the coarser grains to move up. Van Vliet-Lan5e's [23] review of 
frost effects summarised the major factors for soil structure in cold environ- 
ments, including ice lensing, frost heaving, soil solute concentration, degree 
of cryodessication and periglacial movements. Cryoturbation refers to pro- 
cesses which makes soil surfaces unstable. They are responsible for internal 
displacement and mixing of materials from different soil horizons. 

Platy structure (Van Vliet-LanSe, [23]; Gubin, [14]) is commonly asso- 
ciated with freeze-thaw processes and ice lens formation. Platy microstruc- 
ture represents isoband and banded fabric (Brewer and Pawluck, [3]; White, 
[26,27]; McMillan and Mitchell, [19]; Dumanski and St. Arnaud, [8]). Distinct 
fabric types e.g., Fox and Protz [12], Fox [10], Smith et al., [22] and White and 
Fox [29] for Turbic Cryosols have been related to the influence of cryogenic 
processes active in soils exposed to seasonal freezing and for soils affected 
by permafrost. A fundamental consequence of the thermodynamic relations 
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is the development of cryosuction - a state of lowered pressure in the water 
phase which is responsible for water movements leading to frost heave, as 
well as for consolidation effects and the development of particle aggregates. 

This paper compares cryogenic fabric types which have developed in re- 
sponse to prolonged periods of freezing (between 12 and 20 months) followed 
by shorter periods of thaw (two to three months) in a silt used in a large scale 
ground freezing experiment with fabrics which develop in small scale freeze- 
thaw experiments. These experiments have provided information on ther- 
modynamic consequences of freezing on macroproperties such as hydraulic 
and thermal properties. The observed reorganisation of soil fabric compon- 
ents have been analysed for the cumulative effects of particle aggregation on 
unfrozen water content and thermal and hydraulic properties. 
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Fig. 1. Longitudinal cross-section of ground freezing experiment 

2 M e t h o d s  a n d  M a t e r i a l s  

The Canada-France Pipeline Ground Freezing study (Williams et al., [35]) 
was carried out in the controlled environment facility of the Centre de G~o- 
morphologie, C.N.R.S., located in Caeni France. The totally enclosed, tem- 
perature controlled test facility was initially described by Burgess et al., [4] 
and after additional instrumentation, by Carleton University [6]. The refri- 
gerated hall is 18 m long by 8 m wide and 5 m high and equipped with a 1.8 m 
deep basin. The test basin was specially prepared to isolate the thermal and 
hydraulic regimes and to carefully control experimental conditions. An 18 m 
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long by 27 cm diameter uninsulated steel pipe was buried in initially unfrozen 
soil to a depth of 60 cm below surface, so that  it transected a frost-susceptible 
silt designated as MC (silt with low plasticity) by the Unified Soil Classifica- 
tion System and a non-frost-susceptible sand (Fig. 1). During freezing periods 
the air temperature was maintained at -0.75°C and pipe temperature at -2°C 
for the first cycle while the pipe temperature was maintained at -5°C for the 
subsequent three cycles of freezing. 

3 Soil Samples and Preparation 

After four cycles of freezing and thawing during which only part of the silt 
(Fig. 2) was frozen around the pipe and immediately adjacent to the pipe, 
29 samples (8.5cm x 6.5cm x 5) were taken for micromorphological analysis. 
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Fig. 2. Sampling locations and position of isotherms at the end of the fourth freeze 
cycle 

The samples were from five locations in a hand dug trench, in the centre 
of the silt section of the experiment. The sampling was carried out according 
to procedures outlined in Fox et al. [11] and every effort was taken to obtain 
all samples in an undisturbed condition (that is, to minimise damage to the 
samples such as stress cracks). 

Soil thin sections were prepared from the samples after they were impreg- 
nated with a polyester resin containing a fluorescent dye (Vvitex OB, Ciba- 
Geigy). The methodology for sample impregnation is widely documented by 
Fitzpatrick [9], Murphy [20] and Fox et al. [11]. Given the presence of an 
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identified swelling clay mineral smectite (White, [26]) which would lead to 
shrinkage cracks if air dried, soil water replacement was undertaken using 
acetone. 

3.1 Effects of  changes  in  soil  m i c r o s t r u c t u r e  

Soil micromorphology is the study of the arrangement of the soil constituents 
and associate pores in an undisturbed state of the soil at a part icular  time 
(Kubiena, [17]). Micromorphology of the thin sections was described following 
Brewer [2,3] and the glossary of micromorphological terminology by Howes 
and White [16]. Soil fabric descriptions were made for vertically oriented 
thin sections at 12 fold magnification. There is a tendency to regard a soil 
as simply a collection of mineral particles (grains) of easily defined sizes. 
The size distribution of these 'elementary particles' (to use a Russian term) 
leads, at least in engineering terminology, to the classification of a soil as a 
sand, silt or clay or some combination of these. It is also unders tood that  
the grain-size distribution largely determines the size of the pores, or, more 
precisely, the pore-size distribution. It is also fundamental,  at least to the soils 
engineer, that  when the particles are small, of clay size, they may be more 
or less densely packed, or consolidated (again, in engineering terminology).  
It is also known that  the presence of certain substances in small quanti ty 
may effectively cement particles together-a state of affairs which, confusingly, 
geologists describe as 'consolidated' (Williams, [34]). 

All this, however, is too simple a view, as pedologists have known for 
many years. In particular, elementary particles are often drawn together  into 
aggregates which, in some respects, become the largest 'particles'. This ag- 
gregation necessarily will be associated with a large modification of the pore 
system. Instead of a pore-size distribution following directly from the size 
distribution of the elementary particles and the closeness of their packing, 
there is a pore size distribution that  can be bimodal. There are then intra- 
aggregate pores and inter-aggregate pores. Within the two modes a range of 
pore sizes occurs (Williams, [34]). 

3.2 O p t i c a l  a n d  s c a n n i n g  e l e c t r o n  m i c r o s c o p e  o b s e r v a t i o n  o f  soil  
m i c r o m o r p h o l o g y  

The microstructure of soils has been studied for decades, especially for ag- 
ronomy and related topics. A widely used procedure is to impregnate a soil 
sample with resin such that  thin sections of the strengthened material  may be 
made. The thin sections can be examined with optical or electron microscopy. 
Examples of two soils which have never been frozen are shown in Plate  1 and 
Plate 3. The same soils after freezing and thawing are shown in Plate 2 and 
Plate 4. The microstructure of soils varies strikingly with their lithological 
nature. The same is true of soils exposed to freezing (Williams, [34]). 
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Pla t e  1. Microstructure of Tourville silt P l a t e  2. Microstructure of Moley Clay 
(unfrozen). The frame is 36 mm wide (unfrozen). The frame is 36 mm wide 

S : 

P l a t e  3. Microstructure of Tourville silt P l a t e  4. Microstructure of Moley Clay 
(after one freeze-thaw Cycle). The frame (after one freeze-thaw Cycle). The frame 
is 36 mm wide is 36 mm wide 

3.3 M i c r o s t r u c t u r e  o f  soils  e x p o s e d  t o  f r e e z i n g  

Effects of freezing on the microstructure  of a soil were investigated, using 
samples tha t  were taken after thawing, by Harris [15], Bunting [5], Van Vliet 
LanSe [23,24] and others. Until recently, however, the impor tance  of these 
effects for properties of the frozen soil had not been analysed in detail. I t  has 
long been evident tha t  freezing modifies geotechnical properties,  but  Pusch 
[21] appears  to be the first to have directly related microstructure  of a soil (as 
observed in a soil after thawing) to the unfrozen water  content. He observed 
(using an electron microscope) tha t  freezing of a remoulded clay (one in which 
the natural  s tructure was destroyed by stirring) resulted in aggregation of the 
clay particles. The unfrozen water content  was tess, in second and subsequent 
freezings, over a range of tempera ture ,  and this can be understood from the 
reduction of total  pore volume within the aggregates. The  inter-aggregate 
pores on the other hand were enlarged with accumulat ing ice (Williams, 
[34]). 

Over the last decade, Van Vliet LanSe [23,24] has shown how modifying 
the procedures allows not only the s tudy of the s t ructure  of newly-thawed 
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soils but  even of the structure of the soil while frozen. In the latter case, a 
sample taken in the frozen state is effectively freeze-dried and taking care 
to avoid disturbance, the impregnation with resin is carried out. The sample 
shown in Plate 5 is impregnated in this way and is actually free of real ice. 

The main difference between the newly-thawed soil and the frozen soil is 
that  on melting of the ice bodies larger than pore size, there is a closing of 
the space which they occupied as the excess water drains away. The sites of 
the ice segregations do not close completely (certainly not over a short t ime 
interval) and persist as discontinuities and elongated enlarged pores. The 
overall soil volume decreases, although as far as can be ascertained without 
any significant change in the intra-aggregate porosity during the thaw and 
consolidation. 

P la te  5. Microstructure of Tourville silt P l a t e  6. Microstructure of Tourville silt 
(after five freeze-thaw Cycle). The frame (after ten freeze-thaw Cycle). The frame 
is 36 mm wide is 36 mm wide 

The aggregates may themselves be formed, or enhanced, by the freezing 
process as noted (compare Plate 1 and Plate 3) and the intra-aggregate poros- 
ity may continue to change with further freeze-thaw cycles (White and Willi- 
ams [30]). Microstructurat changes occur progressively although less marked 
for each succeeding cycle (compare Plates 5 and 6). After about  ten cycles 
little change is seen in the microstructure.  However Russian workers have 
observed that  there can be breakdown of the elementary particles themselves 
over many cycles such that  there is a gradual change in grain size distribution 
(Yershov, [37]). 

Frequently there is a sorting of particles in the vicinity of ice accumula- 
tions with a closer packing of the particles towards the ice. The images, Plates 
7 and 8, were obtained by scanning electron microscopy and accordingly are 
distinct in appearance (as well as in scale) from those obtained using trans- 
mitted light and optical microscopy. The packing of the particles is clearly 
seen. 

When the Caen silt was saturated (that  is, the soil pore space was es- 
sentially filled with water), a layered structure developed tha t  did not dir- 
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P la t e  7. Scanning electron micrographs P la t e  8. Scanning electron micrographs 
of packing of particles adjacent to lense of silt and clay particles above planar 

pore 

ectly correspond to the location of the ice layers. At least, the sorted layers 
of particles appeared to be more frequent than the ice layers even though 
the latter were numerous. Distinct gross morphologies were observed in the 
samples taken from the frozen soil annulus surrounding the buried chilled 
pipeline. White  [26] Van Vliet-LanSe and Dupas [24], White  and Will iams 
[30-32], and Williams [33] noted that  the soil s t ructure was altered directly in 
response to cryogenic and freezing-induced consolidation processes, and tha t  
the new cryogenic structures were essentially maintained through subsequent 
freeze-thaw cycles. White  and Williams [31] fur thermore showed progressive, 
less abrupt  changes in soil aggregation and porosity (including the develop- 
ment of new pore shapes) as a function of the number  of freeze-thaw cycles. 
They also showed tha t  similar types of soil s t ructure developed within a range 
of frost susceptible soils compacted to two dry densities. 

P l a t e  9. Granodic-porphyroskelic mor- P la te  10. Fragmic morphology in Caen 
phology of unfrozen Caen silt. The frame silt (after one freeze-thaw cycle). The 
is 12 mm wide frame is 12 mm wide 
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P la te  11. Fragmic morphology in Caen P la t e  12. Fragmic morphology in Caen 
silt (after two freeze-thaw cycle). The silt (after four freeze-thaw cycle). The 
frame is 12 mm wide frame is 12 mm wide 

Two dominant morphologies were observed to have developed in the zone 
around and immediately adjacent to the buried chilled pipeline. Fragmic 
and fragmoidic fabrics developed from a granoidic- porphyroskelic intergrade 
(Plate 9) which has been created through compaction. Plate 10 shows the 
material after being subjected to only one cycle of freezing (to a temperat-  
ure o f -2°C)  and thawing. The fragmic fabric designates morphology hav- 
ing compacted aggregates separated by planar pores. Further freeze-thaw 
cycles (Plate 11, after two cycles, and Pla te  12 after four cycles) resulted in 
the development of a second distinct soil fabric. The fragmic fabric was ob- 
served to change to a fragmoidic fabric after exposure to an additional two to 
three freeze-thaw cycles. The fragmoidic fabric was characterised by planar 
pores and coalesced, often elongated soil units. These elongated pores (planar 
pores) develop at sites where ice segregation had taken place. Particle aggreg- 
ation which occurs between planar pores is also observed to be modified in 
successive cycles. The progressive nature of the microstructure modifications 
with successive freeze-thaw cycles is of part icular  interest. Scanning Elec- 
tron Microscope (SEM) observations of a planar pore created by an ice lens 
(Plate 8) shows that  a well-defined zone of compaction developed along the 
upper boundary of the pore. Interparticle porosity within the 300m thick 
zone of compaction is much lower than that  in the zone above. Ice segrega- 
tion through its expansive pressure and water cryosuction are responsible for 
microcompaction and particle reorientation required to create planar pores. 
Maximum planar pore widths (up to 70m) were observed in the fragmic fabric 
which developed after exposure to one freeze-thaw cycle (White and Willi- 
ams, [30]). Planar pore widths were observed to increase to a maximum of 
200 m in the fragmoidic fabric which developed after exposure to subsequent 
freeze-thaw cycles. 

The microstructural  changes are, therefore, related to  the thermodynam- 
ically imposed, effective stress which develops within freezing soil (differences 
of pressure between the phases, Williams and Smith, [35], Williams, [35]). Yer- 
shov [37] explains that  they are responsible, too for the development of fis- 
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sures and other macroscopic discontinuities larger than the structures shown 
in the figures but small enough to be often overlooked when considering the 
mechanical and hydraulic properties (White and Williams, [31]; Williams, 
[34]). 

3.4 I m p l i c a t i o n s  o f  m i c r o s t r u c t u r a l  a l t e r a t i o n  o f  so i l  s t r u c t u r e  
on  h y d r a u l i c  a n d  t h e r m a l  p r o p e r t i e s  

The special properties of soils at fi'eezing temperatures  arise because of the 
particular nature of the freezing and thawing process within a fine porous 
system (Williams and Smith, [36]). Most fundamental  is the modification of 
the freezing point of the water. Because of capillarity and mineral surface ad- 
sorption forces, significant amount of the water in fine-grained soils remains 
unfrozen at temperatures down to several degrees below 0C. In thermody-  
namic terms the free energy of water in the soil is modified - a fact well-known 
in soils science and the unfrozen water contents (Fig. 3) are dependent  on li- 
thology and grain and pore size composition of the soil (Williams and Smith, 
[36]). 

3.5 C h a n g e s  o f  w a t e r  c o n t e n t  

There is no doubt tha t  a layer of some molecules thickness and more of water 
molecules adsorbed on mineral surfaces undergoes modifications of properties,  
as well as a lowering of freezing "point".  Water remaining unfrozen below - 
1°C is essentially within this layer (Williams, [34]). Measurements of surface 
area of the particles can be used to predict unfrozen water content (Anderson 
and Tice, [1]). 

The development of new fabric morphology as a function of freeze-thaw 
cycles and in particular the reorganisation of soil particles through aggrega- 
tion has a profound influence on water contents (Fig. 4) both the total  water 
content at +10°C and the unfrozen water content at -2°C. Decreases in pore 
volume within aggregates has decreased the amount  of unfrozen water from 
one freezing to the next. At a depth of 20 cm below the buried chilled pipe 
the Time Domain Refiectrometry (TDR) volumetric unfrozen water  content 
of Caen silt at -2°C was observed to decrease from 15% after one cycle of 
freeze-thaw to 12% after a third freeze cycle. Also of interest is the decrease 
that  took place in the thawed (and drained moisture content, 45% prior to 
the onset of the first freeze cycle became 36% prior to the second freeze cycle 
and finally, 32% prior to the third freeze cycle. 

Alternation of the soil microstructure, in particular the geometry and 
size of the pore spaces has also had, it would appear, a profound impact on 
the amount of water and its chemical potential  (free energy, J, per g) held 
by capillarity and adsorption at temperatures  as low as -2°C. A reduction 
in volume of these soil pores which act as capillaries, due to aggregation, 
and the creation of larger planar pores has resulted in a net reduction in the 
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Fig. 3. Unfrozen water contents of saturated soils as a function of temperature 

amount of water tha t  Caen silt held prior to the onset of the next freeze-thaw 
cycle. The tiny pores within aggregates hold only a small volume of unfrozen 
water, present because of surface adsorption effects. 

3.6 E f f ec t s  o f  m i c r o m o r p h o l o g y  o n  t h e r m o d y n a m i c  b e h a v i o u r  o f  
p e r m a f r o s t  a f fec ted :  soil  

The depth of the active layer overlying permafrost  and indeed, the exact 
distribution and extent of permafrost, depends on the thermal  conductivity 
and thermal capacity of the soil, which are highly dependent on the relation- 
ships illustrated in Figs. 3 and 4. The thermal capacity of the freezing soil 
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Fig. 4. Unfrozen water contents of Caen silt as a function of temperature and 
number of freeze-thaw cycles [6] 

is primarily due to the latent heat of fusion, exchanged as the proportions 
of water and ice change with changing temperature.  Fig. 5 shows the posi- 
tion of the 0°C isotherm at Day 100 of the ground freezing experiment for 
the second, third and fourth freeze cycles in the silt adjacent to the buried 
chilled pipe. The figure shows that  the depth of frost penetrat ion from cycles 
two through four has increased. From this it may be inferred that  the silt's 
thermal diffusivity has increased, thus giving faster penetrat ion of the 0°C 
isotherm. The thermal conductivity increases from one cycle to the next in 
response to consolidation of the silt and intense ice segregation (ice has higher 
conductivity that  water). Probably more important  though, is the decrease 
in total moisture content and thus in the heat of fusion, giving smaller heat 
capacity. 

3 .7  So i l  m i c r o s t r u c t u r e  as  a c o n t r o l l i n g  f a c t o r  o f  c h a n g e s  in  
e n v i r o n m n e t a l  c o n d i t i o n s  

The observations confirm what is intuitively reasonable. The soil microstruc- 
ture, because it controls the fundamental  thermodynamic behaviour of a 
freezing soil, and thus the soil's physical and geotechnical properties (dens- 
ity, frost heave, thermal properties etc.), controls the development of specific 
geocryological features. Depth of active layer, extent of permafrost,  creep and 
solifluction and the forms of pat terned ground are the soil's response to ex- 
ternal conditions. The precise nature  of the response is determined by the 
soil microstructure. 

If the external conditions change for example, a change of climate, the 
release of a contaminant,  or the construction of a pipeline then soil micro- 



E 
U 

¢DL 

o 

Pipe 

o 

- 2 0  

- 4 0  

- 6 0  

- 8 0  

- 1 0 0  

12o 

- 1 4 0  
o 

530 T.L. White 

i 1 ~ , , 

0.5 1 1.5 2 

Distance ~rom Pipe A x i s  (m) 

Fig. 5. Position of 0°C isotherm in Caen silt, Day 100 of 2nd, 3rd and 4th freeze 
cycles [6] 

structural changes are to be expected (White and Williams, [32], White and 
Coutard,  [28]). The modified microstructure will dictate the course of sub- 
sequent (macroscopic) changes in ground form and conditions. Thus the mi- 
crostructure of freezing soils in both the product  of the environmental con- 
ditions and also definitive for the future changes in ground conditions. 

Geotechnical engineering in the cold regions largely consists of devising 
countermeasures to adverse conditions which develop over time. Thus for ex- 
ample building foundations must be designed so that  thawing of the ground 
(as a result of the construction) does not cause damage. In problems of ground 
contamination the geotechnical engineer must prevent a harmful spreading of 
the contaminant. In both situations, the appropriate  geotechnical response is 
dependent on predicting what may occur with the passage of time. Such pre- 
diction is only possible if the various geotechnical properties are understood 
and definable with sufficient precision. 

4 C o n c l u s i o n s  

Soil microstructure determines thermal and hydraulic properties of freezing 
soils. Experiments in a controlled environmental facility demonstrate this 
and also show the effects of both large and small scale freeze-thaw cycling 
experiments in modifying the microstructure.  

The development of characteristic features such as hummocks and pat- 
terned ground in periglacial terrain are thus ultimately to be traced back 
to the microstructure of the specific materials and the properties of the soil 
which result. The behaviour of geotechnically engineered ground is to be 
similarly understood. 
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Heat Transfer in Heat Storage Arrangements 
Under Melting 

V l a d i m i r  A.  A l e x e e v  

Scientific and Research Institute of Precision Instruments, Yurlovsky proezd.6.1, 
Moscow 127490 Russia 

Abs t rac t .  Heat storage arrangements (HSA) are devices containing a medium, 
which for appropriately prescribed outside energy source, may experience phase 
change processes and alternate between liquid and solid states. We present compu- 
tational results that were obtained for HSAs of realistic form and size. The math- 
ematical description of the model is given for two-dimensional heat conduction 
incorporating possible phase changes, when either melting or freezing occur. The 
numerical results are compared with the corresponding experiments for HSAs of 
different size and form. On the basis of the two-dimensional analysis it was then 
possible to construct a one-dimensional model with equivalent parameters and pro- 
ducing equivalent results. The investigation suggests to use the model for the design 
of energy-saving-heat-storage-battery systems. 

1 I n t r o d u c t i o n  

Our interest in the solution of melting processes in solid bodies confined to 
vessels is founded on the actuality of the problem to store heat, in industry 
and transportat ion in particular, and in many instances of modern life in gen- 
eral. As a rule, such solutions are obtained by solving a Stefan problem [1]. 
At early stages of the 'development one-dimensionM problems were usually 
studied. Later, when designs of the operating elements, such as heat-storage 
batteries, became complicated, it was necessary to solve a multi-dimensional 
Stefan problem. This allows to closely analyse the principal physical factors, 
especially e. g. the dimension and form of the arrangements and their influ- 
ence on the thermal parameters and the heat transfer performance. 

One of the most practical approaches to the solution of such a difficult 
problem of phase transition is the so-called enthalpy method, [2]. In this 
paper an equivalence is established between the solutions of a solid-liquid 
phase-transition problem with moving interface as obtained with the enthalpy 
method and the classical energy conservation equation. The enthalpy method 
was then used with its finite difference representation to solve the freezing 
problem of a liquid in a cubic box, however without taking account of the 
thermal processes of the container itself. 

We are in this paper interested in two main problems. In the first, a 
modified enthalpy model is employed to calculate for a rectangular cell of a 
heat-storage battery the thermal processes including the phase transition in 
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the medium [3]. Besides the phase-transition processes in the medium the 
model accounts for the heat contained in the wall, and rips of the cell. The  
second problem deals with an elaborate heat analysis of energy accumula- 
tion in a complex construction [4]. We remark  that  in [3, 4] the influence 
of the dimension of the body was not studied and neither were the thermal  
conditions of the entire arrangement as a whole. We make in this paper an 
a t tempt  to discuss these questions. For that  purpose we suggest to apply 
the finite volume balance to the enthalpy method and to state and solve the 
two-dimensional heat-transfer problem in a body subject to phase-transition 
processes, [2]. 

The advantage of the finite volume-balance technique is tha t  it allows 
to write down at once the finite difference equations for the elemental cells, 
thus circumventing the strong local form of the equations yielding differential 
equations and complicated boundary conditions. 

In what follows, the co-ordinates of the cells are fixed; when the tem- 
perature in any element reaches the phase-change temperature,  the enthalpy 
method will be applied in this cell and the analysis proceeded with its use. 

2 S ta tement  of the P rob lem  

Consider a heat-storage arrangement (HSA) such as displayed in Fig. 1. It  
consists of a lightly shaded metallic frame within which the body experiencing 
phase-transition is lcoated. From the outside, i. e. at the upper wall in Fig. 1 
(dark shading) an energy source (ES) influences the arrangement,  usually 
preriodically in time and provoking the melting process of the solid body. 

A 

Fig. 1. Model of heat  storage arrangement (HSA) with energy source (ES) at the 
upper edge. I, II and III denote, respectively, the energy source ES, frame of HSA 
and the operating medium of the HSA 

This arrangement with the working medium inside is divided into ele- 
mentary  geometrical cells (volumes) with co-ordinates labeled by i, j .  In the 
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limit as the number of these cells becomes large the variation of the tem- 
perature within such a cell becomes linear• Plane processes will be assumed, 
i. e., while the arrangement may have an extent perpendicular to the plane 
of Fig. 1 isothermal conditions are assumed to prevail in tha t  direction. For 
simplicity we will also impose isothermal conditions in the transverse direc- 
tion of the plane. X, Y, Z being Cartesian co-ordinates with the origin in the 
upper left corner of the arrangement, all quantities are then independent of 
Y and Z. So the device including the ES will be divided into cell elements 
only in the X-direction. The temperature  for each cell as a function of time 
will be calculated by using a finite difference representation of the energy 
balance equation. Viscous effects were incorporated according to Newtonian 
behaviour and for heat conduction Fouriers law was used. For cells attaining 
the melting temperature  the rate of internal energy is not given by the spe- 
cific heat of the mass within the cell and the rate of temperature,  but  by the 
product  of the cell mass and the latent heat of fusion• 

The equations of balance of energy for the individual elementary cells are: 
(1) for ES-cells 

C E s  A T E S  ,=1 ~ a E S  " ( T E ~  - TES)lg=2div~ • AT divm --~ r i= ld iv rn  ~ 1,i-1 

+(TES ES 1# " (Ti+ I - T E S ) I i = l  d i v ( m - - 1 )  

1 . ( T H S A  ES  -t . . j~ - Ti )Ij=l,~=ldivm 1 A Y  i 
~S--nSA.  + 2. sES-HSX~I 

_t_OlxES E S -  HSA . S ; i  . ( T ~ - T E S ) [ i = I  ES ES div ~ + ay ,  .S~,  • (T ,  - T E s )  1i=1 div m,(1) 

in which i = 1, 2, ..., m is the number of elementary cells ES (which coincides 
with the number of elementary cells of the HSA along the X-axis); ATfi  s = 
A T  E s ' k + l  - A T i  ES'k is the temperature  difference at consecutive t ime steps, 
indicated by the label k, which is not shown on the right-hand side of (1); Ts 
is the tempeature  of the environment. The remaining symbols are explained 
in the list of "Nomenclature".  (2) for interior cells of the HSA, when the 
temperature  is higher or lower than the temperature  of the phase transition 
Tcr (Tcr < Tj/, or T j / <  Tcr), 

A T H S A I  
(-~HSA --"~ j i  I ~j~ ~ p=l  di,,,,#=l d~v., = A ( T [  s . . . s A , ,  • -- l j i  }[j=l, i=l divm 

~ s A  ~SA  r I T H S A  HSA - - T ~  ) [ ~ - - - i d ~ , i = 2 d i ~ , ~  

_[_~{,NHSA ,-pHSA~ HSA HSA 
~ ' j + l , i - - ~ j i  / [ j = l d i v ( n - 1 ) , i = l d l v m q - g ( T j , i + l - - T j i  ) [ j= ld ivn , i= ld iv (m-1)  

+ . ~ ( T s  T HSA~' j i  )lj=l divn;i=l,n, (2) -- j i  ) l j=n , i= ld ivm + G(Ts - T HSA~' 
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where 

A =  1 AYj HSA 

E S - H S A  q- SxHiiSA )~HSA (r2i 2 • • • 

2 S  HSA 
C ~ Y~ 

HSA z ~ x f S A  A X i -  1 
,~HSA -]- )~3H.iSA 

j,i--1 "" 

E = 2sHSA 

A33HSA A ~ H S A  ' 
"~"a~i+ 1 

AHSA + ~HSA 
" ' j , i + l  
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1 + 
ozHSA . s H S A  _u ~ H S A  

xi ~ ° k j i  
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6 =  

1 , ]3 = 2sHSA 

Z~yfSA 

? = 

,4yjH_S1A A y j  HSA ' 

AHSA ~- AHSA 
j - - l , i  

2sHSA 
z~y jHSA A v H S A  

~--aa j +  1 
A2H.iSA -]- ~HS----------X- 

• ' j + l , i  

1 z~X HSA 

o HSA SyHiSA j_ ~ H S A  "~- H S A .  ~ H S A  yi " T ~'kji 2 • S~i 

and where ATj  HsA = ATj  H s A ' k + l -  ATj  HsA'k. The quantities ,4 to C are 
only introduced to make the formula less unwieldy. 

If in an interior elementary cell with j = 2 div(n - 1); i = 2 div(m - 1) 
the temperature  T reaches the melding temperature  Tcr, Tij = Tcr, then the 
left hand side in (2) is replaced by 

A Maj . r~ 
A T  =2div(n-1) , i=2div(m-1) ,  (3) 

where A M t j i / A T  is the mass melted within the elementary cell per unit t ime 
and r is the latent heat, both of the material contained in the cell i j .  On the 
total  mass AMj i  of the cell is conserved and given by 

A M j i  = p j i A x A y A z .  (4) 

Once all solid mass has melted the calculation within the cell proceeds by 
using as left-hand side of (2) again the expression 

A T H S A  
c H S A - - ~ 9 ~  
vj~ A T  

where C takes now values of the liquid phase. The same procedure also applies 
for solidification in the reverse way. 

By solving the above (1) and (2) forward in time subject to prescribed 
temperature  of the frame (Ts) the temperature  and /o r  the solid/fluid masses 
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of each elementary cell could be computed. This then yields the tempera ture  
field within the HSA and the motion of the solid/liquid phase-interface from 
initiation to any subsequent time. 

To estimate the reliability of the code for two-dimensional problems, the 
numerical results were compared with exact solutions of the Stefan problem 
and experimental results of a two dimensional HSA. Its design consists of an 
arrangement of L-shaped profiles with frames made out of aluminium alloy 
and having wall thickness of 0.001 mm; the butt-end surfaces along the Z- 
axis could be opened for filling the device with the working body. The energy 
source at the boundary was implemented by adhering a substrate of polycor 
to the external frame of the HSA, on the surface of which nickel-chromium 
resistive layers were evaporated. A form stable composite material,  consisting 
of paraffine and a silicon binder component (to eliminate free convection 
in the melted phase) was used as working medium. Free convection in the 
melted phase never arose. The results obtained from the measurements and 
the calculations were in satisfactory agreement, providing confidence in the 
proposed mathematical  model. 

3 Significance of the Shape and Dimension of the HSA 

To test the influence of the shape and dimension of the HSA on its thermal  
performance we consider arrangements of rectangular shape but  different as- 
pect ratios (from squares to elongated rectangles). Adopting the above math-  
ematical model we are interested in the speed of melting of the material. The  
results then gave rise to analyses of further heat transfer processes involving 
melting and freezing. 

No Ida a, h, z, V, S, q, 
mm mm mm mm 3 mm 2 W / m  2 

~P / ]  1 0,81'0 11,2108,910 100 10000 4000 1750 
2 100 9968 40201741 

U i 3 0,6 13 7,7 100 100104140 t691 
h 4 0,4 16 6,3 100 10080 4460 1570 

a 5 0,2 22 4,5 100 9900 5300 1321 

Fig. 2. The parameters of the heat storage arrangements 

Fig. 2 lists the geometric data  of the rectangular cells used in the study; 
they list aspect ratios from 1 to 0.2 and size parameters expressing volume 
and surface area. The figure also lists the specific energy source in W m  -2. 
The cell frame is made out of aluminium alloy, the working body is paraffin. 
Calculations were made for constant heat flow from the top surface of the 
cell with the amounts also given in Fig. 2, and computations were performed 
by dividing the HSA into 81 cubic cells. 

Fig. 3 illustrates how the solid-liquid interface propagates in time; it shows 
the position of the phase boundary at consecutive times after onset. Fig. 4 
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Fig .  3. Position of the interface between the solid and liquid phases at  the indicated 
times after exposing the cell with an energy source of P = 7W for h/a  = 1 
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F ig .  4. Frame temperature  and mass rat io for q = 1500 W m  -2 

Fig.  5 shows how the  phase  b o u n d a r y  in t he  midd l e  of  the  s p e c i m e n  
moves  in t ime  from above  and  be low a n d  when  t h e y  meet ;  th is  m o t i o n  is 
u n s y m m e t r i c  ( the  curves in F ig .  5 in t e r sec t  b e l o w  the  midd le )  b e c a u s e  of 
the  t e m p e r a t u r e  va r i a t i on  a long the  me ta l l i c  f r ame  due  to  t h e  one - s ided  h e a t  
i npu t  f rom above.  

Freez ing  be ing  genera l ly  a c c o m p a n i e d  w i t h  c o n t r a c t i o n  the re  may,  in a 
H S A  cell af ter  sol idif icat ion,  resu l t  a g a p  b e t w e e n  the  u p p e r  b o u n d a r y  of  t he  
working  m a t e r i a l  and  the  wall  p rov id ing  the  hea t  f rom the  ES. Such gaps  
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~cz, mm 
0 
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3 

4 
20 40 60 80 100 120 z, sec 

Fig. 5. Positions (z-coordinate) of the interfaces in the middle of the HSA-cell as 
they evolve in time from the lower to the upper boundary for q = 1500 Wm -2 and 
h/a -- 0.2 

affect the performance of the HSA. If such a gap has formed and the ES is 
switched on a very strong overheating of the frame will occur at that  place 
altering the onsetting melting process. The results of such a configuration are 
summarized in Fig. 6. It shows the time evolution of the frame temperature 
Tfr and the mass ratio M without (curves labeled 1) and with (curves labeled 
2) the gap. The difference indicates tha t  this effect must be taken into account 
when designing HSAs. 

Tfr,°C; ~M 

0 40 80 120 160 'r, sec 

Fig. 6. Change of the frame temperature and the relative mass of the working 
media in case of the gap presence between them; P = 6 W, 1 - without the gap, 2 
- with the gap 

4 C o n v e r s i o n  to  a H S A - E q u i v a l e n t  O n e - D i m e n s i o n a l  
M o d e l  

Scrutiny of the numerical solutions has led us to propose an approximate 
computational method that  is suitable for engineering purposes. If the tem- 
perature variations along the frame and the shrinkage due to solidification 
are ignored, then for approximate calculation of the influence of the size and 
form of the HSA on the heat transfer may be performed by replacing the 
real devices with complicated form by one-dimensionM models with equi- 
valent parameters. This "mapping" from the real arrangement to its o n e -  
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dimensional replacement requires that  the following quantities remain un- 
changed: 

• q¢ heat flow from the ES, 
• M z  total mass of the working body in the HSA, 
• Cf~ heat capacity of the frame, 
• Sf~ total area of the frame of the HSA in contact with the working body. 

We then can write 

P 

ME 
4 - . p '  (6) 

se = ss , - -  (7) 
pfrSfr"  

The simplified one-dimensinal arrangement is shown in Fig. 7, and analytical 
solution for the heat transfer and the evolution of the phase interface are 
published e. g. in [1, 2]. 

e ( 

Fig. 7. An equivalent heat model of the arrangement 

Below we show that  the suggested approximate calculation of the heat  
conduction with phase changes is reliable. To this end a series of computa- 
tions was carried out for the cubic cell model with different geometric char- 
acteristics as described above, and the results of these were compared with 
results from the equivalent one-dimensionM model. The  results are summar- 
ized in Figs. 8 and 9. These figures show the time evolution of the mass 
ratio M (of the melted mass relative to the total  mass) for the aspect ratios 
h /a  = 0.2(0.2)1 and for p - 7W and q = 1500Wm -2, respectively. The 
solid and dotted curves are valid for the two- and one-dimensionM model, 
respectively. 
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F ig .  8. Variation of the relative melted mass with time, when P = 7 W is constant  
and for the two-dimensional (solid) and one-dimensional (dashed) computa t ion  for 
the aspect ratios as indicated 
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F ig .  9. Same as Fig. 8 but  now for constant  q = 1500Wm -2 

T h e  g r aphs  of  these  two figures disclose t h a t  t he  speed  of  the  work ing  
body,  i. e., t he  me l t ing  r a t e  ¢M is c o n s t a n t  for a r e a s o n a b l y  long t i m e  a n d  
begins  to increase  on ly  in the  f inal  p a r t  of  the  p rocess  when  the  effects of  t h e  
f inite size and  form become  more  s ignif icant .  Th i s  inf luence is m a x i m u m  for 
the  q u a d r a t i c  cell (h/a = 1) and  is ve ry  low for smal l  a spec t  r a t io s  (h/a <_ 
0.2), so t h a t  t he  one -d imens iona l  equ iva len t  m o d e l  m a y  b e  used  in th i s  case.  

A n  average  t e m p e r a t u r e  of the  f rame,  T/v,  when  h/a < 0.2 can be  t a k e n  
to  be  quas i s t a t iona ry ,  i n d e p e n d e n t  of  the  p o s i t i o n  of  t he  phase  in terface;  i t  
m a y  be  ca l cu l a t ed  as follows: 

Pl 
Tj:r = Ts + - -  ~M. (8) 

A • Sir 

I n  all o the r  cases,  i. e. when h/a > 0.2 the  two d i m e n s i o n a t i t y  of t he  s y s t e m  
mus t  be  accoun ted  for. 

5 C o n c l u s i o n s  

The  f indings of  th is  s t u d y  m a y  be  s u m m a r i z e d  as follows: 
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• We presented a finite volume discretization of the heat  conduction prob- 
lem in heat  storage devices in which the working body may  suffer a t rans-  
ition from its solid and fluid phases. The phase transit ion of melting and 
freezing is accomplished by sett ing the HSA in the proper  thermal  envir- 
onment and providing a heat input  from the outside via an energy source. 
The enthalpy method was used to determine the phase  interface. 

• The equations were solved for a working material  placed within a metallic 
capacity of rectangular  form. Various geometries (aspect ratios) and sizes 
of these cubic cells were subjected to external ESs. I t  was shown tha t  bo th  
the form and the size affect the heat  transfer process. 

• I t  was shown tha t  for cells with aspect  ratios h / a  < 0.2 an equivalent 
one-dimensional problem could be formulated with parameters  deduce- 
able from the two-dimensional arrangement ,  of which the  result, i. e. 
the melting/freezing rates were in sufficient coincidence with the two- 
dimensional results. 

N o m e n c l a t u r e  

C: Heat  capacity of an elementary cell t ime 
T: Tempera ture  
P:  Dissipative power 
~r: Heat transfer coefficient between interior cells and interior cells and 

the surrounding 
S: Surface area 
)~: Coefficient of heat conduction of a cell of the working medium 
c~: radiation coefficient in the surroundings of the boundary  cells of the HSA 
r: Latent heat  of phase t ransformat ion of the working medium 
M: Mass of the working medium 
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Abs t r ac t .  In order to clarify the growth of ice crystals in a solution of silane 
coupling agents (SCAs), a fundamental and microscale analysis has been conduc- 
ted. We investigated the growth patterns of the ice crystals experimentally using 
an optical microscope. It  was found that  some SCAs that particularly have three 
hydrophilic groups in a molecule prevent the ice crystals from growing towards the 
a-axis direction. We also investigated the ice crystal surface using a Scanning Tun- 
neling Microscope (STM) in order to determine the influence of SCA molecules on 
the microscale surface structure. Systematic grooves on the ice crystal surface were 
observed. This indicates that SCA molecules are adsorbed to the ice crystal surface 
preventing further crystM growth and recrystallization. Furthermore, we investig- 
ated ethylene glycol and polyvinyl alcohol in the same way. A specific microscale 
pattern on the ice crystal surface could not be found. 

1 Introduction 

Ice s lurry is a promising working fluid for low tempera tu re  energy storage 
and t ranspor ta t ion  systems due to its flowability and large cooling capacity. 
Compared to conventional systems utilizing sensible heat,  ice slurry systems 
will have a lower mass flow rate, reducing the system dimensions. In order to 
obtain good storage and t ranspor ta t ion  characteristics of the ice slurry, the ice 
creation process for optimizing the shape and size of the crystals is essential. 
Furthermore,  methods  for preventing ice from recrystall ization during long 
te rm storage and long distance t ranspor ta t ion  should be developed. 

Grandum et al. [1,2] have proposed a method for making ice slurry res- 
istant to recrystallization by the use of Antifreeze Proteins (AFP).  These are 
found in fish living in the Antarctic Ocean and have an ability to depress the 
freezing point of their blood in a noncolligative manner  [3]. They  showed tha t  
type 1 AFP, which is a long single a-helical molecule, is an effective addit ive 
in ice slurry systems with respect  to the characteristics of thermal  s torage 
and flowability. However, AFP  solutions have not been utilized for ice storage 
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systems commercially yet, mainly because AFP is relatively expensive itself 
and is easily affected by bacteria degradation. Therefore ice slurry systems 
utilizing substances which are cost-effective and are not easily affected by 
bacteria should be developed. 

We focused on a silane coupling agent (SCA) as a substitute additive due 
to the similarity in molecular structure between SCA and AFP. The forma- 
tion pat tern of the ice crystals in SCA solutions was examined. Furthermore,  
the microscale structure of the ice crystal surface was analyzed by a Scanning 
Tunneling Microscope (STM) in order to determine the influence of SCA mo- 
lecules on the microscale surface structure. Other  additives such as ethylene 
glycol and polyvinyl alcohol were investigated in the same way. 

2 S i l a n e  C o u p l i n g  A g e n t  ( S C A )  

SCA is a silicone monomer which has a good affinity for solvents. In Fig. la,  
OR is a hydrolyzable group making a bond with inorganic materials like 
glass and carbon after hydrolysis, while X is a functional group which reacts 
on organic materials. Therefore, SCA has the ability to connect chemically 
an organic material to an inorganic material. In water, SCA forms silanol 
(Si(OH)) as a result of the hydrolysis process. Consequently, one SCA mo- 
lecule has three hydrophilic groups and one hydrophobic group, when the 
number of OR, n, is equal to 3. As time goes on, long chained molecules are 
generated after H20 molecules are released, because silanols are unstable. 
Fig. lb shows the schematic figure of a long chained SCA molecule adsorbed 
to the surface of an ice crystal. The distance between adjacent hydrophilic 
groups in a long chained SCA molecule is 0.30nm. Therefore, the SCA mo- 
lecule will be adsorbed to a particular ice crystal plane where the distance 
between adjacent oxygen atoms is equal to a multiple of 0.30nm. When the 
SCA molecules are adsorbed to the ice crystal surface as shown in Fig. lb,  
the hydrophobic groups will be faced outwards. The adsorbed SCA molecules 
will then inhibit the crystal growth and recrystallization. 

3 C r y s t a l  S h a p e  o f  I c e  M a d e  f r o m  S C A  S o l u t i o n s  

3.1 E x p e r i m e n t a l  p r o c e d u r e  

The free growth of ice crystals in a supercooled solution of SCA was observed 
using the experimental apparatus as shown in Fig. 2. In order to minimize 
the temperature  gradient inside the solution, the experimental apparatus was 
set in a cold room (0°C). The SCA solution was exposed to a cold surface, 
cooled by an ethanol flow. The sotution tempera ture  was controlled by the 
ethanol flow and was recorded by a thermistor.  Observations were made by 
an optical microscope connected to a camera. Crystal growth was initiated 
by inserting a seed ice crystal when a desired steady state supercooling was 
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OR : Hydrolyzable group 
CH30-, C2H50-, CH3OC2H40-, etc. 

X : Functional group 
Vinyl, Epoxy, Amino, Mercapto, etc. 

Hydrolysis (n=3) 
X-Si(OR)3 + 3H20 --~ X-Si(OH)3 + 3ROH 
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Fig. 1. The properties of SCA. (a) Structural formula of SCA and its hydrolysis 
process. (b) Model of SCA molecules adsorbed to an ice crystal surface 

established. Experiments were performed at different degrees of supercooling 
and different solution concentrations. 

3.2 Expe r imen ta l  resul t s  and  discussion 

Needle type ice crystals were observed as shown in Fig. 3 for a 2mg/ml 
solution of Vinyltriethoxysilane (VTES), which is one of the SCAs. Since the 
cross section of the needle type crystM had several edges, though it cannot 
be recognized from Fig. 2, the growing direction would be parallel to the 
c-axis direction. Each crystal grew independently without joining together. 
From the observations when varying the VTES concentration, the needle type 
crystals were observed between 2mg/ml and 10mg/ml, indicating that there 
is no gradual change in the growth pattern within this concentration range. 
For a 5mg/ml solution, the needle type crystals kept their shape when the 
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Cold room 0% 

Camera 

I I Optical microscope 

Solution - 
Glass plate \ Insulator 

\ / Thermistor 

Cooled ethanol flow -4 - 
\ I  / 0 Light source 

Fig. 2. Experimental apparatus for observation of crystal shape 

temperature in the solution was between -0.4"C and O.O°C, while the typical 
dendritic crystals were initiated below -0.4"C. Based on the assumption that 
SCA molecules are adsorbed to a specific crystallographic plane like AFP 
molecules do [2], this observation indicates that it would take some time for 
SCA molecules to  align on the specific plane. When the degree of supercooling 
exceeds the critical value, the speed of addition of water molecules to the ice 
crystal surface will be faster than that of the systematic adsorption of SCA 
molecules. That is, SCA molecules are no longer effective for preventing the 
crystal growth and recrystallization. In the case of the 5mg/ml SCA solution, 
-0.4OC is the critical temperature. 

Fig. 3. Needle type crystal growth in a 2mg/ml VTES solution 
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Table 1 shows the results from the examination of the shape of ice crystals 
made from five SCA solutions each with different molecular structure. The 
needle type crystals were observed for VTES, 3-glycidoxypropyltriethoxy- 
silane (3-GPTES), and 3-methacryloxypropyltriethoxysilane (3-MPTES) solu- 
tions which have three hydrophilic groups in a molecule. On the other hand, 
the dendritic crystals were observed for 3-glycidoxypropylmethyldiethoxy- 
silane (3-GPMDES) and 3-aminopropyltriethoxysilane (3-APTES) solutions. 
Neither 3-GPMDES nor 3-APTES can form long chained molecules, because 
the former has only two hydrophilic groups and the latter is stable by the 
existence of an amino group. Therefore, long chained SCA molecules must 
be generated in order to be adsorbed to the ice crystal surface and to inhibit 
the ice crystal growth and recrystallization. 

Table 1. Ice crystal growth patterns in SCA solutions 

Chemical Structural formula Functional Number of Ice crystal 
name group hydrolyzable growth 

groups pattern 

VTES CH2 -- CHSi(OC~Hs)3 Vinyl 3 Needle 

3-GPMDES CH2(O)CHCH2OC3H6 Epoxy 2 Dendrite 
-SiCH3 (OC2H~)2 

3-GPTES CH2(O)CHCH2OC3H6 Epoxy 3 Needle 
-Si(OC2H5)3 

3-MPTES CH2 ---- CH(CH3) Metha- 3 Needle 
-COOC3H~Si(OC2Hs)3 cryloxy 

3-APTES NH2C3H6Si(OC~Hs)3 Amino 3 Dendrite 

4 S T M  O b s e r v a t i o n  o f  I c e  C r y s t a l  S u r f a c e  

4.1 E x p e r i m e n t a l  p r o c e d u r e  

The surface of ice crystals made from SCA solutions was observed by an STM 
and the adsorbing mechanism for SCA molecules was investigated. Further- 
more, the surface of ice crystals made from ethylene glycol and polyvinyl 
alcohol solutions was also observed. Since an STM tip does not touch the 
ice crystal surface, melting and deformation of the ice crystal can be avoided 
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during the observation. The STM was put  inside a cold room, held at -7°C 
so tha t  the surface s tructure of the ice crystal  was not affected by sublim- 
ation. A droplet of supercooled pure water  had been prepared on a sample 
stage before a needle type ice crystal  made from a VTES solution was set to 
it. When the supercooled droplet received the ice crystal,  the droplet  froze 
immediately, binding the ice crystal  to the sample stage tightly. In order to 
prevent the crystal from sublimation completely, the sample was covered by 
a thin oil layer as shown in Fig. 4. 

~ Piezo scanner 

~J  Attachment Ice crystal U ice 

~ Covering oil 

Sample stage 

Fig. 4. Details of the ice crystal on the sample stage 

4.2 I n f l u e n c e  o f  oil c o v e r i n g  ice c r y s t a l  on  S T M  i m a g e  

The influence of the oil covering the ice crystal on the STM observation was 
investigated by using a graphite  s tandard  sample. Compar ing  the atomic 
images of the bare graphite and tha t  covered by the oil, there was almost  no 
difference in the same observed area. It  indicates tha t  the covering oil does 
not affect the STM observation. 

4.3 I m a g e  of  ice c r y s t a l  s u r f a c e  c o n t a i n i n g  a d s o r b e d  A F P  
m o l e c u l e s  

In order to examine the reliability of the STM observation, we investigated 
the surface of an ice crystal  adsorbed by type 1 AFP  molecules, similar to 
the work of Grandum et al. [2]. The ice crystal used in this observation had 
hexagonal bipyramidal  shape. Fig. 5 shows a typical surface plot of an ice 
crystal made from a 4mg /ml  solution. The size of systematic  grooves on the 
ice surface was 5nm long and l n m  wide, which corresponds to tha t  of an A F P  
molecule. The grooves were about  15nm deep, and existed at 4-5 nm intervals. 
The grooves were aligned approximate ly  65-70 ° to one hexagonal side on a 
bipyramidal  plane. This is proving tha t  the AFP molecules are adsorbed 
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to the {2021} planes along the (01i2) directions, preventing further crystal 
growth and recrystallization [2,4]. Fig. 6 represents one of the 12 equivalent 
bipyramidal {2021} planes and one of the 12 equivalent (0112} directions 
in a hexagonal system. Fig. 7 shows a surface plot of an ice crystal made 
from pure water. It was almost flat, though there were irregular small ridges 
existing. The maximum depth of the ridges was less than 5nm. These results 
are almost the same as Grandum et al. [2] obtained, moreover, the image 
obtained here is clearer. This indicates the reliability of the STM observation 
in this report.  

E 
== 

rwrl 

Fig. 5. STM surface plot indicating the ice surface curvature generated by adsorbed 
AFP molecules 

4.4 I m a g e  o f  ice crystal  su r f ace  c o n t a i n i n g  a d s o r b e d  S C A  
m o l e c u l e s  

Fig. 8 shows a typical STM surface plot of an ice crystal made from a VTES 
solution. Systematic grooves were at least 500nm long, 30-70nm deep, and 
existed at about 200nm intervals. For smaller area scan, less than 500am- 
×500am, other particular pat terns could not be observed. VTES molecules 
have obviously a great influence on the surface structure of an ice crystal, in 
comparison with the surface of an ice crystal made from pure water. This res- 
ult indicates that  long chained SCA molecules are adsorbed to the ice crystal 
surface along the grooves, preventing the crystal growth and recrystallization. 
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Fig. 7. STM surface plot for the ice surface made from pure water 
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Fig. 8. STM surface plot indicating the ice surface curvature generated by adsorbed 
SCA molecules 

4.5 O t h e r  s u b s t a n c e s  

Ethylene glycol (C2H4(OH)2) and polyvinyl alcohol ( [ -CH2CH(OH) - ]n )  
were investigated as the substitute additives. Since they have simple molecu- 
lar structures tha t  consists of both hydrophilic and hydrophobic groups, there 
is a possibility that  they will be adsorbed to the surface of an ice crystal, pre- 
venting the crystal growth and recrystallization. The STM observation was 
conducted for ice crystals made from ethylene glycol solutions and polyvinyl 
alcohol solutions within the concentration range of 0.1wt% and 5wt%. A spe- 
cific microscale pat tern  on the ice crystal surface was never observed. The 
STM surface plot is almost similar to tha t  of an ice crystal made from pure 
water. This indicates that  ethylene glycol and polyvinyl alcohol molecules can 
not be adsorbed to the ice crystal surface. It would be an important  factor for 
the adsorption that  the distance between adjacent hydrophilic groups in the 
additives corresponds to that  between adjacent oxygen atoms on the ice crys- 
tal surface. Therefore, in future work, we should find new substitute additives 
taking the distance into account. 

5 C o n c l u s i o n  

We examined the formation pat tern  of ice crystals in SCA solutions. Further- 
more, we investigated the microscale structure of the surface of ice crystals 
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made from AFP, SCA, ethylene glycol, and polyvinyl alcohol solutions by 
STM observations. The following results were obtained. 

(1) Needle type ice crystals were observed in some SCA solutions. They 
have an ability to prevent recrystallization. 

(2) The formation of long chained SCA molecules is essential to their 
adsorption to the ice crystal surface, preventing further crystal growth and 
recrystallization. 

(3) In the STM observation, microscale systematic grooves were found 
on the surface of ice crystals made from AFP and SCA solutions, while a 
specific pattern could not be found on the surface of ice crystals made from 
ethylene glycol and polyvinyl alcohol solutions. These results indicate that  
AFP and long chained SCA molecules were adsorbed to the ice crystal sur- 
face, preventing the crystal growth and recrystallization. On the other hand, 
ethylene glycol and polyvinyl alcohol molecules could not be adsorbed to the 
ice crystal surface. 
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Abstract .  In February 1999, a unitary tower-style thermal storage tank was con- 
structed in a building in Fukuoka City (1). This storage tank is designed such that 
the upper part is used as a warm water storage tank, while the lower part is used 
as an ice thermal storage tank. A piece of equipment called "Duo Stable" (which 
has two stabilizing functions) is installed in the middle of this storage tank. "Duo 
Stable", which is shaped as a "trap", is newly devised for keeping warm and cold 
water from mixing. 

This study reports the results of the experiment, which was conducted with the 
focus of acquiring the necessary basic data for designing this thermal storage tank. 
The results indicate that the "Duo Stable" has a possibility to store warm water 
and ice inside a unitary thermal storage tank. Furthermore the validity of agitation 
during the process of ice making is clarified. 

1 I n t r o d u c t i o n  

It was about 1950 when engineers in Japan began to use thermal storage 
tanks for air conditioning in buildings. At that  time the trend was to use water 
storage tanks built as double foundation slabs. Their usability is established 
and has also been substantiated (2)-(5). Later, these water storage tanks were 
changed into compact thermal storage tanks for ice. This was done so, because 
in high rise buildings the thermal storage tanks are generally centrally located 
and need be as small as possible. Another reason was that  in the process of 
increased demands for the cooling of buildings also sociM demands for the 
electric power leveling increased; it led to a substantial reduction of the fees 
for electricity at night hours. 

In addition, there are ongoing significant trends for improved thermal 
performance and increased internal heat gain in recent constructions of, and 
application to, buildings. These trends were also triggered by the demand for 
heating and cooling in cold regions and climates. Due to all these reasons 
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compact, tower-style thermal storage tanks have become popular in urban 
areas where only limited space is available. Because of the thermal strati- 
fication these storage tanks are devised to store warm water in the upper 
part and cold water in the lower part (6)-(7). This arrangement is naturally 
changed inside the existing tower-style thermal storage tanks which can store 
warm water and high density ice simultaneously. When producing ice in such 
a tank and the water temperature is below 4°C, then due to the anomaly 
of the temperature dependence of the density an unstable stratification will 
occur which results in a loss of efficiency because of the convective mixing 
processes that  take place. 

Therefore, in order to control this inversion phenomenon, the authors  
designed a piece of equipment,  called "Duo Stable" which can stabilize the 
water with max imum density at 4°C at  the top of the novel tower-style t ank  
simultaneously with the ice below it. Duo stable achieves to mainta in  the 
thermal  stratification within the warm water  and the ice in a common unified 
thermal  storage tank. 

This is done by producing two stable conditions, one of which has 45°C 
warm and 4°C cold water and the other has 0°C and 4°C cold water. This 
novel tower-style tank  itself is designed to be used for air conditioning, and 
an exhaust  heat recovery type hea t -pump is used for its heat  source system. 
Also, the coefficient of performance in the whole air conditioning system can 
be improved by simultaneously providing heating and cooling energy into 
the storage tank. The  performance is improved by agitating water-current  
or by bubbling inside the tank. In so doing the t ime of making ice can be 
shortened as compared to the case with no agi tat ion (8). I t  is also meant  tha t  
both  agitation mechanisms are installed. 

The objective of this s tudy is to clarify the operat ing methods,  of a novel 
tower-style tank for simultaneous storing warm water and ice. This is done by 
conducting experiments which examine the effect of agitat ion in the ice part ,  
and in the "Duo Stable" par t  inside the tank,  for the case of the t empera tu re  
distribution as well as the case of forming ice, during the processes of storage 
and discharge. 

2 The Experimental Apparatus, 
Method and Conditions 

The experimental apparatus is shown in Fig. I. It consists of two constant 
temperature baths as a heating and a cooling source, four pumps (for heating, 
cooling, water circulation and air circulation), a test thermal storage tank and 
a piping system with these systems. The test tank has rectangular shape. A 
staggered array of piping-heat exchangers for a warm water storage tank was 
placed in the upper part of this test tank and that for an ice thermal storage 
tank in the lower part, and a "Duo Stable" was placed in the middle of the 
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Fig. 1. Schematic of the experimental apparatus 

tank. The experiment was conducted by using the following three patterns; 
no agitation, water-current agitation, and bubbling. 

The water outlet diffuser for water-current agitation was devised by arran- 
ging two parallel perforated pipes of 10 [mini diameter and 300[mm] length 
and placing it in the bot tom of the heat exchanger of the ice thermal  storage. 
The water inlet diffuser was of the same size and placed between the "Duo 
Stable" and the heat exchanger for the ice thermal  storage. The water-current 
was agitated by circulating the water between the outlet diffuser and the in- 
let diffuser. The air outlet  diffuser for bubbling consisted of three parallel 
perforated pipes (of 6[mm] diameter and 260[mm] length); and it is placed in 
the bot tom part  of the heat exchanger of the ice thermal storage. Bubbling 
was maintained by a circulation method,  in which air of the air holder inside 
the "Duo Stable" was released creating bubbles, from the air outlet diffuser. 

A test thermal storage device was made by using an acrylic board with 
thickness 15[mm]. The size inside the tank, as shown in Fig. 2a, is 350 x 200 
× 780[mm]. The open part  connecting the "Duo Stable" in the middle and 
the bot tom part  of the tank, is 210 × 100[mm]. Three heat exchangers were 
made by arranging copper pipes (outside diameter 8[mm], inside diameter 
6.4[mm] ) in 6 x 5 lines (260 x 141 x 104[mini) . Two of them are set for 
the warm water storage and the other is set for the ice thermal  storage. 

In an experiment, heating was conducted by the heat exchangers for warm 
water storage, and, at the same time, cooling was done by the heat exchanger 
for the ice thermal storage, after the tempera ture  inside the tank had been 
kept consistent by a heat source system. 

In addition, the initial water tempera ture  was set at 20 ,-~ 22°C, and 
the brine temperatures  for the heat exchangers of heating and cooling were 
each set at 45°C and -10°C respectively. The temperatures  were measured by 
positioning 16 K-type sheathed chromel-alumel thermoeouples (the outside 
diameter of 0.5[mm] x 500[mm]) in the numbered places shown in Fig. 2b. 
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Fig. 2. Test thermal storage tank a) Details, b) Positions of thermocouples 

3 E x p e r i m e n t a l  R e s u l t s  a n d  N u m b e r e d  C o n s i d e r a t i o n s  

3.1 S t o r a g e  

Fig. 3 shows the changes in the temperatures  inside the tank as functions 
of time. As these curves show at the places numbered ~ and @,  the three 
patterns; no agitation, water-current agitation, and bubbling, exhibit almost 
the same changes over time. 

On the freezing side in the lower part  of the tank, in the case without 
any agitation, there is some descending current occurring in parts of the 
heat exchanger ~), which is caused by the cooling functioning. This also 
causes decreasing temperature  in the  area below position (~), where the heat 
exchanger for the ice thermal storage is situated, (i). When the tempera ture  
at the bot tom of the tank reaches 4°C, and below the density decreases, which 
causes the ascending current. At the same time, the water tempera ture  at 
the upper part  of the heat exchanger decreases gradually, and after about  
100 minutes, the temperature  at (~) starts decreasing and reaches 0°C after 
a total of 120 minutes. During this process, the water tempera ture  in the 
bot tom of the tank stabilizes at 4°C. As the t ime passes, the tempera ture  
decreases, (~); and the temperature  at the bot tom of "Duo Stable", (~) also 
levels in at 4°C. While this process is going on, the tempera ture  at 0 enters 
a super-cooling state below 0°C. When finally this super-cooling is released 
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160 minutes after the experiment was started, needle-shaped ice is forming 
at the heat exchanger and around it. As time goes on, the solid ice starts  
growing from the copper pipes of the heat exchanger. When this occurs, the 
temperature in the bot tom of the tank is persistently kept at 4°C. 
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Fig. 3. Temperature in the test thermal storage tank. Encircled numbers corres- 
pond to those in Figure 2 

With the water-current agitation, water between the outlet diffuser and 
the inlet diffuser in the bot tom is slowly circulated in the upper direction by 
a circulation pump at 4[1/min], with current speed inside the tank of about  
0.1[cm/s] (corresponding to one turn about  every 4[min]). Because of this, 
the temperature in the area between the lower part  of the outlet diffuser and 
the bottom part  of the tank, slowly decreases at the same rate. Different from 
the case without agitation, the tempera ture  around the heat exchanger (~) 
is lower than the temperature  in the bot tom of the tank at all times. This 
is because the descending current caused by cooling at the beginning stage 
of this experiment was relieved by the ascending current due to the water- 
current agitation. Next, when the lower part  of the water outlet diffuser 
was cooled off below 4°C, it made the density become small, and produced 
the ascending cold current,  tha t  reached 0 ,  followed by spreading around 
(~), and then lastly arrived at the bot tom of the "Duo Stable" (~) where it 
became stable at 4°C. During this process, the tempera ture  at (~) at tained 
a supercooling state below 0°C. Then, when the supercooling was released 
150[mini after this experiment started, needle-shaped ice was produced in the 
whole tank, and solid ice started growing around the cooling pipes. At this 
time, the temperature  in the bot tom part  of the tank continuously decreased 
to 0°C. 

In the case of bubbling, the temperatures  at O ,  ~ and @ in the lower 
part  of "Duo Stable" decrease in the same way; this is different from the 
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other two cases, of Fig. 3. Due to the bubbling, the temperatures  at (~) and 
~) inside the "Duo Stable" decrease more rapidly in the initial stage, and the 
bot tom of the "Duo Stable" ~ stabilizes quickly at 4°C. The temperatures  
at (~) and (~) were simultaneously super-cooled below 0°C. When the super 
cooling was released ll0[min] later, needle-shaped ice s tar ted forming in the 
whole tank, and then solid ice s tar ted growing around the cooling pipes. 

3.2 T h e r m a l  s t o r a g e  c a p a c i t y  for  c o o l i n g  

Fig. 4 shows the result of the changes in the thermal  storage capacity for 
cooling, which was estimated from changes of the tempera ture  inside the 
tank as the time passed until the super cooling was released. Although there 
were no significant differences seen in the thermal  storage capacity for cooling 
between the case with no agitation and that  with water-current  agitation, 
it was obvious that  the heat transfer efficiency in the case of bubbling had 
improved. Moreover, in any of the three cases, it was when the thermal  storage 
capacity for cooling in the bot tom inside the tank reached about  1600[kJ] 
that  super-cooling was released. The release times were 160[mini without any 
agitation, 150[min] with water-current agitation, and ll0[min] in the case of 
bubbling. As a result, the super-cooling-release time in the case of bubbling 
was two-thirds shorter than that  without agitation. 

From the results mentioned above, the differences in the speeds of making 
ice can be estimated from the differences in the super cooling release times. 
Although the water-current agitation case could not shorten the cooling stor- 
age time when compared with the case without agitation, it was demonstra ted 
in the case of bubbling. 
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Fig. 5. Temperature in the test thermal storage tank during the process of dis- 
charge. Encircled numbers correspond to those in Figure 2 

3.3 D i s c h a r g e  

Fig. 5 shows the experimental results of the tempera ture  t ime series during 
a process of discharge. The discharge on the warm-water side was carried 
out by circulating warm water in the thermM storage tank and warm water 
in the constant temperature  bath outside of it. The  tempera ture  of the bath 
was kept at 30°C. The discharge on the ice side was conducted by flowing the 
brine, which was kept at 10°C in the constant tempera ture  bath, into the heat 
exchanger for ice thermal storage (internal fusion method).  The discharge 
experiment was completed when the warm water in the tank became 30°C 
and the cold water 10°C. In addition to this, bubbling was not experimented 
on the ice side during this experiment. 

The temperature  on the warm water side was decreasing from the bot tom 
part  of the warm water tank, while the temperatures  at (~) and (~) were 
kept almost constant. The temperatures  at (~,  (~ and (~ all approached 
about 30°C, 20[mini later for (~,  50[min] later for (~, and 80[min] later for 
(~. The water temperatures  at (~) and (~) inside the "Duo Stable" remained 
stable during the process of discharge. The tempera ture  inside the tank at 
the initial stage of discharge on the ice side was consistently kept at 0°C, 
except at the bottom part of the tank (~). It is understood that the 4°C water 
with the maximum density stays in the bottom part of the tank (~). 20[mini 
later, after the discharge was started, the water temperature (~) around the 
heat exchanger for ice thermal storage rose, followed by ice fusion, which 
causes some ice floatations. The "Duo Stable" prevents this floating ice from 
streaming into the warm water side. Because of this, the temperature at the 



562 Kunihiko Kitamura et al. 

upper  par t  of the t ank  @ is kept at  0°C until all the floating ice is fused. The  
floating ice is all fused of the 95[min]. 

4 C o n c l u s i o n s  

In this experiment,  coexistence of both  warm water  and ice in the same tank  
was substant ia ted by assuring tha t  warm water  is stored in the upper  par t  
of the tank, ice is made in the lower part ,  and by maintaining the two under 
stable conditions. The following s ta tements  were clarified by the exper imental  
results. 

• Warm water  and ice can be stored simultaneously inside a single unified 
thermal  storage tank. 

• The bo t t om of "Duo Stable" is stable a t  4°C during the storing process. 
• Compared  to the condition without agitation, the case with bubbling can 

shorten the t ime of making ice by a factor  of two-thirds. 
• "Duo Stable" has the ability to keep cold water  from flowing into the 

warm water, which is caused not only by the inversion density but  also 
by bubbling. 

• "Duo Stable" is effective for preventing ice from surfacing in the process 
of discharge. 
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A b s t r a c t .  Experimental and numerical analyses were carried out to investigate the 
discharge characteristics of a fixed-bed, using form-stable cross-linked cylindrical 
polymer particles as a phase change type of heat storage material and ethylene 
glycol as heat transfer fluid. Firstly, particle-to-fluid heat transfer coefficient in a 
fixed-bed, essential for analyzing the discharge characteristics of the latent heat 
storage column, were evaluated experimentally using Schumann's extended theory, 
and an empirical formula for estimating the heat transfer coefficient was presented. 
Secondly, by using the empirical formula, the transient temperature distribution in 
the column and the transient response of the outlet temperature of the heat transfer 
fluid were calculated numerically, and the latter was compared with measurements 
of the outlet temperature of the fluid. The numerical results were found to be in 
good agreement with the experimental results. 

1 I n t r o d u c t i o n  

The latent heat storage in cross-linked polymers is one of the promising stor- 
age methods that  can be used for load levelling by utilizing off-peak electric 
power and various sources of waste heat. The cross-linked polymers,  used as 
a phase change material  (PCM), can retain their shapes when heated  above 
the melting point and thus enable heat t ransfer  by direct contact  with the 
heat  transfer fluid (HTF).  The utilization and economical aspects of this stor- 
age method have already been analyzed. Exper imenta l  results on the charge 
and discharge characteristics of this method have been repor ted for various 
shapes of the PCM such as particles [1,2], cylindrical tubes [3] and cylindrical 
rods [4]. Numerical results on the charge and discharge characteristics of this 
method have also been reported for shapes such as cylindrical tubes [3] and 
cylindrical rods [5]. 

In the previous numerical analyses, however, the heat  t ransfer  coefficient 
between the PCM and H T F  was not well investigated, which is an impor tan t  
factor in analyzing the charge and discharge characteristics. The  previously 
available numerical methods were not necessarily general enough. 

In this investigation, particle-to-fluid heat  t ransfer  coefficients in a fixed- 
bed packed with the cross-linked cylindrical polymer  particles subjected to 
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the melt-freeze cycles were evaluated experimentally to obtain a formula for 
estimating the heat transfer coefficient. A numerical analysis was carried out 
to study the discharge characteristics of the latent heat storage columns by 
using the empirical formula, and the validity of the numerical analysis was 
verified by comparing the numerical results with the experimental results. 

2 P r i n c i p l e  o f  Evaluation 
o f  t h e  H e a t  T r a n s f e r  C o e f f i c i e n t  

In the case of unsteady heat transfer from the particles to the fluid in a 
fixed-bed, Schumann [6] derived an analytical solution for the transient tem- 
perature distribution within the fixed-bed under the boundary condition that 
the inlet temperature of the fluid is constant. However, in most applications, 
a step-change of the inlet temperature of the fluid is not a realistic situ- 
ation, because mixing space exists for the fluid at upstream positions of the 
fixed-bed. Accordingly, Cyuma et al. [7] derived the analytical solution, 

/0 r f0 01 = 1 - e -¢ e-~-I0(2V/'~)dT + (1 - ¢)e -¢-0~ e-(1-¢)rIo(2v/~)d7, 

(1) 

with the boundary condition of the time-dependent inlet temperature of the 
fluid given by 

= T Iz=0=  (To - Tin, )e + Tin, . (2) 

(For definition of symbols see "Nomenclature" at the end) 
When the value of the time constant, k, in Eq. (2) is obtained by the least 

squares method by fitting the experimental transient response of the inlet 
temperature of the fluid, Tin, the value of the heat transfer coefficient, h, is 
the only unknown quantity under given experimental conditions. Thus, the 
dimensionless theoretical curves calculated from Eq. (I) can be transformed 
into dimensional theoretical curves that express the relation between the 
temperature of the fluid, Tf, and time, t, with h as parameter, and then, the 
value of h can be determined by selecting the one from those dimensional 
theoretical curves which fits best with the experimental results. Since in this 
investigation, the outlet temperature of the fluid from the fixed-bed with 
a height H, (= Tf Iz=H ), was measured, the best curve fit was selected 
from dimensional theoretical curves at z = H. Hereafter, the term "fixed-bed 
packed with the PCM" is described as "heat storage column". 

3 Experimental Apparatus and Procedure 

The experimental loop, as shown in Fig. 1, consists of two thermostatic baths 
holding high and low temperature HTF, a regulation heater, a gear pump, 
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a heat storage column, and a terminal tank. The storage column is 109.6 
mm in inner diameter and is packed with the PCM of cross-linked cylindrical 
polymer particles. 

At the beginning, fluid (HTF) maintained at a temperature  above the 
melting point of the particles (PCM) is flown from the top to the bo t tom 
of the column, and the particles are melted. When a uniform distribution of 
temperature  within the column is attained, fluid maintained at a tempera ture  
lower than the initial tempera ture  of the column is flowing from the bot tom 
to the top, and the transient response of the inlet and outlet temperatures  of 
the fluid are measured, each with four thermocouples, placed in a horizontal 
plane at the top and bot tom of the column. Ethylene glycol was used as HTF.  

/ \ 

a = Thermocouple (.I~G) 

FM = Flow metvr ~ "~" ~ ~ ..... ~, 

I ........... , i i 

l+ro, +oalJ I i I I I,/+-1 

Thermostatic Thermostatic Regulation Gear 
bath (A) bath (t3) heater pump 

Fig. 1. Schmatic diagram of the experimental apparatus. 

In the experiment on the evaluation of the heat transfer coefficients, the 
inlet temperature  of the fluid was set above the crystallization point of the 
particles to keep the particles in their molten state so that  the experiment was 
not affected by the occurrence of phase-change (latent heat) of the particles. 
In the experiment on the discharge characteristics of the heat storage column, 
the inlet temperature  of the fluid was set below the crystallization point so 
that  the process of crystallization of the particles can be involved. 

As shown in Table 1, cylindrical polymer particles of two different kinds 
of polyethylene (Type : R1 and R2) having different dimensions were used as 
the PCM. R1 is a cross-linked polymer based on a high-density polyethylene. 
R2 is a cross-linked polymer based on the copolymer of ethylene vinyl acetate 
(the vinyl acetate content is 8wt. percent). The da ta  of the apparent  specific 
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heat of the cross-linked polymers containing the contribution of latent heat 
is shown in Fig. 2. 

Table  1. Dimensions of polymer particles (at 20°C) 

Particle Diameter Length Specific surface 

symbol [mm] [mm] diameter [mm] 

R1 3.4 9.8 4.3 

R2-a 5.3 3.8 4.7 

R2-b 1.9 3.1 2.2 

Before conducting the experiments, fluids at high and low temperatures  
were flown into the heat storage column Mternately more than ten times until 
the contraction of the column due to the melt adhesion of the particles was 
no longer recognized. During this time, the packing fraction of the particles 
in the column varied from 0.55 to 0.63 (evaluated at 20°C). The photograph 
of the particles, R1, subjected to the melt-freeze cycles are shown in Fig. 3. 
Although the particles appear to adhere tightly to one another,  the degree of 
adhesion is not so strong and the particles can be easily detached by hand. 
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Fig. 2. Temperature dependence of the apparent specific heat of the cross-linked 
polymer. 

4 Governing Equations and Analytical  Procedure 

The analytical system and coordinates are shown in Fig. 4. Fluid at a low 
temperature  was introduced into the heat storage column, initially charged 
uniformly at a high temperature  from the bot tom,  and the discharge is carried 
out by direct contact heat transfer between the particles and the fluid. For 
simplicity, the following assumptions are made in carrying out the analysis. 
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(a) (b) 

Fig. 3. Cross-linked polymer particles,R1, subjected to the melt-freeze cycles. (a) 
Whole aspect, (b) Local aspect 

(a) The particle is considered to be of the shape of a sphere having the same 
specific surface diameter as that  of the particle, and heat conduction 
occurs only in the radial direction within the sphere. 

(b) All physical properties except the specific heat of the particle and fluid 
are considered constant and are evaluated at the mean temperature ,  (To + 
Tin,~)/2. 

(c) Heat conduction between the adjacent particles is negligible, and heat 
conduction in the fluid along the direction of the bulk flow is also negli- 
gible compared with the convective heat transfer. 

(d) The heat transfer coefficient between the particle and the fluid is uniform 
in the column. 

Based on the above assumptions, the governing equations and the initial 
and boundary conditions become, 

OTB=  12_ ( OTB  
OPCB--O-[ - P r 2 Or r2--~-r J ' (3) 

pfcfe ( ~  + vmO~-~fz ) =ah(TB I,=D/2 -T:), (4) 

I .e .  Tp It=o = TI It=o = To (5) 

B.Cs. (OrB~Or) It=0= 0, (6) 

--A(OTB/Or ) l~=D/2 = h(Tp I~=D/2 -r f ) ,  (7) 

rf  I z=o= Tin. (S) 

The heat transfer velocity depends on the direction of particles. But,  the 
direction of particles is random in the column. So, the particle is considered 
to be the spherical model on average. 
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Fig. 4. Analytical system and coordinates. 

The temperature distribution in the column can be calculated numerically 
by solving Eqs. (3) to (8) when physical properties of the particle and fluid, 
the operating conditions (the initial temperature of the column, To, the inlet 
temperature of the fluid, Tin, and the superficial mass velocity of the fluid, 
Vm) and the conditions of packing of the particles inside the heat storage 
column (the mass of the particles, M, and the height of the column, H) are 
given and the heat transfer coefficient, h, between the particles and the fluid 
is determined. 

Equation (3) is discretized by the implicit finite difference method and 
Eq. (4) is discretized by the explicit finite difference method. The calculation 
continues until a difference of 0.001 between the outlet temperature of the 
fluid, Tout(= T/ Iz=H) and the inlet temperature, Tin, is attained. The time 
steps, the grid intervals within the particle in the radial direction and the grid 
intervals in the longitudinal direction of the column are selected sufficiently 
small so that the calculated amount of heat discharged from the column 
agrees with the amount of the theoretical heat stored initially in the heat 
storage column within 1 percent limits. 

5 E x p e r i m e n t a l  R e s u l t s  

5.1 Evalua t ion  of t h e  h e a t  t r a n s f e r  c o e f f i c i e n t  

The transient response of Ti,~ and Tout under typical experimental conditions 
is shown in Fig. 5. Tin changes with time mainly due to the mixing of the 
entering low temperature HTF and the small amount of high temperature 
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Fig. 5. Transient response of the temperature of HTF. (Experiments on the eval- 
uation of the heat transfer coefficient.) 

HTF that remains at the upstream side of the heat storage column at the end 
of charging. After discharging is started, Tout remains constant for a while 
as HTF at the charging temperature To flows away from the column and 
entering HTF is also heated up to To by heat transfer from the PCM. After 
that,  To~t drops down to Tin as the sensible heat of  the molten  state of the 
PCM is removed. 

The value of k is determined by the method  of least squares so that the 
transient response of T~n calculated from Eq. (2) agrees with the experimental  
results on Tin. Then the dimensionless theoretical curves, calculated from Eq. 
(1) were transformed into dimensional theoretical  curves that express the 
relation between Tout and t with h as parameter. And from the dimensional  
theoretical curve which fits best with the experimental  To~,t, the heat transfer 
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coefficient, h, is determined. In this case, h and a are based on the surface 
area of separate particles. 

In order to correlate the experimental results, the j-factor for heat transfer, 
j ,  and Reynolds number, Re, are introduced as 

h R e  - a (9) 
J=c-}--d\ / ' 

The relationship between j and Re is shown in Fig. 6. Since the effect of 
the change of the heat transfer coefficient on the transient response of the 
outlet temperature  of HTF  is comparatively small, some scattering of the 
data points is observed. However, no significant differences are observed for 
the type and the shape of the PCM. By the method of least squares, the 
relationship between j and Re is obtained as 

j = 0.090Re -°'33 (0.2 < Re < 3). (10) 

For comparison with the present results, the published empirical equations 
on heat transfer in fixed-bed packed with cylindrical and spherical particles 
are also shown in Fig. 6. It appears that  the present experimental  results are 
considerably lower in values compared to the published empirical equations. 
This is a t t r ibuted to the following two factors caused by the melt adhesion of 
the particles during the melt-freeze cycles. Firstly, there is an increase in the 
contact surface area between the adjacent particles. Secondly, the generation 
of enlarged and contracted flow paths causes the flow to deviate mainly along 
the enlarged paths, resulting in an increase of local dead space of the flow. 

5.2 D i s c h a r g e  c h a r a c t e r i s t i c s  o f  t h e  heat  s t o r a g e  c o l u m n  

The transient response of Tin and Tout is shown in Fig. 7 under typical 
experimental conditions. Tin changes with time due to the characteristics 
inherent to the experimental apparatus,  as described previously. After dis- 
charging is started, Tout remains constant for a while as H TF  at the charging 
temperature  To flows away from the column and entering H TF  is also heated 
up to To by heat transfer from the PCM. After that ,  as the sensible heat of 
the molten state of the PCM is removed, Tout drops down rapidly near to 
the temperature  at which crystallization of the PCM starts, and during the 
removal of the latent heat of crystallization, the rate of tempera ture  drop 
slows down. Finally, as the sensible heat of the crystallized state of the P CM 
is removed, Tout drops down to the same temperature  as Tin,~o. 

In case of R1, nearly constant temperature  of Tout is achieved during the 
removal of the latent heat of crystallization, while in case of R2, Tout drops 
gradually because the crystallization of the PCM occurs over a wide temper-  
ature range and the latent heat of crystallization is also small compared to 
R1 (see Fig. 2). 
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Fig. 6. Relationship between the j-factor for heat transfer and the Reynolds num- 
ber. 

6 N u m e r i c a l  R e s u l t s  

By using the measured Tin as the boundary condition, and by evaluating h 
from Eq. (10), the transient response of Tout was calculated. The  calculated 
Tout is shown also in Fig. 7 by the solid lines. In all cases, the numerical 
results are found to be in good agreement with the experimental results. 

The typical transient response of the temperature  within the heat storage 
column is shown in Fig. 8. During discharging, the column can be divided into 
three regions: the first region where the removal of the sensible heat of the 
crystallized state of the PCM occurs, the second region where the removal 
of the latent heat of crystallization occurs at nearly constant tempera ture  
of the PCM, and the third region where the removal of the sensible heat 
of the molten state of the PCM proceeds. Each of the regions moves from 
the bot tom (z = 0) to the top (z = H)  of the column with time. In case 
of R1, each of the regions is clearly distinguishable, while in case of R2-a, 
the regions are not so clear because the crystallization of the PCM occurs 
over a wide temperature  range and the latent heat of crystallization is also 
small compared to R1. The value of (Tp It=0 -rp It=D/2) is remarkably small 
compared with (Tp Ir=D/2 -Tf), so the demerits of using the low thermal  
conductivity material as the PCM is overcome. The thermal resistance in the 
PCM is always negligible compared with that  in H TF  when G is changed, 
because the increase in the value of the heat transfer coefficient between the 
PCM and HTF as G increases is compensated by the short contact  t ime 
between the PCM and HTF.  
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Fig. 7. Transient response of the temperature of HTF. 

7 C o n c l u s i o n s  

The heat transfer coefficient between the phase change material (PCM) and 
heat transfer fluid (HTF) in latent heat storage columns packed with the 
cross-linked cylindrical polymer particles was evaluated experimentally us- 
ing Schumann's extended theory, and an empirical formula for estimating 
the heat transfer coefficient was presented. The resulting heat transfer coeffi- 
cients were found to be definitely lower than those predicted from previously 
published work. 

The transient response of the outlet temperature of HTF were calculated 
numerically by using the empirical formula for estimating the heat transfer 
coefficient. Fair agreement between the numerical and the experimental res- 
ults proved the validity of the present numerical method in analyzing the 
discharge characteristics of a latent heat storage column. 
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Fig.  8. Transient response of the temperature  within the heat storage column. 

N o m e n c l a t u r e  

a -- surface area  of the part icles  uni t  vo lume  of the  hea t  s to rage  
column [m~m -3] 

c = specific hea t  capac i ty  [ J k g - l K - 1 ] ,  [ k J k g - l K  -1] 
D = specific surface d iamete r  of  the  par t ic le  [ram], [m] 
G = superficial mass  veloci ty of fluid (mass  flow ra te  of fluid per  uni t  

cross sect ional  area)  
H = height of the  heat  s torage  co lumn [m] 
h = heat  t ransfer  coefficient [ W m - 2 K  -1 ] 
j = j - f ac to r  for hea t  t ransfer  defined by  Eq. (9) [-] 
k = t ime cons tan t  in Eq. (2) [s -1] 

M = mass  of part icles  per  uni t  cross sect ional  a rea  of the  hea t  s to rage  
column [kgm -2] 

r = radial  coord ina te  [m] 
Re  = Reynolds  n u m b e r  defined by Eq. (9) [-] 

T = t e m p e r a t u r e  [°C] 
t = t ime  [s], [min] 

Vm = mean  inters t i t ia l  veloci ty of  fluid [ms -1] 
z = longi tudinal  coord ina te  [m] 
e = void f ract ion in the  hea t  s to rage  co lumn [-] 
A = the rma l  conduc t iv i ty  [ W m - I K  -1 ] 
# = viscosi ty [ P a -  s ] 
p = densi ty  [ k g m  -3 ] 
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Deve lopment  of an Efficient Stat ic -Type  Ice 
Thermal  Energy Storage Vessel Using a Low 
Concentration Aqueous  Solution 
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Abst rac t .  If an aqueous solution with low concentration is used for static-type 
ice-storage-vessels, even when a large amount of solution (aqueous ethylene glycol 
in this study) is solidified and bridging of ice developed around cold tubes occurs, 
the pressure increase can be prevented by the existence of a continuous liquid phase 
in the solid-liquid two-phase layer (mushy layer) which opens to an air gap at the 
top of a vessel. Therefore, one can continue to solidify an aqueous solution after 
bridging occurs, achieving a high ice packing factor (IPF) which is defined as the 
ratio of mass of created ice to initial mass of water in a vessel. In the present 
study, experiments using small-scale test cells have been conducted with initial 
concentration, Co, of aqueous ethylene glycol ranged from 0 mass % to 5.0%. It 
was seen that the IPF obtained using the solution with Co < 1.0% is much greater 
than the IPF of 65%-70% using pure water for which the solidification must be 
stopped before bridging, and that a large pressure increase is not observed during 
solidification of the solution with Co > 0.5%. Therefore, if we use the solution with 
0.5% < Co _ 1.0%, we can probably obtain a large IPF without a large pressure 
increase for real ice-storage-vessels. 

1 I n t r o d u c t i o n  

Recently, for the purpose of effective load leveling of electric power at night, 
much attention has been given to ice thermal energy storage systems, e.g., see 
Sasaguchi, K., Kusano, K., Viskanta, R., (1997) and Seki, N., (1997). There 
are two types of ice-storage-vessels, that  is, a static-type and a dynamic- 
type. IPF  (ice packing factor), defined as the ratio of the mass of produced 
ice to the mass of water initially contained in a vessel, is larger for the static- 
type ice- storage-vessels (STISV) than for the dynamic ones. Among STISV, 
a type shown in Fig. 1 for which both solidification and melting occur on 
heat-exchanger tubes has the simplest structure. Hence, this type of ice- 
storage-vessel is most appropriate for small or medium scale air conditioning 
systems. However, IPF  is still restricted to 6 5 % -  70% for such vessels because 
the pressure in confined water is largely increased, resulting in damage of the 
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tubes when solidification is further developed after bridging of ice developed 
around cold tubes so that  solidification should be stopped before the bridging. 

Air-conditioning 

4 ........... Ice storage 

Expansion valve 

5 

Evaporator 

Indoor unit 

Ice storage 
vessel 

- ......... 

1 

Condenser 

2 

Compressor 

Outdoor unit 

Fig. 1. An air conditioning system including an ice storage vessel 

If an aqueous solution with low concentration is used for a stat ic-type 
ice-storage-vessel, even when a large amount  of solution (aqueous ethylene 
glycol in this study) is solidified and the bridging occurs, the pressure increase 
can be prevented because of existing of the continuous liquid phase in the 
solid-liquid two-phase layer or mushy layer, see Sasaguchi, K., Noguchi, T., 
Moriyama, Y., (1991), which opens to an air gap at the top of the vessel. 
Furthermore, there is some possibility of augmentation of the melting rate, 
because hot melt could permeate the mushy region and could melt the mush. 

In the present study, experiments using small-scale test ceils have been 
conducted for initial concentration of aqueous ethylene glycol ranged from 0 
mass % to 5.0%. We prepared two types of test cells; one was a rectangular 
cell with a cold (-5 °) or a hot (10 °) bo t tom wall (test cell I) on which melting 
or solidification was developed, and the other was a rectangular cell in which 
a single or two cold or hot cylinders (test cell II) were placed. We observed 
the change in the morphology of the solidified layer with the change in the 
concentration of aqueous ethylene glycol. Timewise variations of the shape 
of the melt and the temperature  distribution in the melt were also observed 
using a thermo-viewer. The melting and solidification rates were evaluated by 
measuring a change in the volume of water in buret tes connected to the test 
cells. In addition, pressure measurements were conducted using a specially 
prepared test cell (test cell III). 
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2 E x p e r i m e n t s  U s i n g  T e s t  C e l l s  I a n d  I I  

2.1 Experimental apparatus and procedure 

Figs. 2 and 3 show test  ceils I and II, respectively. The internal width, height 
and depth of test cell I are 100mm, 40mm and 50ram, and those of test cell II 
are l l 2mm,  196mm and 50ram, respectively. The temperatures  of the bot tom 
wall for test cell I and the cylinder walls for test cell II are set at -5 ° or 10 ° and 
solidification or melting is initiated. All other walls are well insulated. The 
initial temperature  of the liquid for the solidification is set at 1.5 ° above the 
liquidus temperature  corresponding to the initial concentration. The melting 
is started after 4 hours solidification for cell I or 10 hours solidification for cell 
II. We observed the change in the morphology of the solidified layer with the 
change in the concentration of aqueous ethylene glycol. Timewise variations 
of the shape of the melt and the tempera ture  distribution in the melt were 
also observed using a thermo-viewer. The melting and solidification rates 
were evaluated by measuring the change in the volume of water in buret tes 
connected to the test ceils (not shown in Figs. 1 and 2), assuming that  solid 
created during solidification processes is pure ice. 

A.E.G. : Aqueous ethylene 
glycol solution 

Insulated wall 
/ //..- "//, 

1(1o 
• / 

Cold or hot surface 

Insulated wall 

.... 

j / /  

j ' /  ~// : ~ y l i n d e r s  

Fig. 2. Test cell I with a cold or hot flat 
surface Fig. 3. Test cell II with cylinders 

2.2 R e s u l t s  and  d i s c u s s i o n  

Fig. 4 shows timewise variations of created ice volume, Vs, divided by the sur- 
face area, A, of the bot tom wall of test cell I for initial solution-concentration, 
Co, of 0Yo, 0.25%, 0.5%, 1.0% and 5.0%. The numbers in parentheses indicate 
the percentage of the volume of ice for the corresponding concentration to 
that  for Co = 0% at time t = 10800s. As is seen in the figure, the value 
of Vs/A decreases with increasing Co. This is because the amount of rejec- 
ted solute increases with Co and the solute accumulates near the interface 
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Fig. 4. The effect of initial concentration on solidification for test cell I 

Fig. 5. Morphology of solid at t = 10800s for Co ~--- 0 . 5 %  (Test ceil I) 

between the solidified layer and the melt, resulting in a decrease of the freez- 
ing tempera ture .  However, the value of Vs/A for Co < 0.5% is still close to 
that  for Co -- 0%, and the solidified layer consists of solid-liquid coexisting 
phases as shown in Fig. 5 for Co = 0.5%. Therefore, it seems tha t  one is able 
to solidify a large amount  of liquid after the ice bridging occurs. 

Fig. 6 shows the comparison between the experimental ly  obtained solid- 
ification fraction, Rs, and tha t  calculated with a numerical  code proposed 
by Sasaguchi, K., Moriyama,Y.,  (1993) in which only thermal  and solutal 
diffusion is considered. The solidification fraction is defined as the ratio of 
solidified volume to the volume of test  cell I. I t  is seen in the figure tha t  agree- 
ment between the values of R~ obtained by the experiments  and calculations 
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Fig. 6. Comparison of calculated and experimental solidification fraction for test 
cell I 

is very good, meaning that thermal and solutal diffusion mainly dominates 
the development of solidification for this simple test cell geometry. 
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Fig. 7. The effect of initial concentra- 
tion on melting for test cell I 

(a) Co = 0% 

(b) Co = 0.5% 

Fig. 8. Comparison of melt for test cell I 

Fig. 7 shows the timewise variations of the melt volume, Vt, divided by 
A obtained by the melting experiments. Unlike the value of V~/A for the 
solidification, the value of VI/A drastically decreases with a slight increase 
in the initial concentration, Co. To clarify the physical meaning of this fact, 
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temperature  fields were observed by a thermo-viewer. The results are shown 
in Fig. 8. For Co = 0% (pure water) in Fig. 8a, B~nard-cell-like convection 
cells arise so that  a wavy interface between the solidified layer and the liquid 
region observed in Fig. 8a (the interface is shown as a white curve in the 
figure). Convection enhances melting so that  the value of Vz/A for Co = 0% 
nearly linearly increases with t ime (compare to Fig. 4 for the solidification). 
However, for Co = 0.5% in Fig. 8b the interface is almost parallel to the 
hot wall, and therefore no natural convection is generated in this case. This 
is probably because nearly pure water produced by melting of the solid in 
the solid/liquid two phase region accumulates near the interface and a stable 
concentration gradient is formed in the melt so that  thermal convection is 
depressed. 

Next, Fig. 9 shows timewise variations of Vs/A, where A is the total  
surface area of the two cylinders, for test cell II. Comparing Fig. 9 with 
Fig. 4 for test cell I, it is seen that  the reduction of the value of Vs/A for 
Co _< 0.5% from that  for Co = 0% is also small for test cell II. As seen in 
Fig. 10, the solidification for Co = 0.5% develops in almost the same shape 
around the two cylinders. This indicates almost no effect of rejected solute 
on the development of solidification. 
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Fig. 9. Effect of initial concentration on solidification for test cell II 

Fig. 11 shows the timewise variations of VI/A for test cell II. Unlike the 
case for test cell I shown in Fig. 7, the value of Vz/A for test cell II does almost 
not decrease with the concentration, Co. Figs. 12 and 13 by a thermo-viewer 
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Fig.  10. Shape of solid at t -- 14400s for Co = 0.5% (Test cell II) 
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Fig .  11.  Effect of initial concentration on melting for test cell II 

show the melt shapes (white portions around the cylinders in the figures) for 
Co = 0% and 0.5%, respectively. For Co = 0% (Fig. 12), the melting above the 
upper cylinder is enhanced due to natural convection. However, Co = 0.5% 
(Fig. 13), the melting enhancement above the upper cylinder is depressed, 
and the melting in the lateral directions of the cylinders is enhanced. For test 
cell II, liquid with low concentration is accumulated in the upper portion of 
the melt, but a thermally driven upward flow along the cylinder surfaces can 
change the direction to the lateral one. Therefore, the melting in the lateral 
directions of the cylinders is enhanced. A similar phenomenon was observed 
by Yamada, et. al., (1993). The only slight decrease in Vl/A with Co = 0% 
and 0.5% for test cell II (Fig. 11) is due to the enhancement of the lateral 
melting. This is pronounced contrast to the case for test cell I (Fig. 7). 
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Fig. 12. Development of melt for Co -- 0% 
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Fig. 13. Development of melt for Co = 0.5% 

3 E x p e r i m e n t s  U s i n g  T e s t  C e l l  I I I  

In order to measure the pressure increase during solidification, test  cell I I I  
(Fig. 14) was prepared. The inner width, height and depth are 180mm, 
230mm and 60mm, respectively. Four cylinders with the outer  d iameter  of 
28mm are set in the cell, and the vertical and horizontal pitches of the cyl- 
inders are both  80mm. A pressure sensor is placed at the center of the area 
surrounded by the cylinders. The cell is filled with pure water  or aqueous 
ethylene glycol with a prescribed concentration, and the liquid t empera tu re  
is set at 1 °. The tempera ture  of the four cylinders are all set at -5 ° by circula- 
tion of a cold brine from a constant  t empera tu re  bath,  and the solidification 
is initiated. A bure t te  is installed on the top wall of the test  cell, and it is 
open to the ambient at atmospheric pressure. Since all cell walls are brass 
plates, they are cooled the same as the cylinders are. Therefore, it seems tha t  
the liquid is confined by solid developed around the cylinders and on the front 
and back cell-walls as solidification progresses, tha t  is, so-called bridging oc- 
curs. For pure water, the solid is pure rigid ice containing no liquid phase. 
Hence, it can be imagined tha t  the water  pressure is greatly increased if the 
solidification proceeds after bridging. 

Fig. 15 shows the pressure variations with t ime for Co = 070, 0.1%, 0.25% 
and 0.5% in weight. For pure water  (Co = 0%), the pressure increase is 
abrupt ,  and it becomes over 2.0 × 106 P a  (the experiment  was s topped to 
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Fig. 14. Test cell III for pressure measurement 

protect the test cell from damage when the pressure would be larger). As the 
concentration becomes larger, the onset of the pressure increase is delayed, its 
peak becomes smaller, and the pressure is finally reduced to the atmospheric 
value. In particular, for Co = 0.5% only a very small pressure increase is 
observed. This means that  the liquid phase contained in the solidified layer 
of the aqueous ethylene glycol makes a continuous passage to the atmosphere 
through the burette.  

From the facts mentioned above, it can be said that  we can change the 
whole amount of aqueous ethylene glycol to a solid/liquid two phase state for 
Co <_ 1.0% and the amount of solid (nearly pure ice in ingredients) is much 
larger than that  for the conventional vessels with pure water. 

4 C o n c l u s i o n  

The quantity of ice is decreased with increasing initial concentration, Co, of 
the solution because the quantity of liquid contained in the mushy layer is 
increased as Co is increased. For example, after three hours solidification for 
test vessel I, the quantity of ice for Co = 0.25%, 0.5%, 1.0% and 5% are 91.1%, 
86.1%, 80.9% and 44.3% of the quanti ty of ice for Co = 0% (pure water),  
respectively. The ice packing factor (IPF) for conventional ice-storage-vessels 
with pure water is around 70%, meaning that  solidification must be stopped 
after 70% of the initial water-quantity is solidified because of a large pressure 
increase in confined water due to the bridging of ice. A large pressure increase 
in liquid surrounded by ice is not observed for Co = 0.5%. Therefore, if we use 
aqueous ethylene glycol with 0.5% _< Co < 1.0%, we can change the whole 
amount of aqueous ethylene glycol to a solid/liquid two phase state without 
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Fig. 15. The effect of initial concentration on pressure increase 

a large pressure increase and the IPF becomes much larger than that  for the 
conventional vessels with pure water. The augmentation of the melting rate 
was not achieved using the solution with 0.5% _< Co < 1.0%, because the 
mushy layer was too dense for melt to permeate  it. Therefore, some ways are 
needed to enhance the melting. 
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Heat Storage for a Bus Petrol  
Internal-Combust ion Engine 

L e o n a r d  L. Vas i l i ev ,  V i c t o r  S. B u r a k ,  A n d r y  G.  K u l a k o v ,  
D o n a t a s  A.  M i s h k i n i s ,  a n d  P a v e l  V .  B o h a n  

Luikov Heat K: Mass Transfer Institute, P.Brovka 15, 220072 Minsk, Belarus 

Abs t r ac t .  The heat storage (HS) system for pre-heating a bus petrol internal 
combustion engine to starting was mathematically modelled and experimentally 
investigated. The development of such devices is an extremely urgent problem es- 
pecially for regions with a cold climate. We discuss how HS works on the effect 
of absorption and rejection of heat energy at a solid-liquid phase change of a HS 
substance. In the first part of the paper a numerical method to calculate the HS 
mass-dimensional parameters and their characteristics are described. In the experi- 
mental part of the paper results are given of experiments on the pre-heating device 
aiding to start a carburettor engine under operational conditions and analysis of 
data received. Practical confirmation of the theoretical development of HS devices 
for a bus engine for starting by pre-heating is given. 

1 I n t r o d u c t i o n  

Heat  storage (HS) devices mounted on automobiles  permit  el imination of 
numerous negative factors connected with the 'cold'  s tar t  of an engine: These 
are increased charge of a fuel, large concentrat ion of CO and CnH,~ in the 
exhaust,  decrease of engine resources and high load onto accumulator  and 
s tar ter  [1, 2]. For example, Schatz The rm o  Engineering Company  repor ted  
tha t  reductions of 40 and 50% in unburnt  hydrocarbons  and CO, respectively, 
were achieved during the test  of a latent  HS with bar ium hydroxide as a phase 
change material  (PCM) [3]. Bridgegate Ltd. developed and tested a latent  HS 
device for B M W  5-series model vehicles. The  HS provides a 30% reduction 
in unburnt  hydrocarbons and CO during the engine s tar t ing period. The  salt 
mixture Mg(NO3)H20 and LiNO3 are used as a PCM [4]. 

Presently, different systems for minimizing the energy consumpt ion and 
pollutant  production from automobile engines during cold s tar t ing are pro- 
posed. There are adsorption based s tar t -preheat ing  devices, electrically heated 
catalysts systems, latent heat  storage, electric engine heaters,  etc. A detailed 
analysis of the advantages and disadvantages of the proposed systems is given 
in [5]. 

HS systems should have high heat  capacity, minimum thermal  s torage 
losses, comparat ively small dimensions and mass, vibrat ion resistance design 
to satisfy the conditions of the bus operat ion and compatibi l i ty  with tile 
environment. In the Luikov Heat and Mass Transfer Inst i tute,  Porous Media 
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Laboratory, an experimental sample of HS systems for an urban bus LAZ- 
695 N was developed, made and tested . This HS works on the basis of 
rejection and absorption of latent heat of the phase-change material. The 
main advantages of such types of HS devices are high density of the storage 
energy and stable exit temperatures of the antifreeze from the HS. 

The key part of the HS systems is a heat storage material or phase-change 
material. For the low-temperature range the following PCM are particularly 
useful [6]: 

Na2CO~.12H20, NaCH3, CaO.3H20, 
NaOH.H20, Ba(OH)2.8H20, LiNO3.3H20. 

To select the PCM one needs to obey the following criteria: high latent heat 
at phase change; relatively high thermal conductivity of the solid state and 
high specific heat capacity of the liquid state; good chemical stability in the 
working-temperature range; high density; reasonable costs. Crystal hydrates 
of salts are compatible with stainless steel with Cr-Ni additives [7, 8]. SS is 
a material applicable for HS capsules and envelopes. Among polymers, the 
most suitable as an envelope material is polyethylene. 

2 N u m e r i c a l  M o d e l  

The technique of the calculation of HS parameters consist of two stages. 
At the first stage the mass-dimensional characteristics of the HS are 

defined. The heat necessary for heating the engine over a temperature differ- 
ence AT is determined as 

Q = Z c~.,inT, (1) 

where ci and mi denote the specific heat and weight of the engine components. 
The input data and parameters are (Fig. 1): R radius of the HS envelope, 
r radius of the capsules, A r  thickness of the capsule wall, d width of the 
cavities for uniform flow over of the capsules by a circulating liquid, thermal 
properties of the PCM, material of the capsules and the heat transfer fluid, 
geometrical dimensions and specific heats of the materials. The next step is 
then the determination of the number of capsules, n, their length L and the 
necessary amount of the PCM m. At this stage of the calculation updating 
of the dimensions R, r, d to define the most reasonable ratio of the envelope 
radius R and the length of the capsules L is carried out [10]. 

In the second stage the discharge process rate of the HS is calculated. The 
following assumptions were made in the physical model: 

The crystallization process of the PCM occurs simultaneously over the 
whole length of the capsules, the phase boundary is moving in the radial 
direction. It is caused by a large temperature drop between the PCM and 
the heat transfer fluid, when the phase boundary in the axial direction 
has no time to be generated. 
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Fig. 1. Design dimensions of the HS, used in calculations. 1 - envelope of the HS, 
2 - capsules, 3 - cavities for the creation of a uniform flow around the capsules 

• At each instant of t ime the t empera ture  distribution in the crystalline 
PCM layer and the t empera tu re  of the capsule wall correspond to the 
t empera ture  distribution in a s ta t ionary mode. 

• The average heat t ransfer  characteristics for the capsule length were used. 
• The specific heat of the HS materials in case of superheat ing was not 

taken into account in the calculation of the discharge-process rates. 

The specific heat  flux t ransmi t ted  from the PCM to the heat  transfer fluid 
during HS discharge is defined as [11] 

q = h A T ,  (2) 

where A T  is the average-logarithmic tempera ture  gradient,  

Tp - T/n 
n T  = ( T o u ,  - T  )/In - (3) 

Tp denotes the melting t empera tu re  of the PCM. The overall heat t ransfer  
coefficient h for this case is 

h =  + ~-~ in - ~ A r  + In , (4) 
r -fit r - A r  -- a t  J 

where a is the heat  exchange coefficient between the wall of the capsules 
and the heat  transfer fluid, ),w, At are the thermal  conductivi ty of the wall 
materiM, of the capsules and the PCM, respectively, and at is the t ime- 
dependent thickness of the solidified PCM. 

Thus, the problem of the discharge process ra te  calculation, i.e. the de- 
termination of the dependence of the heat  flux on time, q(t), is to define the 
t ime dt  of crystallization of an elementary cylindrical layer with the thickness 
dr.  The dependence can be found from the appropr ia te  rat io of the weight 
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of the crystallizing PCM. On the one hand this weight is proport ional  to the 
heat flux from the PCM to the heat  transfer fluid, 

d m =  27rrdtqL / H, (5) 

on the other hand, this weight equals 

d m =  27rrldrPtL, (6) 

where P~, H are the density and latent heat of the PCM, respectively, and 
rl  is the radius of the phase-change border  at that  instant. 

For the determination of the heat flux q it is necessary to define input 
and output  temperatures  of the HS, To~t and Tin, 

2~rPtrldrLH + Q2 
Tout = T ~  + (7) 

dtclgPt 

Here Pz, cl, g are the density, specific heat and the volumetric flow rate of 
the heat transfer fluid, respectively, and 

j ] 
rl r--At 

Q2 takes into account the quantity of rejected heat which was stored in the 
materials of the capsule by the specific heat. AT1 (r) is the tempera ture  dif- 
ference of the elementary layers of the capsule while the thickness of the 
crystallized layer increases by dr. Pt, ct, Pw, cw are the density and specific 
heat of the PCM and the capsule wall, respectively. In case of the tempera ture  
distribution for a stat ionary mode, the sum of the integrals (8) is evaluated 
analytically and is reduced to the finding of the inner and outer wall temper- 
atures of the capsule. 

The temperature  T/,~ depends on time and is defined by the amount  of 
heat, Q = Q(t - to) (Q is a function of the time), extracted from the HS to 
the heat transfer fluid at time t - to, where to = V/g is the time of the heat 
transfer-fluid replacement in a cooling jacket of the engine with volume V. 
The dependence of the temperature  on an input of the HS as a function of 
the time is defined by the equations 

T ~  = T~0, 

Tin = Ti~o + T Q3g 
Vl E cimi 

( t - t o ) ,  

for t<to, 

for to<t<to + V1/g, 
(9) 

where Tin0 denotes the temperature  of the engine before the beginning of the 
HS discharge, and Q3 is the heat rejected from the heat transfer fluid in the 
HS volume V1 during the liquid cooling down from the melting tempera ture  
Tp to the temperature  

T = TpVlClP1 -k ~c im iT inO 
VlclP1 + ~ cimi 
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For t>to + V1/g, 

Q ( t  - to - v l / g )  
= ( l o )  Tin Tino + T + ~ e imi  

This mathemat ica l  model assumes tha t  crystallisation of the PCM is s tar ted  
at t ime t = V1/g, i.e., after replacement of the heat t ransfer  fluid in HS. 
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Fig. 2. Temperature evolution as a function of time for different ambient temper- 
atures, 1 - 20 °C, 2 - 0 °C, 3 - -20 °C 

The system of equations was solved by a numerical i teration method.  The  
quantity of the evolving heat, Qi, was defined with the varying thickness of 
the solidified layer A x  (rl = r -- l a x  -- Ar ) ,  i.e., the crystallisation t ime 
Ati  of a layer of thickness x was calculated. The value of the heat- t ransfer  
coefficient was specified after each step along r, accounting for the changes 
of thermal  properties of the heat- t ransfer  fluid [10]. 

Numerical dependence of the engine tempera ture  as a function of time, 
for different values of the ambient tempera ture ,  is presented in Fig. 2 . The 
lowest ambient t empera ture  corresponds to the highest value of the engine 
tempera ture  difference before and after the HS discharge process, due to the 
largest t empera ture  difference between the HS and the engine. 

The dynamic behavior of the heating of the engine for different flow rates 
of the antifreeze is shown in Fig. 3. An increase in the flow rate  up to 60 
lmin  -1 does not give rise to a substantial  rise in the engine-heating rate. 
The results of the calculation were used for the design of the experimental  
HS p r o t o t y p e .  

3 Heat Storage Design 

The experimental  HS (Fig. 4) consists of three basic parts:  the cylindrical 
envelope, capsules with PCM and a jacket with a thermal  insulation. The 
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Fig. 3. Dynamics of the heating of the engine for different flow rates of antifreeze, 
1 - 120 lmin -1, 2 - 60 lmin  - I ,  3 - 30 lmin  -1, 4 - 10 lmin  -1, 5 - 5 l m i n  -1 

height of the HS wi thou t  t he rma l  in su la t ion  is 470 mm,  the d i ame te r  300 
mm. The  SS steel meshes (6) are required  for fixing the P C M  capsules a nd  
for the creat ion of en t rance  and  out le t  cavities. The  cavities are respons ib le  
for the un i form passing of the l iquid (antifreeze) over the capsules. The  SS 
steel meshes s t imula te  add i t iona l  t r i bu l a t i ons  of the l iquid inside the channels ,  
enhanc ing  the hea t - t ransfer  coefficient and  improv ing  the  d y n a m i c  charac ter -  
istics of the heat  s torage device. 

3OO 

5 .  ' 2 

Fig.  4. Scheme of the experimental heat storage device: 1 - cover, 2 - envelope, 3 - 
capsule containing the PCM, 4 - thermal insulation, 5 * outlet pipe, 6, 7 - SS steel 
mesh, 8 - entrance pipe 
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The capsules are made of SS tubes with an external  d iameter  of 25 mm. 
Crystal-hydrate  NaOH .H20 with an additive to prevent overcooling of the 
substance during the discharging of the HS is used as PCM. The phase change 
tempera ture  is 64°C. Vacuum-powder thermal  insulation for the HS is used 
for reducing heat losses during the engine switch-off period. 

The arrangement  of the PCM capsules inside the envelope is shown in 
Fig. 5. Table 1 summarises the characteristics of the experimental  HS. 

Table  1. Characteristics of the experimental HP 

Parameter name Value 

Number of capsules 

HS mass 

Thermal energy, stored by HS 

HS overall dimensions 

Flow rate of circulated liquid 

Heat storage period for 

heating bus engine (650 kg) up to 30°C 

HS discharging time 

109 

65 kg 

14 MJ 

350x350x500 mm 

15 lmin -1 

36 hours 

10 min 

Fig. 5. PCM capsules inside the envelope 
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4 Operat ional  Tests 

4.1 L o c a t i o n  o f  t h e  H S  d e v i c e  in t h e  b u s  

The experimental  device to s tar t  the pre-heat ing of the engine (Fig. 6) con- 
sists of the heat storage 4, electrical pump 6 with the control block 2, inlet 
8 and outlet  3 pipes with valves 5. The outlet  pipe of the HS is connected 
to the outlet  of a water jacket before the the rmos ta t  1. The HS is horizont- 
ally positioned, and an electrical pump is mounted  on a single plate, and is 
placed at the right side nearer to the bus saloon. The basic scheme of the HS 
connection to the cooling system of the engine is shown in Fig. 7. 

Fig. 6. Sketch of the experimintal HS device location in the bus LAZ-695N. 
1 - thermostat, 2 - control block of electrical pump, 3 - outlet pipe of HS, 4 - heat 
storage (HS), 5 - valves, 6 - electrical pump, 7 - union, 8 - inlet pipe of HS, 9 - 
draining valve, 10 - T-pipe 

The HS is connected in parallel to the engine water  jacket. During dis- 
charge, the HS cooling liquid moves with the help of the electrical pump  
through the HS and the water jacket of the engine. A par t  of the liquid thus 
passes through a branch pipe of a small cooling loop bypassing the head of 
the cylinders. This reduces the heating efficiency of the engine a little bit, 
however, the thermal  losses due to the small sizes of a branch pipe are in- 
significant. During the charge of the HS, when the thermosta t  is closed, the 
cooling liquid is simultaneously pumped  by the water  pump of the engine 
within a small cooling loop of the engine and the HS. Once the the rmos ta t  
is open, the heat transfer liquid is pumped  through the radiator  (big cooling 
loop). During the storage period the valves 5 (Fig. 6) are closed and prevent 
a natural  convective circulation of the liquid through the cooling system. 
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Fig. 7. Sketch of the HS connection to the cooling system of the engine 

4.2 Operational  test  results  

Operational tests were carried out for different regimes of the HS opera- 
tion. These regimes are different in periods of heat storage, discharging and 
charging. The operation of the experimental  HS under full-scale conditions 
was controlled with the help of six copper-constantan thermocouples (Fig. 6, 
positions I-VI). 

The temperature  history of the engine during discharging is shown in 
Fig. 8. Curve A is the theoretical average tempera ture  of the bus engine. 
Lines III-VI are assigned to the thermocouples shown on Fig. 6. Experimental  
data have shown close agreement to the theory. Some overestimation of the 
theoretical values is caused by the heat losses to the surroundings. 
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Fig. 8. Dependence of the engine temperature on discharge time. A -theoretical 
average temperature, III-VI - temperatures in different points of engine (Fig 6.) 
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Thus, the operat ional  tests have shown the validity of the applicat ion of 
the developed engineering technique for the calculation of the heat  storage 
parameters .  

5 C o n c l u s i o n  
The result of this work is a practical confirmation of theoretical developments 
to facilitate a heat  storage device in an internal combustion engine for s tar t ing 
by heating the engine from the energy stored in the heat s torage device. The 
mathemat ica l  model allows to determine the design da ta  and operat ional  
characteristics of heat storage. 

The experimental  sample of the HS works on the effect of the rejection 
and absorption of latent heat of the phase-change mater ial  for an urban 
bus "LAZ-695 N" and was developed in the Luikov Heat  and Mass Transfer 
Insti tute.  The HS was mounted on a bus and opera ted  under real conditions. 
Experimental  da ta  showed close agreement  with the mathemat ica l  model. 
Operat ional  tests have corroborated the validity of the applicat ion of the 
developed engineering technique to calculate the heat storage pa ramete r s  . 
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Heat Pumps and Heat Pipes for Applications 
in Cold Regions 

L e o n a r d  L. Vas i l i ev  

Luikov Heat & Mass Transfer Institute, P.Brovka 15, 220072 Minsk, Belarus 

Abs t rac t ,  Advanced active carbon fibre/NH3 heat pumps with dual sources of en- 
ergy (solar/gas) were developed for providing space heating, cooling and sanitary 
hot water for buildings. The next heat pump generation will include a combination 
of chemicals with an active carbon fibre to increase the NH3 absorption. Combin- 
ation of heat pipes and heat pumps solves the problem of heating the ground and 
air in green houses using the heat of the ground, hot ground waters, solar energy 
and gas flames with heat storage. 

1 I n t r o d u c t i o n  

Even in the cold regions of the globe the soil t empera tu re  at the 10 - 20 m 
depth is all year round constant  and equal to 10 - 12°C. The  thermal  energy of 
the ground water is thus very promising to recover and increase its potential;  
to this end heat pipes and heat  pumps  are used. Heat  pumps,  thermal  s torage 
and heat pipes as heat exchangers are used for heating and air-conditioning 
purposes in many  different par ts  of the globe but  in part icular  in its cold 
regions. 

Environmental  protection initiatives of different agencies have led to an 
intensification of research efforts in the technology of safe heat  pumps  and 
heat pipes due to the increased ozone concentrat ion and due to global warm- 
ing. Solid-gas sorption of heat powered cycles are one of the most  a t t rac t ive  
alternatives for heat pump  applications [1], because they are absolutely be- 
nign for the environment: zero O D P  (Ozone Depletion Potential) ,  zero G W P  
(Global Warming Potential) ,  insensitivity to movement  and orientat ion and 
high performance in avoiding ext ra  p r imary  energy consumption.  Actually, 
two different types of solid sorption are generally used - adsorpt ion and chem- 
ical reactions [2,3]. 

Recently, practical  and theoretical  interest has concert ra ted on the com- 
bined action of physical adsorption and chemical reactions in the same volume 
at the same t ime [4-5]. As a solid-gas complex compound sys tem a combin- 
ation of an active carbon fiber Busofit and CaC12 salt were analyzed with a 
sorption capacity of more than  0.8 kg of ammonium in 1 kg of this complex 
compound. A cascaded cycle of N a X / N H 3  (280 °C) and Busofit-CaC12/NH3 
was suggested [5] to improve the COP (Coefficient of Performance) of a solid 
sorption machine. 
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Conversion of solar energy into mechanical or electrical energy, hot or 
cold, may be achieved by means of various thermodynamic (Carnot, Rank- 
ine, Brayton, Stifling, Vuilleumeir, and Ericsson) cycles. The Carnot cycle is 
the most convenient to compare the COP of different liquid and solid sorp- 
tion machines. The Rankine cycle is the most convenient for the electrical 
generation, and it is efficient for small temperature differences between the 
hot and cold sources of energy. 

It is interesting to consider a combined heating, refrigeration and power- 
generation system with short cycles and capillary pumped evaporators, which 
would allow operation systems providing the power for valve operation; and 
a combined system would allow unencumbered operation [6]. Such a system 
could remain operational when the solar insulation is low, emitting its all- 
year-round operation and could be used in areas where solar energy alone 
is impractical. Many solar-powered domestic water-heating systems have a 
provision for a one-person gas heater as a back-up. Use of a gas system would 
be more economical, and utilizing gas and solar power simultaneously would 
reduce the costs and size of solar collectors employed in solar-driven adsorp- 
tion systems, and it is beneficial to the gas consumption. Long heat pipes are 
very promising to recover the low potential ground energy with the help of 
heat pumps. We are interested to design a system with short cycles of oper- 
ation. The type of implemented adsorbent (Busofit) strongly influences the 
COP of a cycle. Combination of different sorbent beds provides the possibil- 
ity to increase the heat output of the heat pump. Among the solid sorption 
machines which operate as a vacant heat pump we need to consider a li- 
quid/vapor equilibrium (L/V) and a solid/gas equilibrium (S/G) [1]. There 
are three modifications of such systems: the resorption system (2S/G), the 
internal heat-recovery system (1L/V and 2S/G) and the resorption-internal- 
heat-recovery system (3 S/G). Recently, a multisalt-reactor process was sug- 
gested, which implements a L/V balance and several S/G equilibria [2]. Fol- 
lowing Castaing-Lasvignottes and Neveu [2] for two salt-resorption systems, 
application of the first and second law of thermodynamic gives 

Qlre 9 + Qlab . + Q2re. 
QLg Q1 

re_.._gg q_ 

T: g + + 

+ O bs = 0, 

Q: 
abs + A i S  =- 0 

T~bs 

with negligible internal irreversibilities. The external irreversibilities are 

Introducing the entropic temperature as 

T '  

(1) 

(2) 

(a) 
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eqs. (1) take the form 
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and 

T 2 
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C O P =  _ + - -  = COP  + - -  

TL ~ TL ~ TL ~ 

(7) 

In (1) - (7), p, T, Q and S are, respectively, vapor pressure, temperature,  
heat and entropy. Furthermore, the supscripts 1, 2 are the reactor numbers 
and the subscript abs, reg indicate absorption and regeneration, respectively. 

2 Solar A d s o r p t i o n  H e a t  P u m p  

2.1 Solar collector 

The solar concentrator (Fig. 1) is made from an aluminum plate as a t ray (TV 
parabolic antenna) with diameter 1.2 1.8 m, the inner surface is covered 
by a metallic polymer film with high degree of reflection 0.68 (mirror). An 
aluminum-nitride coating increases the absorption coefficient of a solar re- 
ceiver up to 92%. This system needs to have a solar oriented mechanism to 
move the solar concentrator.  

The second solar concentrator (Fig. 3) is equipped with several vacuum 
tube collectors 1 14; it is connected directly with cylindrical evaporators 13 of 
the two-phase heat-transfer system and subcooled water pipes 12 inside these 
evaporators. Such types of solar collectors can be installed without difficulty 
on any kind of roof. About 3 m S of the solar collector are sufficient to cover 

1 The numbers refer to the identifiers in Figs. 1-3. 
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F i g .  1. S o l a r / g a s  h e a t  p u m p  for s p a c e  h e a t i n g :  1,7 - w a t e r  h e a t  e x c h a n g e r s ;  2,6 - 
a d s o r b e r s ;  3,8 - s o r b e n t  b e d  ( " B U S O F I T "  w i t h  c h e m i c a l s ) ;  4 - v a p o u r  c h a n n e l ;  5,9 
- valves;  10, 14 - b o i l e r s / e v a p o r a t o r s ;  11 - gas  h e a t e r ;  12 - so la r  c o n c e n t r a t o r ;  13 
- so la r  r a d i a t i o n ;  14 - vaour  p ipe ;  15 - l i qu id  p ipe ;  A - coo l ing  wa t e r ;  B - v a p o u r  
c h a n n e l  

, , ~  

F i g .  2. So l a r - ga s - e l e c t r i c  h e a t  p u m p :  1,2 - a d s o r b e r s ;  3,4 - s o r b e n t  b e d ;  5 - con -  

dense r ;  6,7 - c a p i l l a r y - p o r o u s  e v a p o r a t o r s ;  8,9 - c o n d e n s e r s  ( loop  h e a t  p ipes ,  o r  l ong  
h e a t  p i p e s  d i s p o s e d  u n d e r g r o u n d ) ;  10 - p a r a b o l i c  so la r  co l lec tor ;  11 - coo l i ng  c h a m -  
b e r  ( low t e m p e r a t u r e  sou rce  of  ene rgy ) ;  12,13 - l oop  h e a t  p ipes ;  14,22 - c o n d e n s e r s ;  
15,16 - valves;  17, 24, 25 - l i qu id  p ipes ;  18 - e l ec t r i c  h e a t e r  (or  gas  h e a t e r ) ;  19 - 
v a p o u r  p ipe ;  20 - v a p o u r  channe l ;  21 - p r e s s u r e  gauge ;  23 - b o i l e r / e v a p o r a t o r ;  A-  
cool ing  wa te r ;  B - bo i l i ng  wa te r ;  C - v a p o u r  
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the necessary heat demand for a 10 m 2 room heating. 12 borosilicate glass 
tubes with 12 thermosyphon evaporators inside are sufficient for 3 m 2 of 
the solar collector surface. Such solar collectors do not need to have a sun 
orientation system. Their efficiency is higher than that  of flat collectors. 

Fig. 3. Solar/gas heat pump for room or ground heating 1,7 - water heat ex- 
changers; 2,6 - adsorbers; 3,8 - sorbent bed; 4 - vapor channel; 5,9 - valves; 10,13 - 
water boilers (evaporators); 11- gas heater; 12 - liquid channel; 14 - vacuum tube 
solar collector; A - cooling water; B -vapour 

2.2 T w o - p h a s e  h e a t  t r a n s f e r  d e v i c e  

The two-phase heat-transfer device B (Fig. 1) is designed to heat the ad- 
sorbers; it is made as a vapor-dynamic thermosyphon, which has two small 
boilers 10 and 14, two elongated cylindrically finned condensers 4 inside sorb- 
ent canisters, a vapor channel 15 and two flexible liquid pipes with special 
valves 5 and 9 to regulate the water feeding of the boilers. The basic particu- 
larity of this thermosyphon is the periodical switch on and off (by valves) of 
the condensers with constant rate of the boiler-heat load (Fig. 1, Fig. 3). The 
first boiler 14 (Fig. 1) is positioned at the focus of a solar concentrator. The 
second boiler 10 is heated by a gas flame. The experimental data-acquisition 
system includes temperature sensors, a vapor~pressure gauge and a computer. 
The gas-flow rate is regulated as a function of the vapor temperature.  A ca- 
pillary pumped evaporator is more flexible with the point of view of its ori- 
entation in space, and it is more compact.  A cylindrical evaporator was made 
of Ti sintered powder wick with a central tube for the liquid flow and some 
vapor channels on the inner surface of the stainless steel tube. The vapour 
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output  a n d  the liquid input are separated by a t i t an ium sintered powder- 
capillary pump.  The length of the evaporator  is 280 mm,  outer  d iameter  - 
38 mm, the wick porosity - 45 %, m ax i m um  pore d iameter  - 10 #m,  medium 
pore diameter  - 3-5 #m, capillary pressure head - 0.4 bar,  wick thickness - 
4 mm. Such a design of the evaporator  ensures a min imum pressure loss in 
the wick and guarantees favorable conditions for vapor generat ion inside a 
porous structure. 

This evaporator  is operat ing with water,  ammonium,  methanol ,  acetone 
and propane. The max imum heat flux for this evapora tor  with ammonium 
is 1000 W. This evaporator  is functioning together with the condenser made 
as a multiple U-turn-capillary tube with common fines. The  overall thermal  
resistance of such a cooler is R = 0.06K W -1. 

2.3 Sol id  s o r b e n t  c a n i s t e r s  

Two solid sorbent canisters 3 and 8 (Figs. 1-3) are filled with an active car- 
bon fiber Busofit wrapped on the surface of the condensers 4 between the 
aluminum fins. The length of the canister is 1.2 m, the outer  d iameter  of the 
canister is 50ram. Five different metal  salts (NiC12, MgC12, MnC12, CaC12, 
BaC12) were used as sorbent media together with the active carbon fiber 
Busofit in five reactors. When the Busofit-salt composit ion was used the full 
heat output  was at least two times more (for the Busofit -CaC12 combination 
the full adsorption capacity is more than  0.85 kg of ammon ium for 1 kg of 
the sorbent bed), but  the t ime of reaction increased up to 20-25 rain. In our 
first experiments we used only an active carbon fiber as a sorbent  material  to 
realize the cycle in the limit of 12 rain.The full adsortion capaci ty  of an active 
carbon fiber Busofit for different gases is presented in Table 1. The  second 
experiments were performed with the combination of Busofit with chemicals. 

Table  1. Adsorption capacities 

Full adsorption capacity, 

kg/kg adsorbent 

Busofit TM Busofit TM 

CaC12 

Acetone 0,61 - 

Ammonia 0~62 0,85 

Ethanol 0,60 

Methanol 0,55 

2.4 Evaporators 

Two special type of porous ammonium evaporators  10, 15 (Fig. 2) were used 
to ensure its t empera ture  fall during the ammonium adsorpt ion cycle down to 
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-30°C. These evaporators are thermally connected with the loop-heat pipes 
11, 14; the heat-pipe condensers are made as coaxial tubes on the outer 
surfaces of the evaporators to ensure condensation of the heat-pipe-working 
fluid (ammonium) on the outer evaporator surface. 

The capillary porous wick for the evaporators (Fig. 4) was made by the 
gas-thermal A1 powder sintering method in a water-vapor atmosphere. The 
metal-oxide Al~ O3 powder wick was made with particle diameters (10 - 
40) x 10-6m, thermally sintered together with the porosity 40 - 50% and 
pore diameter (2 - 10) x 10-am (A12 03 ceramic). The total pore volume in 
this ceramic is (0, 4 - 0, 5) x 103mm3g -1. The macro-pore volume is (0, 35 - 
0,38) x 103mm3g-1; the micro-pore volume is ( 0 , 0 5 -  0,07) x 103mm3g -1. 
The permeability of such a system due to the macro pores is equal to (2 - 
3) x 1013m 2 with the specific macro-pore surface of (25 - 35) x 10-6m2g -1. 

A 

2 

\ 
• \ 

B 

Fig. 4. Inverted meniscus evaporator: A - cross section from both sides; B - schem- 
atic of the evaporator cross section with vapor channels: 1, 2 - outer and inner walls 
of the evaporator; 3, 4 - porous wick with two layers of porous structure; 5 - vapor 
channels 

The mechanical strength of such an A12 O3 ceramic under compression 
is not less than 30 - 40 mPa. Such a ceramic is a good adsorbent for the 
ammonium vapor and the capillary pressure Pcap = 2 (Wsg - Wsl) /  R is 
near 0.5 bar. 

2.5 C o n d e n s e r  

The ammonium condenser 5 is made as a stainless steel tube-in-tube heat 
exchanger cooled by water to ensure complete vapor condensation and liquid 
ammonium cooling down to the room temperature.  It is connected with the 
evaporators 10 and 15. There is another version of the compact condenser for 
such an evaporator (Fig. 5) [7]. An aluminum condenser shell with a liquid 
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cooling channel in the interior and capillary circumferential microgrooves on 
the inner surface of the condenser envelope is connected with the adsorbers 
through two bendable capillary tubes. One tube  is for the vapor, the other 
tube for the subcooled liquid. 

Capillary Vapor 
grooves channel 

L 

Narrow Cooling Capillary 
passages water arteries 

Fig. 5. Compact condenser with capillary microgrooves and arteries to remove 
liquid 

These circumferential microgrooves serve as extended surfaces for the va- 
por condensation. Capillary forces move the film of liquid to the arteries 
through the narrow capillary passages (slots). Arteries are connected with 
the evaporator through the capillary tube. 

The condenser is working as follows: the vapor flow from the evaporator  is 
entering the vapor channels and condensing on the microchannels due to the 
temperature  difference. The thin film of the liquid under the capillary forces is 
transported to the narrow slots and enters the arteries. Liquid enters through 
these arteries the inner part of the evaporator. 

Since the liquid film moves only a short distance and because of the ca- 
pillary action on this liquid film the heat transfer intensification is very high 
and exceeds the Nusselt heat transfer with condensation on a smooth surface. 
The experimental data with ammonium condensation on such a surface are 
shown in Fig. 6. 

2.6 L o o p  h e a t  p ipes  as coo l ing  pane l s  

The loop-heat-pipe panels (Fig. 7) are used as uniform tempera ture  sheets 
inside the cold chamber connected with the ambient air. Two loop-heat-pipe 
panels, bent as an L-shape, were installed inside the cold chamber, s i tuated 
outside the building. The evaporators 10 and 15 are positioned on the upper 
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Fig. 6. Experimental data on heat transfer intensity with ammonium condensation 

part  of the cold chamber. The heat-pipe panels on their upper side (heat 
pipe condenser) have good thermal contact with the evaporators 10, 15; the 
extended lower part  of the heat-pipe panels is used as a heat-pipe-finned 
evaporator. Such types of heat pipes with diameter 3 mm and length close to 
1 m have no interior capillary structure and are functioning under the oscil- 
lating motion of the two-phase ammonium due to a large difference between 
the liquid and vapor density under the heat load. The driving force of the 
loop-heat pipes is the pressure force generated by the liquid, boiling at high 
temperatures (ambient air), with the non-equilibrium state between vapor 
and liquid and the vapor bubbles collapsing in the upper, cold part  of the 
panel. Vapor plugs (bubbles) push the liquid plugs to the cold part  of the 
unit, where vapor bubbles collapsed with the increase of the pressure differ- 
ence between the vapor and the liquid. Due to the inter-connections between 
the two-phase channels the motion of the vapor bubbles and the liquid plugs 
is influenced by the motion of the fluid in the next sections on the loop-heat- 
pipe panel. 

The total surface of the two-loop-heat-pipe panels was 1.2 m2; the am- 
monium mass inside one panel was 50 g. Cold output  from the heat-pipe 
panels was 300 W. Due to the cycling action of the solar refrigerator the time 
of the panel active cooling of the panel was limited by 12 min for one cycle. 
The temperature  deviation of two-loop-heat-pipe panels for the time interval 
0 - 200 rain is shown in Fig. 8. The ambient air tempera ture  was 7°C. 
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Fig. 7. Scheme of the first kind of loop-heat-pipe panel: 1- condenser of the heat 
pipe, 2- evaporator of the adsorption refrigerator, 3- porous structure, 4- heat pipe 
evaporator 

3 D e s c r i p t i o n  o f  t h e  H e a t  P u m p  O p e r a t i o n  

The solar/gas heat pump (Fig. 1) has a solar receiver 12 (mirror with alu- 
minum nitride film), a gas flume system 11 to heat  the water boilers 14, 
10, two sorbent bed canisters 2, 6, connected by the heat-recovery loop A, 
two phase-heat-transfer systems B (vapor-dynamic thermosyphon),  one con- 
denser 5 (Fig. 2) with two evaporators 10, 15 and two cold panels 11, 14 (loop 
heat pipes) heated by the air. When there is a forced convection heating, two 
finned evaporators 10, 15 are used without loop-heat pipes. 

The energy required comes mainly from the heat supplied to the solar re- 
ceiver (high temperature  source of energy). The air is considered as a second 
low temperature  source of energy. During cloudy days, or when the solar en- 
ergy is insufficient the gas flame-heating system is switched on automatically 
in parallel with the solar heater. However, a small amount  of work is required 
by the valve system to switch on and off the vapor-dynamic thermosyphon 
15, to heat or to cool one sorbent bed after another (two step heat machine). 
This is in contrast to conventional vapor-compression systems, which require 
shaft work for the compression process. The main parameters of the heat 
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pump are included in Table 2. Such types of devices can be used as a heater  
and cooler, the heater and electricity generator,  the cooler and desalination 
system, the cooler and air conditioning. 

Table  2. Characteristics of the experimental Heat pump 

Parameter name Value 

Solid-gas adsorber dimensions L = 1.2 m, 

D = 0.05 m 

Carbon fiber Busofit mass in one adsorber 0.75 kg 

Ammonium mass in one adsorber 0.35 kg 

Water mass in one thermosyphon 1 kg 

Ammonium mass inside one loop heat pipe 0.05 kg 

Total mass of heat pump 22 kg 

Temperature of a hot adsorber 120°C 

Condenser heat rejection temperature 50°C 

Loop heat pipe temperature 0°C 

Finned evaporator temperature (without loop heat pipes) 18°C 

Heating capacity (Wkg -1 adsorbent) 350 

The dynamics of a solar /gas  heat  pump  is as follows: during the heat ing 
of the adsorbers by solar radiation or gas flame the heat is supplied to the 
sorbent bed by the two-phase heat  t ransfer  device-thermosyphon guided by 
the alternative valve operation. Two special valves 5 and 9 (Fig. 1) provide 
the possibility to switch on and off one, or the other adsorber (2, 6). The  tem-  
perature  of the carbon fiber 3 and 8 inside the adsorber 2 and 6 is increasing 
up to 110-120 °C and there is a high-pressure ammonium generation in pores,  
the process being endothermic. The superheated ammonium is entering the 
condenser 5 (Fig. 2) and cooling and condensing on the cold surface of the 
water heat exchanger A (Fig. 2). The liquid ammonium enters the porous 
evaporator  10 or 15 and is stored in the liquid reservoirs 9 or 16 disposed in- 
side the evaporators.  By this t ime the first half of a cycle is complete. During 
the second half of the cycle the active cooling of the water  of the adsorbers  2 
or 6 (water heat exchanger A, Fig. l)  is starting, the sorbent bed t empera tu re  
is failing down to 20-30 °C, and the ammonium pressure is falling down to  
0.5 bar  or less. When this pressure in the adsorber becomes lower than  the 
ammonium pressure in the evaporator ,  the liquid ammonium inside the por- 
ous structure begins to evaporate  with intense evaporator-wall  cooling down 
to -30°C (Fig 8). 



606 L.L, Vasiliev 

4O 

3O 

2 0  

1 0  

4O 

m 

~ Panel-evaporator temperatures 
' as a function of time 
i 
, • Panel-evaporator No. 1 

' /~ Panel-evaporator No. 2 i 

! ,  
,, 

11 
2 A ,  A, 

A 

[ | 
4 0  

I 
8 O  

t, rain 

I i I , I 
1 2 0  1 8 0  21111 

Fig. 8. The temperature deviation of the two-loop-heat-pipe panels 

The evaporators 10,15 (Fig. 2) are thermally connected with the sur- 
roundings through the loop-heat pipes 11 and 14. Heat-pipe condensers are 
positioned on the outer surface of the evaporators. The  mult ibent  heat-pipe 
evaporating part  is heated by the air. These two heat pipes are used as a 
second ammonium circuit thermally connected with the first ammonium cir- 
cuit (evaporators 10,15). When the temperature  of the evaporator  10, 15 
decreases and becomes smaller than the air temperature,  the ammonium in 
the heat pipes 11,14 starts to evaporate with continuing condensation on the 
outer surface of the evaporator 10, 15. The heat transfer between the air and 
the cold heat-pipe panels is realized by natural  convection, the tempera ture  
of the heat pipe being lower by 3°C. Periodic switching on and off of the 
loop-heat pipe is realized automatically following the adsorpt ion/desorpt ion 
cycles of the sorbent bed (12 min). The second alternative is to use finned 
evaporators 10, 15 and fan to heat these evaporators by the air. Such a device 
is more compact, but  needs to use electric energy for fan action. The third 
alternative is to use long heat pipes, Fig. 9. 

4 C o n c l u s i o n s  

A solar and gas-solid-sorption machine with 1.2 m 2 collection surface was de- 
signed and studied to build in the future an industrial heat pump. The ratio 
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Fig. 9. Long heat pipe for the space or ground heating as a heat pump element 

between the solar and gas flame energy supply is automat ical ly  maintained 
on the total  level of 1 kW. It  is an adsorpt ion machine with very short  (12 
min) non intermit tent  cycles tha t  uses the active carbon fiber "Busofit" as a 
sorbent bed and ammonium as a working fluid. The  air is used as a medium 
to cool (inside the cold chamber) and water  as a medium to heat  (inside 
the adsorbers and the condenser). The system management  consists only in 
actuat ing the special type  valves to change the heat ing circuit and water  
valves to change the water cooling circuit. With  the solar collector efficiency 
comprised near 0.7 it is possible to obtain a high solar COP value near 0.3. 
There  is considerable scope for the application of such a hybrid electricity 
solar-adsorption system where in termit tent  or low solar insulation currently 
restricts their use. Such working fluids and energy sources are a t t ract ive  on 
environmental  grounds. Calculations for a combined refrigeration and power- 
generation system operat ing on electrical/solar,  or gas/solar  energy with heat  
recovery shows tha t  a COP of 0.75 is achievable. Further  increases in per- 
formance may be realized using multi-effect systems. The research into the 
economical viability of such systems is required to assess their commercial  
potentials.  Such research should take into account ant icipated changes in le- 
gislation governing the use and manufacture  of conventional heat  pumps  and 
refrigerators. 

A new SS (Stainless Steel)-water vapor-dynamic  thermosyphon with two 
coaxial condensers was tested as a new thermal  control device for the solar 
sorption refrigerators with heat load 1 kW and thermal  resistance R t s  = 

0.01kW -1 . 

A new type panel was developed and tested as a vacant al ternative to the 
fiat a luminum panel made by the Roll-Bond technology for the refrigerator 
cabinets. The cold output  for such panels was near 300 W. 
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