FROM THE EDITOR’S DESK

Creation of atomic coherence, which leads to interesting phenomena in quantum optics, till date relies on monochromatic lasers. This may change in future, the news article reports theoretical studies demonstrating the possibility of producing multicolour atomic coherence.

There are two abstracts on the studies of oxygen molecule. These perhaps compensate for the hazardous cocktail of molecules covered in the previous issue of the newsletter: carbon dioxide and nitrogen dioxide. We then have an abstract on the trace element content in antidiabetic medicinal plants. However this issue is not free of lethal systems. There are two abstracts on the studies of positronium, a system containing anti-matter. There is an abstract of a theoretical paper demonstrating the precision of relativistic coupled-cluster calculation in atoms, and another abstract on the possibility of generating single attosecond extreme ultraviolet pulses.

The issue ends with a very interesting and useful article on the use of dimensional analysis. The authors highlights the dimensionless quantities we encounter in physics and extends the Szirtes algorithm to physics problems.

K.P. Subramanian
EDITOR, ISAMP Newsletter

Dilip Angom
Guest Editor
Relativistic coupled-cluster theory is employed in the calculations and electron correlation effects are included using the single, double, and an important subset of triple excitations. The magnetic dipole and electric quadrupole hyperfine structure constants of a few low-lying states are calculated to a high accuracy. The role of different electron correlation effects in the $4d^2D_{5/2}$ state is investigated.
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**Exchange on ionisation in Ps-atom scattering**
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An improvement of the Coulomb-Born approximation is made including the effect of exchange in positronium (Ps) and atom scattering. The exchange amplitude for the simplest Ps-H system is a nine-dimensional integral. We developed a methodology of evaluating the Coulomb-Born-Oppenheimer amplitude and apply it to calculate the Ps-ionisation cross sections in Ps-H collisions. We present the first and preliminary results using the present mythology.

Status: Europhys. Lett. 73, 21 (2006)
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**Coulomb-Born-Oppenheimer approximation in Ps-H scattering**
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To improve the Coulomb-Born approximation (CBA) theory of ionisation in positronium (Ps) and atom scattering, the effect of exchange is introduced. The nine-dimensional exchange amplitude for ionisation of Ps in Ps-H scattering is reduced to a two-dimensional integral using the present Coulomb-Born-Oppenheimer ap-
proximation (CBOA). The methodology is extremely useful to evaluate ionisation parameters for different target systems and different types of ionisation processes. It is then applied to evaluate the Ps-ionisation cross section and to estimate the effect of exchange on Ps-ionisation in Ps-H system. We establish the importance of exchange at lower energy region.
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**Single attosecond pulses from high harmonics driven by self-compressed filaments**

Himadri S. Chakraborty and Arnaud Couairon

1 Department of Chemistry & Physics, Northwest Missouri State University, Maryville, MO 64468; Mette B. Gaarde, Department of Physics & Astronomy, Louisiana State University, Baton Rouge, Louisiana 70803
2 Centre de Physique Theorique, Ecole Polytechnique, CNRS UMR 7644, F-91128, Palaiseau, France

*Email: himadri@phys.lsu.edu*

We show that isolated sub-femtosecond, extreme ultraviolet (XUV) pulses can be generated via harmonic generation in argon, by few-cycle infrared pulses formed through filamentation-induced self-compression in neon. Our calculations show that the time structure of the XUV pulses depends sensitively on both the amplitude and the phase modulation that are induced in the driving pulse during the self-compression process.

Status: Accepted in the Optics Letters (2006)
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**On the presence of \(^{3}\Sigma_{u}^{-}\) resonance in dissociative electron attachment to O\(_{2}\)**

Vaibhav S. Prabhudesai and E. Krishnakumar

Tata Institute of Fundamental Research, Homi Bhabha Road, Mumbai 400005, India

*Email: vaibhav@tifr.res.in, ekkumar@tifr.res.in*

The evidence for the presence of \(^{3}\Sigma_{u}^{-}\) resonance in dissociative electron attachment to O\(_{2}\) is obtained for the first time from the angular distribution measurement of O\(^{-}\) ions in the entire \(2\pi\) angles using a novel experimental technique employing the Velocity Map Imaging. This observation, while settling the question of the presence of this state observed in inelastic vibrational excitation of O\(_{2}\), calls for fresh calculations on the lifetime of the resonance. It may also impact the interpretations of the negative ion formation from O\(_{2}\) in clusters and in condensed state.
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**Excitation of Autoionization States of O\(_{2}\) by using High-Order Harmonics**

Kyung Taeo Kim, Kyung Sik Kang, Mi Na Park, Tayyab Imran, Changjun Zhu, Chang Hee Nam, E. Krishnakumar and G. Umesh

1 Coherent X-ray Research Center, Department of Physics, Korean Advanced Institute for Science and Technology, Daejeon, Republic of Korea
2 Tata Institute of Fundamental Research, Homi Bhabha Road, Mumbai 400005, India
3 Department of Physics, NITK, Surathkal 574157, India

*Email: chnam55@kaist.ac.kr, ekkumar@tifr.res.in, dekartum@yahoo.com*

Photoionization of oxygen molecules by high-order harmonics was investigated. High-order harmonics of a Ti:sapphire laser produced in a Kr gas cell were used to excite autoionization states of O\(_{2}\), since the high-order harmonic source used contains several harmonic orders, the resulting photoelectron spectrum also showed multiple peaks coming from different orders of harmonics. A subtraction method using known photoionization cross-sections was employed to separate out individual contributions from the harmonics. The photoelectron spectrum from the 11th harmonic shows a clean contribution from an autoionizing state.

Multicolored Atomic Coherence
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Department of Physics, Indian Institute of Technology, Kanpur, India

Email: hwanare@iitk.ac.in

Atomic coherence has revolutionized the area of quantum optics, with dramatic effects like rendering an atomic gas medium transparent, laser action without population inversion, super-slow and superluminal pulse propagation and many more such effects [1]. At the heart of all these lies creation of coherence between various atomic states. Such coherence is generated by ingenious coupling of different atomic levels by a few extremely stable single frequency light fields. The coherent population trapping state is one such state which results from an interplay of light and atom dynamics resulting in maximum atomic coherence and significantly reduced spontaneous emission [2]. It forms the basis of most of the amazing effects mentioned above and much more, particularly in laser cooling wherein the reduced spontaneous emission associated with this state leads to reduced re-heating arising from random emission of photons. Until now all these atomic coherence effects have relied heavily on the monochromatic nature of light. These coherent effects degrade significantly as the frequency content of the light fields is increased because it destroys the definite phase relationship between atomic states. We have recently demonstrated the possibility of multicolored atomic coherence [3], where we obtain atomic coherence for excitation with a specifically structured field. We propose excitation of the atom by light fields whose frequencies are harmonically modulated. The spectrum of such a field contains a comb of frequencies and when two such combs of fields match across atomic transitions it leads to multicolored coherent population trapping state, as seen in the figure. The usual coherent population trapping state (denoted by dashed lines) involves matching of two monochromatic fields in Raman resonance across atomic states. The multicolored counterpart, on the other hand, involves simultaneous matching of Raman resonance for the whole comb of frequencies. Such matching of colored fields leads to occurrence of large atomic coherence accompanied with reduced excited state population at a series of equidistant frequencies. We have also shown coherent control wherein we can selectively switch on/off coherent population trapping at specific frequencies by judicious choice of modulation parameters. Moreover, we developed a mathematical scheme that allows us to calculate the response of such highly coupled interaction. Specifically, we calculate non-perturbative response of atom-field interaction in the strong modulation regime wherein we use the matrix-continued fraction technique to numerically calculate two-dimensional tridiagonal matrix relations. This result opens up immense possibilities from multicolored transparency and laser cooling to possible entanglement of light fields across a series of distinct frequencies.
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Atomic data and analysis structure (ADAS) package
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Atomic Data and Analysis Structure (ADAS) [1] is a comprehensive package that includes atomic database for calculating various properties of atomic and plasma emission. It has wide ranging applications from astrophysical and thermonuclear plasmas to industrial applications of plasma. It helps in the interpretation of emission of plasmas and supports various models.

ADAS was originated by H. Summers of University of Strathclyde (Glasgow)/ and JET Joint Undertaking. Initially it was based on local mainframe IBM PC and access was restricted to JET site. In the early nineties many laboratories got interested in ADAS and it was agreed to form a UNIX based ADAS with IDL as the graphical user interface. Now it is known as IDL-ADAS and can be maintained over the Internet.

Principle

Electrons impart their kinetic energy to an impurity ion in plasma which either reaches to its excited state or gets further ionized. This process then results in the emission of a photon. Symbolically it can be depicted as

\[ A + e \rightarrow A^+ \]
\[ A^+ \rightarrow A + h\nu \]
\[ A + e \rightarrow A^{++} + e + e \]
\[ A^{++} \rightarrow A^+ + h\nu \]

where \( A^+ \) is the next ionization state of \( A \).

At high electron density, because of collisional plasma equilibrium, electron and ion populations follow Boltzmann distribution and the situation is known as local thermal equilibrium (LTE). On the other hand, for low electron density it can be described by corona model (balance between electron impact excitation and spontaneous decay). In the intermediate density limit a collisional radiative model (a model which balances all excitation and de-excitation processes for an atom) is considered. The coronal model had been the basis of description of plasma in many fusion devices in the past. However, the progress made in ignition and high-density plasma suggests that a better description can be achieved by using collisional-radiative model [2]. ADAS is centered on collisional-radiative theory in which various relaxation times; metastable states and secondary collisional times are taken into consideration.

Structure of ADAS

It has four main basic components:

1. A graphical interactive system
2. A very large database of fundamental and derived atomic data.
3. Subroutine libraries
4. Capability of calculating fundamental atomic data e.g. transition probabilities

ADAS data and ADAS generated data are used in many plasma codes e.g. STRAHL, B2-EIRENE, DIVIMP, SANCO etc.

Applications of ADAS

ADAS can be used for the modeling of various atomic and plasma parameters e.g. photon emissivity, charge exchange cross-section, radiated power etc. Moreover, it can be used for spectral line fitting and Zeeman/Paschen-Back and Stark splitting analysis. A detailed overview of applications can be found at ADAS site [1]. Various ADAS routines are of two types-interrogative on the ADAS database and those which execute atomic modeling. In interrogative codes, the objective is to allow graphical display and cubic spline interpolation is performed on the source data from data in the database. On the other hand in atomic modeling codes output data sets as well as normal tabular output are created. Another important aspect of ADAS is error consideration. In any theoretical model the calculated values are under certain approximations. ADAS suite
has the ability to route text and graphical output after execution. In table 1, a list of the series of ADAS codes for various purposes is given.

<table>
<thead>
<tr>
<th>Series</th>
<th>Contents</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADAS1</td>
<td>Entry and validation of fundamental atomic data</td>
</tr>
<tr>
<td>ADAS2</td>
<td>Excited state population in a plasma</td>
</tr>
<tr>
<td>ADAS3</td>
<td>Charge exchange related parameters</td>
</tr>
<tr>
<td>ADAS4</td>
<td>Recombination, ionization and radiated power</td>
</tr>
<tr>
<td>ADAS5</td>
<td>General interrogation programs</td>
</tr>
<tr>
<td>ADAS6</td>
<td>Data Analysis and curve fitting</td>
</tr>
<tr>
<td>ADAS7</td>
<td>Dielectronic data</td>
</tr>
<tr>
<td>ADAS8</td>
<td>Structure and excitation calculations</td>
</tr>
</tbody>
</table>

Table 1. ADAS series and its contents

Another important aspect in the analysis is the effect of opacity of the plasma on the resonance lines [3]. Opacity can not only affect the line shape/width but also affect the ionization/excitation rates. ADAS incorporates opacity factor to correct for this.

**Users**

Presently ADAS users are not only from the fusion community worldwide but also from Solar Heliospheric Observatory (SOHO) and Chandra X-Ray Observatory. Due to its wide-ranging capability it has been to be useful for other plasma sources also.

In short IDL-ADAS is a user-friendly package for various atomic plasma parameters and has been found to be an important tool for modeling of atomic, plasma and astrophysical parameters.

**References:**

1. ADAS site, http://adas.strath.ac.uk

**International Symposium on Quantum Optics-2006**

*The curtain raiser for the Diamond Jubilee Year Celebration of PRL*

As the curtain raiser for the Diamond Jubilee Year celebrations of Physical Research Laboratory (PRL), a four-day International Symposium on Quantum Optics was held in PRL during July 24-27. Lectures were delivered on many interesting topics of current and sustained interest such as entanglement, phase space distributions, quantum communication, nonlinear optics, BEC, coherent states and quantum-classical correspondence. The symposium provided a platform for scientists from abroad to interact with their Indian colleagues. It also gave us an opportunity to discuss and appreciate the work of one of the most creative and prolific Quantum Opticians of our time-Prof. G. S. Agarwal. The symposium coincided with his sixtieth birthday. It was a pleasure and a privilege for all of us to wish him a long, productive and healthy life.
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A simple algorithm developed by Szirtes for modeling based on Buckingham -Π theorem is illustrated through examples from different areas of physics. It is found to have applications from electronic devices to quantum mechanical systems.

Introduction:

Dimensional analysis is a useful tool which every one of us has studied in our high school curriculum. In an advanced physics course, we check the correctness of equations and formulae containing large number of terms by checking their dimension reduced to the basic MLT representation. We are more familiar with the MLT system of dimension; however it is possible to have a dimension system based on other parameters.

We also encounter a variety of dimensionless numbers in physics. Often, we observe that these numbers signify the behaviour of the physical system under the variation of a range of parameters that describe the system. A simple example is the famous ‘Chandrasekhar Limit’ in astrophysics, which in simple terms is the ratio of the mass of the stellar body to the mass of our Sun. Without going into any complicated details of stellar evolution, the final course of a star would be decided by the mass it holds and the ‘critical mass’ is predicted by the Chandrasekhar Limit.

As we saw, Chandrasekhar Limit is ratio of masses, which obviously is dimensionless. There exist other classes of dimensionless numbers, which are derived from more than one physical quantity. A couple of them will be discussed below.

The flow of an incompressible fluid through a tube will be either streamlined or turbulent depending upon whether the Reynold’s number associated with the flow of fluid is below or above a certain value. For a fluid of density ‘ρ’ and viscosity ‘η’ flowing through a tube having cross section area ‘a’, the Reynold’s number is given by

\[ R = \frac{\rho a u}{\eta} \]  

where, \( u \) is the speed of fluid in the pipe. The critical Reynold’s number \( R_c \), where the transition in flow would occur, is generally in the region about 2000.

The fine structure constant

\[ \alpha = \frac{2 \pi e^2}{h c} = \frac{1}{137.037} \]  

is another important dimensionless constant in physics, which evolved from the spin-orbit interaction leading to fine-structure splitting of eigenenergy levels of atoms. It was immediately recognized that the fine-structure constant, introduced in somewhat a special context had a more general significance. As a pure number which is independent of the units chosen, it has an absolute meaning. Soon it was observed that it measures the magnitudes of Bohr radius, Compton wavelength and classical radius of electron as shown in the relation below.

\[ \frac{h^2}{4 \pi^2 \mu e^2} : \frac{h}{2 \pi \mu c} : \frac{e^2}{\mu c^2} = 1 : \alpha : \alpha^2 \]
Further, the inverse of fine structure constant (~137) is recognized as the limit of atomic number of natural elements. This means that the quest for super heavy elements will stop at an element whose atomic number is 137.

In astrophysics, there are a host of dimensionless number derived from universal constants such as gravitational constant, Hubble’s constant, Planck scale etc., which serves as limits and transition phases of many astrophysical and cosmological processes.

In engineering, dimensionless numbers find application in establishing the scaling laws of various performance factors in a prototype (model) and its real-life version.

The early work on dimensionless number dates back to early twentieth century. A general theory of dimensional analysis and its implications was developed and presented in a seminal paper by Buckingham in 1914 [1]. The main result of his work is known today as the Buckingham–Theorem. This theorem states that, “A complete set of dimensionless variables unambiguously describes the behaviour of a physical system”. Buckingham used \( \Pi \) to represent the dimensionless variables, and therefore this theorem is popularly known as Buckingham \( \Pi \)–Theorem.

According to the statement of the theorem, there exists a complete set of dimensionless quantities (\( \Pi \)’s) which are constructed by various quantities under consideration. (Earlier we saw that \( \rho, \alpha, u \) and \( \eta \) together made the Reynold’s number associated with the fluid flow. There may be other such numbers in fluid flow. Buckingham called such numbers as \( \Pi \)’s). However, there has been no unique or universally applicable method to actually construct such quantities explicitly.

In recent times, Thomas Szirtes of SPAR Aerospace, Canada has introduced a rather simple procedure for deriving the dimensionless numbers associated with various physical processes [2]. The procedure described by him is suited for direct application to a number of physical processes and problems in engineering. Here, we illustrate the applicability of this procedure to a variety of problems including pure and advanced physics.

The idea of writing this article to this news bulletin originated from many discussions the authors had with our colleagues. These discussions were mainly about the extension of the Szirtes algorithm beyond engineering systems; to the realm of physicists which include quantum systems, electronics and many other disciplines of physics. The scaling laws that one derives here have wide applications in modeling and provides insights to the inter-relationships among the dependable physical parameters of the problem under study. In many cases, it can be found that it provides solution without solving complicated differential or integro-differential equations.

The scaling laws for fluid flow have already been discussed by N.N. Rao (1996) [3]. Similar scaling laws for the various physical problems like

(i) FET characteristics
(ii) binding energy of electrons in atomic orbit,
(iii) the skin depth of electromagnetic waves in a conducting medium, and
(iv) electron scattering

will be discussed here. Extension of this algorithm to extract scaling laws for quantum systems has very interesting prospects.

The basic algorithm and its background are briefly discussed here for the benefit of fresh readers.

**Szirtes Procedure/Algorithm:**

A physical equation is said to be dimensionally homogeneous if every term in the equation reduces to the same algebraic quantity when expressed in terms of the reference dimensions.

Suppose there are \( p \)–physical quantities \( (P_i: i = 1 \text{ to } p) \) [e.g, Mass, Temperature, Pressure, Ionisation potential and Electric charge, making \( p = 5 \)] expressed in terms of \( d \)–reference dimensions \( (R_i: i = 1 \text{ to } d) \) [e.g. M,L and T, so that \( d = 3 \)], then there is a set of \( (p–d) \) [2 in this example] dimensionless quantities (called \( \Pi \)s) which describes the system completely.
The procedure adopted by Szirtes is simple. He used matrix method to arrive at the set of dimensionless numbers (\(\Pi\)s). For this, a matrix (we call it Szirtes dimension matrix) was formed, by arranging the parameters \(P_i\; (i = 1 \text{ to } p)\) along the columns and the reference dimensions \(R_i\; (i = 1 \text{ to } d)\) along the rows (Table 1). Usually, no. of parameters are larger than dimensions. Enough numbers of \(\Pi\)s are included in the rows, such that the Szirtes matrix becomes a square matrix. [Therefore, the difference between no. of parameters and no. of dimensions is the no. of dimensionless constants that can be arrived at in the physical process.]

The elements of the matrix are the powers of the dimension of the corresponding physical quantity \(P_i\) (columnwise). However, the matrix elements corresponding to \(\Pi\)s are not known \textit{a-priori} and the Szirtes algorithm is all about a method to find these elements.

Following 8 steps are used by Szirtes to obtain the dimensionless \(\Pi\) values.

1) For the given problem whose model law is to be established, list all the physical variables/parameters that are supposed to influence the behaviour of the system. It is important to note that if a relevant entry is omitted, the model law will be erroneous, but if an irrelevant/doubtful entry is included, the algorithm rejects it automatically. So as a rule of thumb, if particular variables/parameters are in doubt, list them. Let no. of parameters be \(p\).

2) Write the reference dimensions with which the listed parameters are represented/measured. For example, if energy is a relevant variable in the list, then its dimension \(ML^2T^{-2}\) or in eV decides the number of reference dimension \(d\) as three (\(M, L, T\)) in the first case or just eV as a single reference dimension to represent energy.

3) Construct a \([d \times p]\) dimensional matrix, as shown in Table 1.

4) Select a nonsingular square matrix of dimension \((d \times p)\). Let it be \([A]\), the right most as shown above. The remaining part of the \(d \times p\) matrix is the matrix \([B]\) with dimension \(d \times (p-d)\).

5) Now, the number of dimensionless variables; \textit{i.e.} no. of \(\Pi\)s in the problem are obtained as \(N_\Pi = p - d\)

6) Construct a unit matrix \([U]\) of dimension \((p-d)\times(p-d)\) below the matrix \([B]\) and another matrix, say \([C]\) of dimension \((p-d)\times d\) below the matrix \([A]\) such that the matrix shown above becomes a matrix of dimension \((p \times p)\) as shown Table 2.

Table 1: Step-1 for the formation of Szirtes dimension matrix. The elements of matrices \([A]\) and \([B]\) are the powers of dimension appearing in the parameters of the process.
According to Szirtes algorithm [2] the matrix \([C]\) can be obtained as
\[
[C] = -[[A]^{-1} \cdot [B]]^{\text{Trans}}
\] (4)

Construction of \(\Pi\)s: Let \(a_{ij}(j=1 \text{ to } p)\) be the elements along the \(\Pi_i\) row. Raise the power of \(P_j\) by corresponding \(a_{ij}\) and multiply all of them. This product is \(\Pi_i\).

\[
\Pi_i = \prod_j P_j^{a_{ij}}
\] (5)

One can verify that the dimension of this product (in the chosen reference dimension) is zero.

\(i.e.\) \(\text{Dim} [\Pi_i] = 0;\) for \(i=1, (p-d)\).

Illustrations:

Applications of this procedure to find the average speed of persons with different heights on different planets, self bending of beams, drag force on a balloon in air, and a mechanical system of damped oscillation are illustrated by Szirtes [2], while application to fluid flow has been done by N N Rao[3]. Here, we illustrate its applications to other areas of pure physics.

1. Scaling laws for FET characteristics:

List below are the relevant FET parameters and their physical dimensions in Gauss units [4]:

1. Drain Current \(I_D\) ⇒ \(M^{1/2}L^{3/2}T^{-2}\)
2. Carrier mobility \(\mu\) ⇒ \(M^{-1/2}L^{3/2}\)
3. Thickness of the semiconductor \(h\) ⇒ \(L\)
4. Density of the doped material \(N_D\) ⇒ \(L^{-3}\)
5. Gate Capacitance \(C_g\) ⇒ \(L\)
6. Gate Voltage \(V_g\) ⇒ \(M^{1/2}L^{1/2}T^{-1}\)
7. Drain Voltage \(V_D\) ⇒ \(M^{1/2}L^{1/2}T^{-1}\)

With this seven parameters (\(p = 7\)) expressed in terms of the basic dimensional quantities like mass, length and time (\(d = 3\)), we require four \((p-d)\) dimensionless \(\Pi\)’s.

The Szirtes procedure discussed above provide the following 7×7 matrix for the system of FET characteristics.

<table>
<thead>
<tr>
<th>Reference Dimensions</th>
<th>(I_d)</th>
<th>(\mu)</th>
<th>(C_g)</th>
<th>(h)</th>
<th>(N_D)</th>
<th>(V_g)</th>
<th>(V_D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Pi_1)</td>
<td>1/2</td>
<td>-1/2</td>
<td>0</td>
<td>0</td>
<td>1/2</td>
<td>1/2</td>
<td></td>
</tr>
<tr>
<td>(\Pi_2)</td>
<td>3/2</td>
<td>-1/2</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>(\Pi_3)</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>(\Pi_4)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>(\Pi_5)</td>
<td>0</td>
<td>0</td>
<td>-1/2</td>
<td>-1/2</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>(\Pi_6)</td>
<td>0</td>
<td>0</td>
<td>-1/2</td>
<td>-1/2</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>(\Pi_7)</td>
<td>0</td>
<td>0</td>
<td>-1/2</td>
<td>-1/2</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

**Table 3:** Szirtes’ dimensional matrix for finding dimensionless numbers in FET characteristics.

Here, the matrix \([A]\) is the top left corner square matrix and the right top matrix is \([B]\). This demonstrate that one need not always take matrix \([A]\) on the right side. Using the Szirtes algorithm, the matrix \([C]\) is computed using eqn. (4) and is listed below \([A]\). Below \([B]\) is \([U]\) as shown in Table 3. The model law now can be written by expressing the \(\Pi\)’s in terms of the parameters as

\[
\Pi_1 = \frac{h}{C_g}
\]

\[
\Pi_2 = N_D C_g^3
\]

\[
\Pi_3 = \left(\frac{\mu}{I_D C_g}\right)^{1/2} V_g
\]

\[
\Pi_4 = \left(\frac{\mu}{I_D C_g}\right)^{1/2} V_D
\]

The scaling laws for the system can be found by maintaining the constancy of the \(\Pi\)’s as \(\Pi_1 = \Pi_{i1}; \Pi_2 = \Pi_{i2}; \Pi_3 = \Pi_{i3}\) and \(\Pi_4 = \Pi_{i4}\).

By taking product of \(\Pi_3\) and \(\Pi_4\), we get an expression for the carrier mobility as

\[
\mu = \Pi_3 \Pi_4 \frac{C_g}{V_g} \frac{I_D}{V_D}
\] (7)

2. Binding energy of electron in an orbit around its nucleus of charge \(Z\):

The dependent parameters and their physical dimensions are:
1. Binding energy $E \Rightarrow ML^2T^{-2}$
2. Orbital angular momentum of $e$ $l \Rightarrow MLT^{-1}$
3. Charge of nucleus $Z \Rightarrow M^{1/2}L^{3/2}T^{-1}$
4. Charge of bound electron $e \Rightarrow M^{1/2}L^{3/2}T^{-1}$
5. Mass of bound electron $m \Rightarrow M$

Here, $p = 5$ and $d = 3$. So the number of $\Pi$'s required for this problem is only two. The model matrix for the problem can be constructed as below.

### Table 4: Szirtes' algorithm applied to Bohr quantisation of atomic orbits. The above matrix is the Szirtes matrix for the problem.

<table>
<thead>
<tr>
<th>$E$</th>
<th>$l$</th>
<th>$e$</th>
<th>$z$</th>
<th>$m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td>1</td>
<td>1/2</td>
<td>1/2</td>
<td>1</td>
</tr>
<tr>
<td>$L$</td>
<td>2</td>
<td>3/2</td>
<td>3/2</td>
<td>0</td>
</tr>
<tr>
<td>$T$</td>
<td>-2</td>
<td>-1</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td>$\Pi_1$</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>1</td>
</tr>
<tr>
<td>$\Pi_2$</td>
<td>-1</td>
<td>[C]</td>
<td>-2</td>
<td>4</td>
</tr>
</tbody>
</table>

The model law can be written as

$$\Pi_1 = Z/e,$$
$$\Pi_2 = \frac{Z^2 m}{E l^2}$$

Using the $\Pi_1$ relation, we write $Z = \Pi_1 e$ and on substituting in $\Pi_2$ we get

$$\Pi_2 = \Pi_1^4 \frac{e^4 m}{E l^2}$$

Hence, we get the energy expression as

$$E = \frac{\Pi_1^4 e^4 m}{\Pi_3 l^2}$$

It is interesting to see that by considering the quantization of the orbital angular momentum, i.e., $l = nh/2\pi$, we get the textbook result for the binding energy of the electron in an hydrogen atom by identifying $\Pi_1 = 1$ and $\Pi_2$ as $-2$.

### 3. Skin depth for a lossy/conducting medium:

The dependent parameters and their physical dimensions in SI system of units [4] are:

1. The skin depth $\delta \Rightarrow L$
2. Frequency of electromagnetic signal $f \Rightarrow T^{-1}$
3. The magnetic permeability of medium $Z \Rightarrow MLQ^2$
4. The conductivity of medium $\sigma \Rightarrow M^{-1}Q^2L^{-3}T$
5. Mass of medium $m \Rightarrow M$

Here, $p = 5, p = 4$ (M,L,T and charge Q), so the number of $\Pi$'s is just one. The 5x5 dimensional matrix for the problem becomes:

### Table 5: Szirtes' dimensional matrix for finding dimensionless numbers associated with estimation of skin depth for lossy medium.

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>$f$</th>
<th>$\mu$</th>
<th>$\sigma$</th>
<th>$m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td>0</td>
<td>1</td>
<td>-1</td>
<td>1</td>
</tr>
<tr>
<td>$L$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>-3</td>
</tr>
<tr>
<td>$T$</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$Q$</td>
<td>0</td>
<td>0</td>
<td>-2</td>
<td>2</td>
</tr>
<tr>
<td>$\Pi_1$</td>
<td>1</td>
<td>[U]</td>
<td>1/2</td>
<td>[C]</td>
</tr>
</tbody>
</table>

The model law for the problem is given by

$$\Pi_1 = \delta (\mu \sigma)^{1/2}$$

The expression for the skin depth of a lossy/conducting medium thus we get,

$$\delta = \frac{\Pi_1}{(\mu \sigma)^{1/2}}.$$ Identifying $\Pi_1 = \pi^{-1/2}$, it is the same expression that one finds in text books.
4. Scattering cross sections of Atoms/Molecules with charged particles:

Here, we explore the power of this method to find the scaling laws of scattering cross section of atoms/molecules with electrons. It will enable us to find the inter-dependence of various parameters of the system (Target – Projectile) with the scattering cross section. The relevant parameters of the problem and their generally used dimensions in atomic units are listed below.

1. Scattering X section \( \sigma \Rightarrow a_0^2 \)
2. Ionisation potential \( I \Rightarrow eV \)
3. Projectile energy \( E \Rightarrow eV \)
4. Ave. ex. ener. of target \( \Delta \Rightarrow eV \)
5. Charge den. of target \( \rho \Rightarrow (eV)^{1/2}/a_0^{5/2} \)
6. Atomic dimension \( D \Rightarrow a_0 \)
7. Atomic polarisibility \( \alpha \Rightarrow a_0^{3/2} \)

Here, \( p = 7 \) and \( d = 2 \), so there are five \( \Pi \)'s to describe the system. The model Matrix an be obtained as:

\[
\begin{array}{cccccc}
\text{Dependent Parameters} & \sigma & E & I & \Delta & \rho & D & \alpha \\
\hline
\text{eV} & 0 & [A] & 1 & 1 & 0 & 1/2 & 0 & 0 \\
a_0 & 2 & 0 & 0 & 0 & [B] & -5/2 & 1 & 3 \\
\Pi_1 & 0 & [C] & -1 & 1 & 0 & 0 & 0 & 0 \\
\Pi_2 & 5/4 & -1/2 & 0 & 0 & 0 & 0 & 0 & 0 \\
\Pi_3 & -3/2 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\Pi_4 & \rho & \Delta / E & I / E & \sigma & \sigma^{1/2} D & \sigma^{3/2} \alpha & \sigma^{6/2} E^{-1/2} \rho \\
\end{array}
\]

Table 6: Determination of scaling laws in scattering problem. The above Szirtes' dimensional matrix was used to find the dimensionless numbers in the problem.

The model laws can be written as:

\[
\begin{align*}
\Pi_1 &= 1 / E \\
\Pi_2 &= \Delta / E \\
\Pi_3 &= \sigma^{6/2} E^{-1/2} \rho \\
\Pi_4 &= \sigma^{12} D \\
\Pi_5 &= \sigma^{3/2} \alpha \\
\end{align*}
\]  

It is important to note \( \Pi_3, \Pi_4, \) and \( \Pi_5 \) and their dependence on the parameters of the target and the projectile energy \( E \). One of the plausible dependence of the scattering cross section that can be deduced from the above laws is given by

\[
\sigma \approx [(1 – \Delta) \rho D \alpha]^{4/5} / E^2 \]  

(13)

It is worth verifying some of these model laws from the known scattering data for selected systems. One would also try to see the dependence of the various parameters by taking the logarithm of the model laws given in terms of the \( \Pi \)'s. It is left to the interested readers to try out or to modify by incorporating any other relevant dependable parameters of the scattering system.

Conclusion:

So far, we have seen many cases where the Szirtes algorithm is applied to derive the dimensionless numbers. Their use to scaling laws is simple and a few examples could be found in two articles mentioned previously [2,3]. Interested readers may find more details in a book by Thomas Szirtes [5].

We notice that the dimensionless numbers so far discussed are made out of ratios of the parameters. The next desirable step would be to arrive at a more general algorithm which can accommodate various functions (exponential, logarithm, trigonometric function etc.) in the dimensionless numbers. In such scenario, the scope of this technique would enlarge manyfold. We also note that this algorithm does not produce the constants \( 2\pi, 2/\sqrt{\pi} \) etc. in the dimensionless numbers. Though not serious in nature, this is one of the limitation of the Szirtes algorithm.
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