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ABSTRACT

The Earth’s upper atmosphere is influenced by the incoming solar radiation

from above and upward propagating atmospheric waves from lower atmo-

sphere. The present thesis deals with the understanding of these two influences

on the Earth’s upper atmosphere. While Earth’s upper atmosphere have been

studied in the past using all sort of available techniques, there still exist large

gap in our understanding of mesosphere lower thermosphere (MLT) region.

MLT region is the part of the upper atmosphere where most of the atmo-

spheric waves deposit their energy and momentum affecting overall structure

and composition of the middle atmosphere. Therefore, quantitative under-

standing of the various processes that influence MLT region becomes essential.

In this work, the main atmospheric parameters that have been used to under-

stand the various coupling processes in the MLT region are nightglow emission

intensities and mesospheric temperatures. Nightglow is a very weak emission

occurring in the Earth’s upper atmosphere in the infrared, visible, and ul-

traviolet wavelength regions. These nightglow emissions comes mainly from

the recombination processes e.g., when two oxygen atoms recombine to form

molecular oxygen. Therefore, intensity of these nightglow emissions depends

upon the number densities of the reactants. Hence, by measuring the varia-

tions in nightglow emission intensities provides information on the densities

of the reactants that is mainly affected by the atmospheric waves and/or so-

lar influences. Measurements of these parameters are carried out mostly by

ground- and space-based remote sensing techniques and less frequently using

in-situ rocket-based measurements.

In this work, the main focus was to characterize various coupling processes

in the MLT region, wave dynamical couplings under varying geophysical con-

ditions, effect of the solar influences in the MLT region, lower- and upper-

atmosphere coupling during cyclones, and latitudinal couplings during sudden

stratospheric warming (SSW) events. These investigations were carried out
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mainly by using ground-based long-term data obtained from couple of in house

built instruments namely, Near InfraRed Imaging Spectrograph (NIRIS) and

CCD-based Multi-Wavelength Airglow Photometer (CMAP). NIRIS provides

nightglow emission intensities and temperatures corresponding to 87 and 94

km altitudes using OH(6-2) Meinel and O2(0-1) atmospheric band emissions,

CMAP provides nightglow emission intensities using sodium doublet line (589.0

and 589.6 nm), OI green line (557.7 nm), and OI red line (630.0 nm) which

emanate from 92, 100, and 250 km altitudes, respectively. In addition to these

nightglow emission intensities and temperatures, mesospheric temperatures ob-

tained from multiple satellite-based observations, data of F10.7 cm radio flux

and SSN number, stratospheric zonal winds and temperatures from reanalysis

dataset, OLR data from Kalpna-1 satellite etc. have been used. In the present

doctoral thesis entitled “Investigations of Interactions in The Earth’s

Upper Atmosphere Using Optical and Radio Wave Techniques” an

attempt has been made for a detailed investigations on the basis of the above

stated broad topics. The work carried out in this thesis is presented in six

chapters.

In this thesis work, development of a new spectrograph, NIRIS, which

is capable of simultaneous measurements of OH(6-2) Meinel and O2(0-1) at-

mospheric band nightglow emission intensities have been described. In this

spectrographic technique, rotational line ratios are obtained to derive temper-

atures corresponding to the emission altitudes of 87 and 94 km. In addition to

NIRIS, development of a new nightglow photometer, CMAP, to measure the

nightglow emission intensities at multiple wavelength is also described. These

two instruments have been commissioned for continuous operation from optical

aeronomy observatory, Gurushikhar, Mount Abu (24.6oN, 72.8oE).

Large- and small-timescale variations in the mesosphere have been investi-

gated using three (2013-2015) years of O2(0-1) and OH(6-2) bands nightglow

emission intensities and corresponding rotational temperatures as tracers of

mesospheric dynamics. The solar activity show different small- and large-time

xxviii



periods along with well known 27 days and 11 years periods. Both O2 and OH

intensities show variations similar to those of number of sunspots and F10.7

cm radio flux indicating a strong solar influence on mesospheric dynamics. In

addition, both mesospheric airglow intensities also showed periodicities which

are of atmospheric origin. Statistical study were performed using the peri-

odicities derived from the nocturnal variations in all the four parameters (O2

and OH intensities and their respective temperatures) in order to understand

mesospheric gravity wave behaviour over long term.

Vertical coupling of atmospheres during cyclone Nilofar have been studied,

wherein, we have observed a common periodicity of around 4-hours in meso-

spheric nightglow intensities at three emissions (O2(0-1), OH(6-2) bands, and

Na(589.3 nm)) from Gurushikhar, Mount Abu on the night of 26 October 2014.

A convective activity due to the cyclone Nilofar, which had developed in the

Arabian Sea during 25–31 October 2014, was found to be the source as this too

showed a gravity wave period coherent with that of the mesospheric emissions

on the 26th. The periodicities at the source region were obtained using Outgo-

ing Longwave Radiation (OLR) fluxes (derived from Kalpana-1 satellite) which

were used as a tracer of tropospheric activity. We have derived all the GW

parameters (wave period, τ , horizontal phase speed, ch, horizontal wavelength,

λh, vertical phase speed, cz, vertical wavelength, λz, and vertical propagation

angle, θv) which were obtained experimentally from ground-based optical data

that exist during cyclone Nilofar. These results thus provide not only unam-

biguous evidence on the vertical coupling of atmospheres engendered by the

tropical cyclone Nilofar, but also the characteristics of waves that exist during

such cyclonic events.

Significant enhancements observed in the NIRIS derived mesospheric ro-

tational temperatures at 87 and 94 km altitudes during the major sudden

stratospheric warming (SSW) event of January 2013 provided motivation for

the further investigation on the global scale. To investigate the relationship

of these enhancements in the context of SSW occurrences, a detailed study
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was carried out for eleven SSW events that occurred during 2004–2013 using

SABER (Sounding of the Atmosphere using Broadband Emission Radiometry)

data. In addition to SABER, Optical Spectrograph and InfraRed Imaging Sys-

tem (OSIRIS) and Solar Occultation For Ice Experiment (SOFIE) mesospheric

temperatures were also used which showed similar latitudinal behaviour as ob-

tained by SABER. The longitudinal mean mesospheric temperatures at dif-

ferent latitudes of northern and southern hemispheres have been derived. It

is found that, during SSW events the well-known mesospheric cooling over

the northern hemispheric high-latitudes turns to heating over mid-latitudes

and then reverts to cooling closer to equatorial regions. This trend continues

into the southern hemisphere as well. These variations in the mesospheric

temperatures at different latitudes have been characterized based on northern

hemispheric stratospheric temperature enhancements at high-latitudes during

SSW periods. In comparison with the CIRA-86 derived temperatures the

SABER temperatures show an increase/decrease in southern/northern hemi-

sphere. Such a characterization in mesospheric temperatures with respect to

latitudes reveals an hitherto unknown intriguing nature of the latitudinal cou-

pling in the mesosphere that gets set up during the SSW events.

Keywords:Nightglow emissions, Mesospheric temperatures, OH(6-2) and

O2(0-1) rotational temperatures, Mesosphere Lower Thermospheric (MLT) dy-

namics, Gravity wave characteristics, Tropical cyclone generated gravity waves,

Atmospheric coupling, Low-latitude MLT dynamics, Stratospheric mesospheric

coupling, Inter-hemispheric mesospheric couplings, Sudden Stratospheric Warm-

ing (SSW), Mesospheric inversion layers, Mesospheric temperature inversions,

Optical techniques, Near Infrared Imaging spectrograph (NIRIS), CCD-based

Multi-Wavelength Airglow Photometer (CMAP).
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Chapter 1

Introduction

1.1 Background

The Earth’s atmosphere is very important for the existence of life on Earth as it

absorbs the high energy ultraviolet and x-ray solar radiation from entering the

Earth’s surface. The regions of the neutral atmosphere are named according to

variation in temperature. The neutral atmosphere is generally divided into four

regions, namely, troposphere (0-15 km), stratosphere (15-50 km), mesosphere

(50-90 km) and the thermosphere (90-400 km). In this characterization the

regions are separated by points of zero temperature gradients and are called

‘pauses ’. The troposphere is the region of negative lapse rate (∼10 K km−1

or less) due to the decrease in the infrared radiation as one moves away from

the Earth’s surface. This region is generally unstable and is subject to active

convection which gives rise to most of the variations in local weather. The

height of the tropopause varies from 15-17 km at low latitudes (< 30o) and

8-10 km at high latitudes (> 60o). Above the tropopause the temperature

increases with height from ∼170 K at the tropopause and attains a maximum

value of ∼ 260 K near stratopause (∼50 km). The increase in temperature with

altitude in the stratosphere is caused due to the absorption of solar ultraviolet

radiation by ozone molecules. Stratosphere contains 90% of the atmospheric

1
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ozone with a peak ozone density at ∼25 km. Due to the positive temperature

gradient the stratosphere is highly stable. Above stratopause, the temperature

again decreases with height and reaches a minimum value of ∼180 K near the

mesopause at ∼85 km due to radiative cooling at infrared wavelengths. In

the mesosphere, dynamical motions, such as waves and tidal forces become

significant owing to the negative temperature gradient. Above the mesopause,

the temperature increase rapidly with height, with a sharp gradient from 180

K at 85 km to > 1000 K at 300 km. The peak temperature attained in

the thermosphere is solar activity dependent and can vary from 600-2000 K.

The high temperature of the thermosphere (90-400 km) is caused due to the

absorption of solar EUV radiation by molecular oxygen at 100-150 km and

the absorption of ionizing EUV radiation above 150 km. Most of the heat

liberated in the thermosphere is removed by downward conduction, therefore

temperature increases upward. The heat conductivity becomes so large that

the heat flux due to conduction (Φ=-AT1/2 dT/dz) becomes negligible and the

region of the upper atmosphere is maintained in a nearly isothermal condition

at a relatively high temperature (1000-2000 K). Above thermosphere, there

lies the exosphere where collisions between molecules are so infrequent that

neutral particles move in ballistic orbits subject only to gravity.

The ionosphere (60-400 km) is the part of the thermosphere where the

medium is partially ionized with sufficient plasma density to affect radio wave

propagation. Above the ionosphere the region filled with the cold (<1 eV)

ionospheric plasma (mostly H+) is called plasmasphere. The upper boundary

of the plasmasphere is plasmapause which is situated at around 4-5 RE. Across

the plasmashere, the plasma density sharply falls (e.g., from 103 cc−3 to 1 cc−3).

However, outside the plasmapause the plasmas are mostly hot and of solar wind

origin especially during geomagnetically disturbed periods. Magnetosphere is

the region where the concentration of the charged particles is more than that of

the neutral species. The magnetosphere is filled with plasma of solar wind and

ionospheric origin. Magnetosphere ends at magnetopause where the influence
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of the geomagnetic field ends and the solar magnetic field become dominant.

Magnetopause lies ∼ 10 RE (RE is the radius of Earth) in the dayside and at

much greater distance at nightside (∼ 100 RE, the moon is at ∼ 60 RE).

The atmosphere up to 100 km is well mixed due to convection and turbu-

lence, the composition much like that at sea level and is known as ‘turbosphere’

or ‘homosphere’. Above turbopause the mixing is inhibited by the positive tem-

perature gradient and is called ‘heterosphere’. Above the turbopause, the mean

free path becomes large enough and the molecular diffusion process becomes

dominant. The vertical distribution of the atmospheric species is governed by

their individual molecular masses and their diffusion. Thus, due to the diffu-

sive separation in the heterosphere the number densities of heavier constituents

start decreasing faster with altitude than the lighter species.

The work presented in this thesis is mainly concentrated on understand-

ing various processes that take place in the mesosphere lower thermosphere

(MLT) region of the Earth’s upper atmosphere. In the following sections,

some of these processes and their importance in the MLT region will be de-

scribed. Further, various coupling mechanisms (altitudinal, longitudinal, and

latitudinal), energy sources in MLT region, long- and short-term variations,

and measurement techniques of MLT investigation, etc., will be described.

Towards the end of this Chapter the objectives and scope of this thesis work

is given.

1.2 The Mesosphere and Lower Thermosphere

(MLT) Dynamics

The stratosphere and mesosphere in combination is often termed as the middle

atmosphere (10-110 km). The mesosphere-lower thermosphere (MLT) consti-

tutes the upper part of the middle atmosphere and is defined as the region

of the atmosphere between about 60 and 110 km in altitude [Andrews et al.
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(1987); Vincent (2015)]. It is not quite long ago that the MLT region was used

to be referred to as the ‘ignorosphere’ because its height region is too high for

aircraft or balloon measurements and too low for satellite orbits for in situ mea-

surements. Thus, owing to this lack of direct data the MLT region remained

one of the least explored regions of the Earth’s atmosphere. Some limited in

situ measurements of the mesosphere are possible by the method of chaff re-

lease on-board sounding rockets, however, they remain limited because these

are location specific and only provide a snapshot of the atmospheric parame-

ters. For continuous observations we have to rely on the ground- or space-based

remote sensing techniques. The remote sensing techniques that have been used

to study the MLT region include spectrographs, airglow photometers, all sky

imaging cameras, lidars, meteor wind radars, medium frequency (MF) radars,

incoherent scatter (IS) radars, mesosphere stratosphere troposphere (MST)

radars, and satellite-based instruments. These remote sensing observations

over past decade improved our understanding of the MLT region. This re-

gion is no more an ‘ignorosphere’ but it is now known that it is replete with

several dynamical phenomena with significant consequences in the Earth’s at-

mospheric system. Recently, MLT dynamics have been reviewed by several

authors with articles that describe some key phenomena in the MLT region

[Shepherd (2000)], processes that control the mean circulation in the MLT

region [Becker (2012)], and processes involved with the interaction between

the lower middle and upper atmospheres [Smith (2012b)]. In addition to the

effect on the neutral dynamics in the MLT region the waves that propagate

upwards can contribute to the production of plasma irregularities in the night

time ionosphere [Kelley et al. (1981); Pallamraju et al. (2014)] that adversely

affect the radio communications.

Differential heating of the atmosphere, radiative transfer, and photochem-

istry, in general, mainly drives atmospheric dynamics. Figure 1.1 shows a

schematic of the globally averaged lower- and middle-atmosphere thermal and

dynamical structure for solstices [e.g., Andrews et al. (1987); Meriwether and
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Gerrard (2004)].

observations, all of which provide only pieces of the whole

picture. Rocket probes have been successful in measuring

temperatures in the middle atmosphere since the 1950s.

Such results are sparse because the means for exploring this

region are expensive and the development of the instru-

mentation required for successful measurements generally

had represented major technological challenges. The task of

analyzing data from these in situ measuring techniques to

accurately determine the neutral temperature is made espe-

cially difficult by the transitional nature of this region from

fluid hydrodynamics to binary collisional interactions.

Remote sensing techniques applied to satellite instruments

generally are problematic in that these instruments measure

the brightness of the source with a path integration through

the limb airglow. This means that the vertical resolution is

apt to be insufficient to elucidate the details of the thermal

structure in the vertical direction. Furthermore, any hori-

zontal structure with spatial scales less than �500 km would

be obscured by this path integration. Consequently, for the

mesosphere thermal structure the initial results collected

with these instrumental techniques exhibited poor precision

with limited sampling of the climatology. In view of these

difficulties it is not surprising that the first atmospheric

models constructed showed only a monotonically decreas-

ing profile of temperatures from the stratopause at �55–

60 km to the mesopause at �100 km.

[20] Until the introduction of the two remote-sensing

techniques represented by the Rayleigh lidar [Hauchecorne

and Chanin, 1980] and metallic wind-temperature lidar [She

et al., 1990; Bills et al., 1991], our knowledge of the

middle-atmosphere thermal structure had been scanty and

fragmentary. This changed when the challenge of accurately

measuring the temperature profile between 30 and 105 km

was met with sophisticated lidar technology combined with

large-diameter steerable telescopes possessing the sensitiv-

ity required to obtain the necessary measurements. Begin-

ning with the French pioneering work represented by

Hauchecorne and Chanin [1980] and Hauchecorne et al.

[1987], Rayleigh lidar systems were developed to obtain

accurate density profiles from �30 km to �85 km in

altitude as a function of time. These high spatial-temporal

resolution profiles could then be used to calculate temper-

atures assuming hydrostatic equilibrium. By examining

individual profiles relative to the nighttime mean density

profile, density fluctuation profiles can be derived to study

gravity wave activity. For the mesosphere region, which lies

above the altitude range of the Rayleigh lidar, the applica-

tion of the resonance lidar technique to measure winds and

temperatures is made possible by a layer of meteoritic debris

that exists near the lower boundary of the lower thermo-

sphere region.

[21] In addition to the much improved precision of these

temperature and wind measurements, perhaps a more sig-

nificant contribution achieved by the use of these lidar

systems was to overcome the relative inaccessibility of the

stratosphere and mesosphere regions simultaneously. Bal-

loons reach only to altitudes of �30 km. Satellites using

remote-sensing techniques for temperature measurements

generally make measurements only for altitudes above

�200 km or below �55–60 km with vertical resolution

of the order of several kilometers at best. Ground-based

remote-sensing techniques such as the incoherent scatter

radar and optical spectroscopy (spectrograph or Fabry-Perot

interferometer) observe the temperature structure only for

Figure 6. Schematic of the two-dimensional lower and middle atmosphere. Colors indicate relative
temperatures, with red being warmer and dark blue being cooler. Ray paths of gravity waves and
planetary waves are also shown. The polar vortex is on the left, extending from the upper troposphere
into the upper mesosphere. In the upper right corner we see mesospheric clouds forming in the cold
summer mesosphere, and in the lower left we see polar stratospheric clouds forming in the cold polar
vortex core.

RG3003 Meriwether and Gerrard: MIDDLE-ATMOSPHERE MILS AND STES

6 of 31

RG3003

Figure 1.1: Schematic of lower and middle atmosphere showing thermal and dy-
namical structure. The relative temperatures are represented by colours, with red
being warmer and dark blue being cooler. The wind directions are also shown with
westerly (eastward) and easterly (westward) using solid and dashed lines, respec-
tively. Ray path of gravity and planetary waves are also shown along with the
circulation in the region [Adapted from Meriwether and Gerrard (2004)].

The altitudes below around 70 km are dominated by various neutral dy-

namics, e.g., Arctic polar vortex, planetary (Rossby) waves, and quasi-biennial

oscillation. The higher altitudes contain a complex mixture of both seasonal

neutral dynamics and electromagnetic effects, e.g., gravity wave breaking, po-

lar mesospheric clouds (PMCs) or noctilucent clouds, polar mesospheric sum-

mer echoes (PMSEs), and sporadic layers. From Figure 1.1 one can note that

the polar summer mesosphere is cold during the summer and warm in the win-

ter. This departure of upper stratosphere and mesosphere from the radiative

equilibrium is explained by the meridional circulation which is dominated by

the motion of air mass from the summer polare to winter polar regions. This
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is associated with upwelling of air over the summer polar region and down-

welling over the winter polar region as shown by yellow arrows in Figure 1.1.

The polar summer mesopause is the coldest location in the Earth’s atmosphere

(temperatures around 130 K) which results in the formation of PMCs at that

height.

In addition to large scale winds that are shown in Figure 1.1 dynamics of the

MLT region is also dominated by atmospheric waves (Gravity waves, tides, and

planetary waves) that are generated in the lower atmosphere and propagate

up. While propagating, these waves interact with background winds and other

wave modes and dissipate their energy and momentum which contribute to the

wind and temperature field variability in the region. Thus, these waves (under

the influence of the background wind fields) create a greatly coupled system

and act as a carrier for transporting energy, momentum, and chemical species

from one part of the atmosphere to another [Andrews et al. (1987); Forbes

(1995)]. In order to keep the work presented in this thesis in perspective some

background information on wind, temperature, and wave dynamics in the MLT

region is provided in the following section.

1.3 Temperature and Wind Dynamics in MLT

Region

From the tropopause to the mesopause, the net heating depends on the imbal-

ance between local absorption of solar ultraviolet radiation and loss of infrared

radiation. Figure 1.2 summarizes the heating/cooling rates calculated using

radiative transfer equations considering major contributors to solar heating

and terrestrial cooling [London (1980)]. As can be seen from Figure 1.2 on the

average, the major contribution to solar heating is provided by the absorption

of solar ultraviolet radiation by O3 in the stratosphere and the mesosphere

and by O2 in the lower thermosphere. Terrestrial long wave thermal infrared
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cooling is associated primarily with the presence of CO2, O3, and H2O, and is

a strong function of temperature.RADIATION 207

Figure 4.24. Vertical distribution of solar short wave heating rates by O3, O2,
NO2, H2O, CO2, and of terrestrial long wave cooling rates by CO2, O3, and
H2O. From London (1980).

in which the layers of the atmosphere are treated repeatedly until these
conditions are satisfied.

Middle atmosphere models calculate the spatial and temporal
distribution of the net heating rate Q and the temperature not only
as a function of altitude but also as a function of latitude, and even
of longitude (local time). Such studies consider the multidimensional
transport of heat and the solution of a thermodynamic equation like
the one shown in Equation (3.10). The effect of waves should also
be considered. Gravity wave dissipation, for example, may play an
important role in the mesospheric heat budget. In the multidimensional
models, the radiative scheme is often simplified and parameterized; the
most simple approach is to assume the “cool-to-space approximation”,
in which it is assumed that exchange of heat between layers can be
neglected in comparison to propagation out to space.

4.6.1 Heating Due to Absorption of Radiation

The absorption of ultraviolet radiation by ozone in the Huggins and
Hartley bands constitutes the principal source of heat in the stratosphere
and mesosphere. The heating rate reaches 10 K/day near the stratopause
on the average, with a maximum of about 15 K/day near the summer
pole. The effect of the Huggins bands in the visible region becomes

Figure 1.2: Vertical distribution of heating rates due to absorption of solar short
wave radiation by O3, O2, NO2, H2O, CO2 (right), and of terrestrial long wave
cooling rates by CO2, O3, and H2O (left) [Adapted from London (1980)].

When the atmosphere is in radiative equilibrium, which means that at

all altitudes and latitudes the radiative heating and cooling rates must be in

equilibrium. With the knowledge of heating and cooling rates (Figure 1.2) zon-

ally averaged latitudinal temperature structure can be calculated [e.g., Geller

(1983)]. From these calculations it is found that the temperature gradient in

the stratosphere and mesosphere is from warm summer pole to the cold win-

ter pole. This temperature gradient due to differential heating at the poles

creates summer to winter pressure gradient which produces flow in the atmo-

sphere towards winter pole. As the air parcel moves from summer to winter

pole they will experience the Coriolis force which acts at right angle to the

direction of the air parcel movement. A geostrophic wind arises when the

pressure gradient force is balanced by the Coriolis force. Since the Coriolis
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force pushes the flow to the right in the northern hemisphere and to the left

in the southern hemisphere as a result westward/eastward geostrophic wind

flows in the summer/winter hemisphere. By using the thermal wind equation

and radiative equilibrium temperature structure (Figure 1.2) the geostrophic

winds throughout the atmosphere can be calculated (and would be similar as

shown in Figure 1.1).

The observed global circulation of the atmosphere is quite different and

more complex calculations are required as compared to the simpler radiative

equilibrium model as discussed above. In this section, a more realistic repre-

sentation of the temperature and wind profile of the MLT region will be given

based on the recent satellite-based measurements and one of the recent model

results. The advanced middle atmospheric models provide better estimation

of temperature and winds as a function of altitude, latitude, and longitude

(local time). These models consider multidimensional transport of heat and

the effect of various waves. In the lower atmosphere and mostly in MLT region

(except for some very large amplitude waves- mainly diurnal tides), the basic

dynamics varies more with latitude and altitude than with longitude. Thus,

the 2-dimensional views (latitude × altitude) averaged in longitude and local

time is a useful framework to examine seasonal and inter-annual evolution of

the MLT dynamics.

Figure 1.3 shows the mean temperature for 62-day periods centered on

January and July obtained using SABER (SABER is described in Chapter

2) version 1.07 observations made between January 2002 and December 2011

[Smith (2012a)]. The lower panels in Figure 1.3 show the simulated average

January and July temperatures from the Whole Atmosphere Community Cli-

mate Model (WACCM). WACCM is a comprehensive global climate model

that extends from the Earth’s surface into the lower thermosphere [Garcia

et al. (2007); Richter et al. (2010); Smith et al. (2011)]. There are number of

differences between the observed and model temperature the most noticeable

is the temperature at the mesopause.
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Solomon 1993) and the slow rate at which the energy of photolysis is eventually converted

to heat. The low temperature is a result of the balance between the weak heating and the

efficient radiation to space by CO2. It is evident from Fig. 1 that the energy balance at

100 km simulated by WACCM has significant discrepancies from the SABER

observations.

Another source of global heating and cooling is due to dissipating gravity waves and

their interaction with the background atmosphere. See Sect. 4 for a brief discussion of the

role of gravity wave heating. This contribution is very uncertain because of the lack of

comprehensive observations. There are also different estimates of the net heating from

different theoretical studies (e.g., Medvedev and Klaasen 2003; Becker 2004).

Leovy (1964) showed that the cold summer mesopause must be maintained by

dynamical motion. The adiabatic cooling associated with strong rising motion is necessary

to cool this region to temperatures well below the photochemical equilibrium conditions.

Since the work of Lindzen (1981) and Holton (1983), the role of gravity wave propagation

and dissipation has been accepted as the dominant wave forcing. Although new details

have come to light with improved measurements, the basic explanation for the cold

summer mesopause is still accepted. Recent developments have given a better description

of the circulation with the help of numerical models (see Sect. 3.2) and have allowed a

characterization of the differences between the two hemispheres (see Sect. 6.2)

Horizontal winds in the MLT are highly variable. Radar measurements show a very

broad spectrum of variations from the annual timescale to short periods that are limited by

the instrumental averaging time. Rapid movement of wave-like perturbations can be seen

Fig. 1 Top panels are zonal mean temperature from SABER retrievals averaged over the years 2002–2011
for 62-day periods centered on January and July. Bottom panels are zonal mean temperature from WACCM
averaged for a multiyear climatology 1960–2006 for January and July. Contour interval is 10 K

1182 Surv Geophys (2012) 33:1177–1230
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Figure 1.3: Zonal mean temperature from SABER retrievals averaged over the
years 2002-2011for 62-day periods centered on January and July (Top panels). Zonal
mean temperature from WACCM averaged for a multiyear climatology 1960-2006
for January and July (Bottom panels). Contour interval is 10 K [Adapted from
Smith (2012a)].

SABER observations show that there is a pole-to-pole extension of low

temperature around 95-100 km that are seen at both solstices. The daily

mean altitude of the mesopause is near 100 km in the winter hemisphere and

in low latitude during all seasons. However, in the summer high latitudes, the

mesopause temperature is much lower and its altitude is also lower (Figure

1.3). The global low temperature at 95-100 km is a result of the balance

between the weak heating and the efficient radiation to space by CO2. Another

source of global heating and cooling is due to dissipating gravity waves and

their interaction with the background atmosphere. This contribution is not

clearly known because of the lack of comprehensive observations. However,

the role of gravity wave propagation and dissipation has been accepted as the
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dominant wave forcing in the MLT region [Lindzen (1981); Holton (1983)]. The

work by Levoy (1964) showing cold summer mesopause must be maintained

by dynamical motion is still accepted. The adiabatic cooling associated with

strong rising motion is necessary to cool this region to temperatures well below

the photochemical equilibrium conditions.

In the MLT region, the horizontal winds are highly variable, in which most

of the observed variations are due to upward propagating waves. The High-

Resolution Doppler Imager (HRDI) winds on-board the Upper Atmosphere

Research Satellite (UARS) for the period 1991-1998 have been collected by the

UARS Reference Atmospheric Project (URAP). Figure 1.4 shows zonal mean

zonal winds for January and July months obtained from the URAP climatology

(1992-1995) [Smith (2012a)]. URAP observations indicate that the summer

zonal wind changes sign from westward to eastward at around 85 km. Whereas,

the winter wind reversal from eastward to westward occurs at high altitude at

about 95 km. WACCM simulations of zonal winds averaged for January and

July are also shown in bottom panel of Figure 1.4 for comparison. The seasonal

pattern for the solstice periods (westward in winter and eastward in summer)

and the strengths of the jets are well represented in the model. Some aspects

of the zonal mean winds simulated by WACCM differ from the observed winds

e.g. WACCM show much lower altitude for the winter transition from eastward

to westward wind. The climatological state of the MLT cannot be completely

characterized due to the relatively short duration of most measurement records

and to the large variability. As of now, there is not enough information to

determine definitively how much of the variability is internal and how much is

externally forced.

Thus, the observations in the MLT region improved our understanding

about temperature structure and general circulation which is drastically dif-

ferent to that predicted by the radiative equilibrium. This indicated the exis-

tence of some other force acting on the atmosphere that needs to be properly

taken into account. This external force acting in the middle atmosphere turns
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westerly winds prevail in the range 70–85 km, whereas the HRDI observations show

predominantly easterly winds at these altitudes. The HRDI observations show that a small

SAO is present as high as 100 km, whereas no comparable oscillation is simulated in

WACCM.

Observations (e.g., Huang et al. 2006; Xu et al. 2007a) also indicate that there is an

interannual variation in the zonally averaged temperature in the MLT that is related to the

quasi-biennial oscillation (QBO) in tropical lower stratospheric winds and temperature.

The driving mechanism for this may be the same as that for the SAO in the MLT, see Sect.

4.1.3. In a study using several decades of data, Ratnam et al. (2008) showed that the

relationship between the stratospheric and mesospheric QBO in winds varies with time.

However, some of the data they analyzed for this study have limited local time coverage so

the analysis results could include aliasing from the diurnal tide, which itself has a sub-

stantial QBO variation in amplitude (see Sect. 4.3.1)

3.2 Mean Meridional Circulation

The temperature structure during solstice periods (Fig. 1) is consistent with net upwelling

near the summer pole (adiabatic cooling is responsible for the low temperatures) and

sinking near the winter pole. However, details of the circulation are difficult to measure

directly. For this, we rely on numerical models that include the radiative forcing as well as

Fig. 2 Zonal mean zonal wind from the URAP climatology (upper panels; 1992–1995) and simulated by
WACCM (lower panels; multiyear climatology 1960–2006) for January and July. Contour interval is 10 m/s

1184 Surv Geophys (2012) 33:1177–1230
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Figure 1.4: Zonal mean zonal wind from the URAP climatology (upper panels;
1992-1995) and simulated by WACCM (lower panels; multiyear climatology 1960–
2006) for January and July. Contour interval is 10 m/s. Note that eastward is
positive [Adapted from Smith (2012a)].

out to be some kind of dynamical forcing in the form of wave drag. This is

believed that this external forcing comes from the breaking of the atmospheric

gravity waves. As can be seen from Figure 1.4 this drag force has the effect

of closing the jets and bringing in an eastward summer time jet in the lower

thermosphere which in turn brings about pole-to-pole temperature gradient

in the MLT region [Andrews et al. (1987)]. Therefore, it is apparent that the

contribution of wave drag is accounted for obtaining the observed circulation

and temperature structure in the middle atmosphere. Hence, it is vitally im-

portant to understand the role of wave dynamics in the middle atmosphere in
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order to enhance our understanding of the processes involved in various regions

of the atmosphere. The different waves which are pertinent in the MLT region

are described in the next section.

1.4 Wave Dynamics

In general, the term wave is used for a disturbance that propagates in space

and time which may be considered as a perturbation on the steady slowly

changing background. Atmospheric waves are generated when air-parcel is

displaced from its equilibrium position. These disturbances are opposed by

the presence of one or more restoring forces present in the atmosphere and the

balance between these two forces gives rise to wave motions. These waves are

manifested in the spatial and temporal changes of the field variables such as

concentration, pressure, temperature, and wind. The atmosphere is capable

of sustaining a large number of wave phenomena. Atmospheric waves can be

classified in various ways, according to their physical or geometrical properties

[e.g., Beer (1974); Andrews et al. (1987)]. Based on horizontal scales of fluid

motion, the atmospheric waves may be classified as follows: sound (acoustic)

waves, mesoscale waves, and (c) planetary (Rossby) waves. A more detailed

classification of these waves and their probable restoring or wave generation

forces are summarized in Figure 1.5. Each group of waves exhibits multiple

flow regimes e.g., pure gravity waves may be further categorized as either

vertically propagating waves or evanescent waves, depending upon whether

the wave energy is free to propagate vertically.

The restoring forces for sound waves, pure gravity waves, inertia oscilla-

tions, and planetary waves are the compression force (Cs), buoyancy force

(N), Coriolis force (f), and meridional variation of the Coriolis force (β), re-

spectively. Restoring forces may also combine and work together to generate

mixed waves, such as inertia-gravity waves, mixed acoustic-gravity waves, and

mixed Rossby-gravity waves.
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Restoring forcesmay also combine andwork together to generatemixedwaves, such

as inertia-gravity waves, mixed acoustic-gravity waves, and mixed Rossby-gravity

waves. Inertia-gravity waves are also known as Poincaré waves on the ocean surface

and as boundary Kelvin waves along a rigid, lateral boundary such as a shoreline or

coast. The oscillation period of the waves is determined by the strength of the restoring

force and characteristics in the wave medium. The presence of mesoscale waves in the

atmosphere and oceans can be inferred from (a) thermodynamic soundings, (b) micro-

barograph pressure traces, (c) visible and infrared satellite images, (d) radar echoes,

and (e) vertical wind profilers. Data obtained from these sources and instruments

may be used to help predict mesoscale wave generation and propagation, as well as

to help explain the development and subsequent evolution of a variety of mesoscale

scale weather phenomena associated with the passage of these waves.

In previous studies of large-scale dynamics and numerical weather prediction

(NWP), mesoscale and sound waves were often regarded as undesirable ‘‘noise,’’

since they often appear as small perturbations or disturbances embedded in the

large-scale flow, and their presence can even trigger numerical instabilities in an

operational forecast model if the grid interval of the NWP model is not sufficiently

small. Therefore, they are normally filtered out from the primitive equations.

Table 3.1 A summary of atmospheric waves.

Atmospheric Waves

Mesoscale Waves

Ultrasonic
Waves

Evanescent
Gravity
Waves

Sound Waves Planetary Waves

Sound
Waves

Infrasonic
Waves

Pure
Gravity
Waves

Vertically
Propagating

Gravity Waves

Vertically
Propagating

Planetary
Waves

Inertia-
Gravity
Waves

Planetary
(Rossby)
Waves

Evanescent
Planetary

Waves

Mixed Rossby-
Gravity Waves

Compression Force

(cs)

(N 
2)

Buoyancy Force
( f and/or β) 

Coriolis Force/Variation of Coriolis Force

Acoustic-Gravity
Waves
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Figure 1.5: A Summary of atmospheric waves. [Adapted from Lin (2007)]

The oscillation period of the waves is determined by the strength of the

restoring force and characteristics in the wave medium. These have a wide

range of periods, ranging from a few minutes to a few years. The semi-annual

oscillation (SAO) and quasi-biennial oscillation (QBO) are most significant

features of the equatorial middle atmosphere dynamics. Table 1.1 summarizes

the different waves and oscillations active in the equatorial middle atmosphere

[e.g., Reddi (1998); Murthy (1998)].

Waves are characterized by their fundamental properties, such as, wave

frequency (ω = 2π/τ , τ being period of oscillation), wave amplitude (A), wave

number (k=2π/λx; l=2π/λy; m=2π/λz, where k =(k, l, m) is the wave vector

and λx, λy, and λz are the spatial scales in x, y, and z directions), phase

speed (cp), and group velocity (cg). The phase speed of a wave is a scalar

variable which is the speed at which lines of constant phase (such as wave

crests, troughs, or any other part of the wave) propagate through the fluid
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Table 1.1: Different types of oscillations/waves in the low-latitude middle atmo-
sphere.

Oscillations
/Waves

Period Long.
Scale
size

Main Mechanism
/Source of genera-
tion

Importance

11 year ∼11
years

Solar Met., UA

QBO 18-32
months

Global WMFI involving
Kelvin and Rossby
GWs/GWs

Met.

AO 12
months

Global Latitudinal differen-
tial solar heating

Met., UA

SAO 6
months

Global WMFI involving
Kelvin waves and
GWs

Met., UA

Planetary
waves

2-40
days

10,000-
30,000
km

Spatially unequal
(Orographic), Ther-
mal forcing, land-
ocean contrast

Met., UA

Tidal oscil-
lations

24 h, 12
h, and 8
h.

Global Thermal (due to
heating of O3 and
water vapour)

Ionosphere,
GM, UA

Gravity
waves

BV to
few
hours

10-
1000
km

Mountain waves, un-
steady shear zone,
deep convection

Ionosphere,
UA

Acoustic <270
sec

Meters
to mm

Compression speech

QBO- Quasi-biennial oscillation, AO- Annual oscillation, SAO-
Semi-annual oscillation, WMFI- Wave mean flow interactions, GM-

Geomagnetism, UA- Upper atmosphere, BV- Brunt-Väisälä
frequency

medium in all of the three spatial dimensions and is given by:

cpx = ω/k; cpy = ω/l; cpz = ω/m (1.1)

The phase speed of a wave may be estimated from the experimental data

by determining and tracing the propagation of any given phase of the wave

with time.

Since the phase speed is a function of wave frequency and wavenumber, and



1.5. Short Time Scale Variations in MLT region 15

therefore, for a given wave period, τ , long waves will travel faster than short

waves, and this leads to wave dispersion. The dispersion relation relates the

wave frequency to the wave’s spatial characteristics (wave number) and to the

background atmospheric properties namely, Brunt-Väisälä (BV) frequency (N)

and zonal and meridional wind vectors (u, v). The group velocity is a vector

quantity which is a measure of the rate at which the energy of the disturbance

propagates or in the other words it represents the velocity at which the slowly-

varying modulation of a wave propagates and is given by the relation:

cg = cgxi + cgyj + cgzk =
∂ω

∂k
i +

∂ω

∂l
j +

∂ω

∂m
k (1.2)

As discussed above there are different kinds of waves present in the atmo-

sphere, and three characteristic type of waves namely, gravity waves (GW),

tides, and planetary waves, which are important in the MLT region will be

introduced in the following section.

1.5 Short Time Scale Variations in MLT re-

gion

1.5.1 Gravity Waves (GWs)

The atmosphere is almost always stably stratified (fluid density increases with

depth). A characteristic of a stably stratified fluid is the ability to support

and propagate wave motions. Gravity waves are mesoscale oscillations that

arise in a stably stratified fluid when air parcels are vertically displaced. Since

they have the buoyancy force as the restoring force they are also referred to

as buoyancy waves. The simplest example of GW occurs on the surface of

an ocean, the restoring force is the action of gravity on a displaced body of

fluid. Ocean waves can exist at the surface because of the abrupt change of

density there and propagate primarily in the horizontal plane because vertically
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propagating waves are reflected from the boundaries. On the other hand,

atmospheric gravity waves propagate both horizontally and vertically from

the source region. Figure 1.6 shows a surrealistic representation of atmospheric

gravity waves given by Hines (1974).2 Fundamentals

FIGURE 1.1 A surrealistic representation of atmospheric gravity waves. (From The Upper
Atmosphere in Motion, C.O. Hines, Am. Geophys. Union, Washington, DC, 1974, p. 194.)

Some waves appear stationary as if frozen in space. We see waves moving upward,
much like writhing snakes with their “wiggles” rapidly increasing in frequency and
magnitude, and then suddenly being reflected downward. Some of these waves
are not reflected, but instead seem to break apart into countless smaller waves
which gradually fade from view. We also see waves that follow curved paths or
are partially reflected and partially transmitted. Indeed, it is a view of unending
variety and action, but also a view of immeasurable complexity and puzzlement.

We cannot see atmospheric gravity waves. We can only see the effects of the
waves on the atmosphere. Figure 1.2 is a “picture” of gravity waves in the plan-
etary boundary layer obtained by an upward-looking sodar. Sodar (see Chapter 8
for a description) is similar to radar except that sound is used instead of radio fre-
quencies. The upward-moving sound waves are partially reflected downward by
thin layers of atmospheric turbulence. These reflected waves are detected by the
sodar and are represented by the dark bands in Fig. 1.2. These layers of turbulence
are perturbed by gravity waves, thus revealing the wave’s presence. In some cases,
the waves break down and generate the turbulence. We see a wide range of wave
frequencies, and in many cases we see high-frequency waves superimposed on
lower frequency waves. Some waves last only a few minutes, while others persist
for hours. Some waves appear to ascend or descend with time, and some seem
to intermittently appear and disappear. Some waves have large amplitudes, while
others are barely noticeable. The complicated images depicted in Fig. 1.2 represent

Figure 1.6: A surrealistic representation of atmospheric gravity waves [Adapted
from Hines (1974)].

Considerable progress has occurred in our understanding of gravity waves

that exist in MLT region since the pioneering work by Hines (1960) who used

gravity wave theory to explain the origins of turbulence observed in the iono-

sphere. A greater understanding of the gravity waves (both theoretical and

experimental) can be found elsewhere [e.g., Hines (1960); Hines (1974); Beer

(1974); Fritts and Alexander (2003); Nappo (2013)]. It is now widely accepted

that gravity waves provide the bulk of the momentum forcing that drives the
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circulation in the MLT region the effect of which can be seen in the observed

temperatures (Figure 1.3). The generation, propagation, and dissipation of

gravity waves depend on the winds and thermal structure of the surrounding

environment.

Gravity waves can be generated through a variety of forcings. Mostly,

these GWs are generated through tropospheric activities namely, air flow over

mountains (orographic waves), convection (e.g., cyclones and thunderstorm),

and wind shear. As the GWs propagate upward their amplitudes, A, grow

non-linearly to compensate for the exponential decrease in, ρ, the atmospheric

density (E = 1
2
ρA2). The gravity wave propagation depends on the wind

distribution and thermal structure, which varies markedly with season and the

static stability [e.g., Brasseur and Solomon (2006)]. The spatial and tempo-

ral characteristics of GWs are different and are dependent on the generation

mechanism(s). As discussed above, GWs affect the atmospheric dynamics and

thermal/compositional structures ranging from mesoscales to global scales.

Therefore, a thorough knowledge of gravity wave excitation, propagation, at-

mospheric coupling processes, and their breaking properties are required for

their understanding.

Due to the multiscale nature of the gravity waves it is challenging to quan-

tify these waves in both observations and numerical models. Incorporation of

GW effects in climate models is a pressing problem [Alexander et al. (2010)].

The major challenges in the GW research in the MLT region is to trace the

sources, derive the various wave characteristics, and to understand their ef-

fects in different part of the Earth’s atmosphere. It is also equally important

to understand and characterize the seasonal and solar cycle related effects in

the GW wave parameters. However, these aspects are poorly understood. A

significant part of thesis work deals with the derivation of GW parameters,

their long term variations, excitation source(s), and the effect of GWs in the

MLT region to address various poorly understood aspects of the MLT coupling

through GWs. In the following section a brief review of the work related to
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the GW studies are provided which is arranged according to the three main

sources of the GW generation.

1.5.2 Topographic Generation

The gravity waves are generated when a vertical displacement of a stably strat-

ified flow takes place, especially, when the flow is over terrain of obstacles such

as ridges, hills, and mountains. However, terrain depressions such as canyons,

basins, and valleys can also generate gravity waves [e.g, Nappo (2013)]. The

amplitudes of terrain-generated gravity waves are proportional to the ampli-

tudes of the wave-generating terrain. These waves are stationary relative to

the ground surface (zero phase velocity), and they do not experience disper-

sion. When these waves propagate in the vertical direction the intrinsic speed

of the waves becomes equal to the background wind speed but in the opposite

direction. If the wind speed changes with height, then the wave also change

and when wind speed becomes zero the wave is essentially absorbed into the

mean flow [e.g, Nappo (2013)]. Under certain conditions, the amplitudes of

terrain-generated waves can grow as they move upward and eventually break

which results in outbreaks of turbulence, more commonly known as clear air

turbulence [e.g, Nappo (2013)].

There are mainly two types of terrain-generated gravity waves and are

named as lee waves and mountain waves. The lee waves are trapped between

the ground surface and an upper level where wave reflection occurs and is char-

acterized by a single horizontal wavenumber. Since lee waves are trapped in a

layer their influence on the atmosphere above this layer is negligible. On the

other hand, the mountain waves are found at higher heights in the atmosphere

and generally have longer wavelengths and smaller amplitudes as compared to

the lee waves. Mountain waves have been studied using theoretical, numer-

ical, and observational methods more than any other kind of gravity wave.

Horizontal wavelengths for vertically propagating waves are typically tens to
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hundreds of kilometres, while amplitudes vary from small to breaking [e.g.,

Fritts and Alexander (2003) and references therein].

Statistical assessment of mountain waves over rough and smooth terrains

and relative to other signicant sources have been carried out. It has been

shown that the horizontal velocity and temperature variances to be around

2–3 times higher over regions of significant topographical variations compared

to plains and oceans, independent of other sources [e.g., Nastrom et al. (1987);

Jasperson et al. (1990)] and around 5 times higher than regions having no

obvious meteorological sources [Fritts and Nastrom (1992)]. Bacmeister et al.

(1990) showed that in the middle atmosphere mountain waves have dominant

scales of around 10–100 km, phase speeds near zero, and vertical wavelengths

dictated by the local static stability and mean wind in the plane of wave

propagation. It was also argued that mountain waves likely account for a large

fraction of zonally averaged wave-induced force (wave drag) in the mesosphere

[Bacmeister (1993)].

1.5.3 Convective Activity Generation

One of the most important sources for the generation of gravity waves in the

troposphere is convective activity. Understanding of the mechanisms respon-

sible for the convective gravity waves (CGWs) and characterization of these

waves is one of the important topics of research. Unlike topographically gen-

erated gravity waves CGWs are not characterized by a single prominent phase

speed or frequency. However, CGWs have full range of phase speeds, wave

frequencies, and vertical and horizontal scales. Convection involves a time-

varying thermal forcing associated with latent heat release that can interact

with overlying stable layers and shear in complex ways that are not yet fully

understood.

Convective instability is the most important in the tropics because of strong

solar heating, although, convection also occurs in the mid-latitudes, especially
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over land surfaces during summer times. The occurrence of inertia-gravity

waves in the tropics has been linked to convection as the source [e.g., Pfister

et al. (1986); Tsuda et al. (1994); Shimizu and Tsuda (1997); Alexander and

Vincent (2000)]. The high-frequency gravity waves observed in the strato-

sphere have shown a close correspondence with deep convective clouds [e.g.,

Sato (1992), Sato (1993) ; Alexander et al. (1995); Dewan et al. (1998); McLan-

dress et al. (2000); Alexander et al. (2000)].

In the middle atmosphere, CGWs and their effects are studies using nu-

merical simulations [e.g., Piani et al. (2000); Horinouchi et al. (2002); Lane

et al. (2003); Vadas et al. (2012)], airglow imagers [e.g., Taylor and Hapgood

(1988); Taylor et al. (1997); Swenson et al. (1999); Wrasse et al. (2006); Suzuki

et al. (2007); Yue et al. (2009); Vadas et al. (2009); Lakshmi Narayanan et al.

(2010); Vadas et al. (2012); Yue et al. (2013); Yue et al. (2014)], and HF radars

[Vincent and Reid (1983); Gavrilov et al. (1995)].

In the real atmosphere there are different generation mechanisms which

work in tandem to generate CGWs in the troposphere. While propagating

in the middle atmosphere these waves are filtered through ambient winds.

Due to this complexity, understanding of CGWs and their effects in the MLT

region is far from complete which makes this field one of the active fields of

research. Some part of this thesis work is related to the study of CGWs and

characterization of these waves at the MLT altitudes. Over low-latitudes as will

be described later in this thesis using spectrographic measurements the CGWs

have been characterized [Singh and Pallamraju (2016), Singh and Pallamraju

(2017b)].

1.5.4 Wind Shear Generation

Wind shear instability is also known as Kelvin-Helmholtz (KH) instability.

Wind shears act as a potential source of gravity waves right from the tropo-

sphere to the thermosphere [e.g., Fritts and Alexander (2003)]. Shear instabil-
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ity exists across an interface separating layers of fluid with different densities

which can generate gravity waves when the vertical shear of horizontal velocity

exceeds some critical value with respect to the vertical. Wind shear generated

gravity waves has been studied for many years but remains one of the least

quantied sources of gravity wave activity.

1.5.5 Atmospheric Tides

The sun and the moon exert periodic external forces on the Earth’s atmo-

sphere. In the case of moon these forces are mainly gravitational, however,

sun exerts a strong thermal effect but a much weaker gravitational effect.

Atmospheric tides are global-scale oscillations in the atmosphere which have

periods that are submultiple of the solar or lunar day. Lunar (gravitational)

tides are much weaker than solar (thermal) tides but are responsible for the

periodic motion of the Earth’s oceans. This effect of lunar tides on oceans

is greater than the effect on the Earth’s atmosphere. Solar tides are of two

types: migrating and non-migrating. Migrating tides are sun synchronous,

which means that they propagate westwards with the apparent motion of the

sun as seen by a stationary observer on the ground. On the other hand, non-

migrating tides do not follow the apparent motion of the sun. Non-migrating

tides can propagate either eastwards or westwards or remain stationary and

are mainly generated by differences in topography with longitude, land-sea

contrast, surface interaction, wind shears, and convection in the tropics.

The large-scale dynamics in the MLT are dominated by the solar atmo-

spheric tides. At any given height, the day-night variation in the absorbed

radiation due to differential heating gives rise to periods which are integral

subharmonics of a solar day: 24 hours, 12 hours, 8 hours, and are referred to

as the diurnal tide, semidiurnal tide, terdiurnal tide, respectively. In the MLT

region the tide is mainly semidiurnal whereas in the thermosphere it is diur-

nal [Hargreaves (1992)]. The solar atmospheric tides are excited by periodic
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absorption of solar radiation of different spectral range at different altitudes

e.g., near infrared by tropospheric water vapour, ultraviolet by stratospheric

ozone, and extreme ultraviolet by the major constituents like O2 and N2 in the

lower thermosphere [e.g., Forbes and Groves (1987); Forbes (1995)]. They are

also excited by large-scale latent heat release associated with deep convective

activity in the troposphere, nonlinear interactions between global-scale waves

[e.g., Hagan et al. (2001); McLandress et al. (2000)], interactions between tides

and gravity waves [e.g., McLandress and Ward (1994)], and to a lesser extent

gravitational pull of the Sun.

Subsequent to the seminal work on the classical tidal theory by Chap-

man and Lindzen (1970) many researchers investigated the sources for tidal

generation, propagation, its effect on middle atmospheric dynamics, and dis-

sipation in the atmosphere through realistic models and observations. The

effect of tides has been investigated using oscillations in density, temperature

and horizontal winds from ground-based observations [e.g., Fukao et al. (1980),

Vincent et al. (1998); Sasi et al. (1998), Sasi et al. (2001); Deepa et al. (2006)],

satellite-based observations [e.g., McLandress and Zhang (2007)], and rocket-

borne measurements [e.g., Sasi and Krishna Murthy (1990)].

These studies have contributed a lot to our understanding of tides and

their effect in the upper atmosphere. However, due to complex nature of wave

dynamical processes, coupling, and wave filtering due to ambient winds etc.,

a comprehensive understanding of tides especially at low latitudes is far from

complete.

1.5.6 Planetary Waves (PWs)

Planetary waves (PWs) are large-scale oscillations in the atmosphere and are

not tied to the location of sun and oscillate with a integral number of cy-

cles wrapped around a circle of latitude. The horizontal propagation of PWs

can either be traveling eastwards/westwards or remain stationary with re-
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spect to the background zonal flow. Stationary PWs are forced modes, excited

and maintained in the troposphere by topographic features such as mountain

ranges and the differences in land/ocean heating. Traveling PWs are normal

modes, generally have periods which are natural resonances of the atmosphere.

The normal modes have periods which include quasi 2-day, 5, 10, and quasi

16-day waves [e.g., Geisler and Dickinson (1976); Wu et al. (1994); Salby

(1996); Murphy et al. (2007)]. PWs are often called as Rossby waves and are

generated due to the latitudinal gradient of the Coriolis force that balances

variations of the pressure gradient force. These waves show westward phase

propagation and are strongly dispersive. Those waves which have faster speeds

are usually trapped and do not propagate vertically. In contrast, the slowest

planetary waves forced by surface inhomogeneities and/or surface temperature

are locked to particular locations, are called quasi-stationary waves and have

higher chances of propagating into the middle atmosphere [Forbes (1995)].

These wave are present mainly at middle- and high-latitudes, although some-

times they can move to lower latitudes. They control the dynamics at lower

and middle atmospheres. At higher altitude the role of gravity waves become

more important.

Kelvin waves (KW) are eastward propagating planetary scale waves and

are generated due to the balancing of the Coriolis force against the waveg-

uide at the equator. KWs are mainly trapped at low-latitudes, away from the

equator, their wave amplitudes decay steeply, meridional velocity component

vanishes, and zonal velocity fluctuates. These waves are non-dispersive which

means that the phase speed of the wave crests is equal to the group velocity

at all frequencies. KWs can be classified mainly into three types, namely, slow

(periods of 10 to 20 days), fast (6 to 10 days), and ultra-fast (3 to 5 days).

The vertical wavelengths of slow and fast KWs are small and are confined to

the middle atmosphere below the stratopause [Salby et al. (1984)]. Slow KWs

play an important role in the lower stratosphere dynamics, e.g., in forcing the

quasi-biennial oscillation (QBO). Fast KWs are noticeable in the entire strato-
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sphere. On the other hand, ultra-fast KWs play a major role in the vertical

coupling of the atmospheres [e.g., Forbes (2000)]. Since ultra-fast KWs have

very large vertical wavelengths these waves are capable of propagating upwards

and reach in MLT region or higher (e.g, Hirota (1978), Hirota (1979); Forbes

et al. (2009)] providing the coupling of the MLT region with the equatorial

lower atmosphere.

In the MLT region, similar to gravity waves and tides, planetary waves can

attain large amplitudes (of the order of tens of ms−1). The vertical propaga-

tion depends on zonal flow and is governed by wave/mean flow interactions.

Majority of the traveling PWs are westward propagating, therefore they can

propagate up through the eastward winds of the winter stratosphere and can

ascend out of the troposphere and reach in MLT region. However, during sum-

mer their vertical propagation is restricted by westward winds of the summer

stratosphere [e.g., Charney and Drazin (1961); Salby (1996)].

Owing to large horizontal wavelengths and amplitudes, PWs are an im-

portant feature in the atmosphere since they transport chemical species over

long distances horizontally. Further, these waves are also known to modulate

temperatures in the atmosphere and drive the poleward meridional flow in the

lower stratosphere. As will be described later, PW activity acts to cause sud-

den stratospheric warmings (SSW) and breaks down the polar vortex at the

end of winter in the northern hemisphere. The distribution of continents and

topography of the northern hemisphere produces more PW activity as com-

pared to that in the southern hemisphere. Some part of this thesis includes

work related to the residual circulation in MLT region that exists during SSW

events.
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1.6 Long Time Scale Oscillations in the MLT

region

As discussed earlier, winds are closely associated with the temperatures through

the thermal wind balance. Long-term oscillations such as semiannual, annual,

and quasi-biennial oscillations (SAO, AO, and QBO), are important features of

the middle atmosphere and have been observed in both wind and temperature

data. These oscillations primarily originate due to the interplay of plane-

tary waves with the background wind and other waves. A brief description

of these long-term oscillations in the middle atmosphere is given in following

paragraphs.

SAO has periods of around 6 months and was first observed by Reed (1966)

in the middle atmosphere using zonal wind data obtained by rocketsonde ob-

servations. Subsequent to this work using wind and temperature data it was

shown that SAO is present throughout the mesosphere [e.g., Groves (1972);

Hirota (1978); Garcia et al. (1997)]. In the tropical middle atmosphere, the

mesospheric semiannual oscillation (MSAO) in the mean zonal winds is an

important feature which is thought to be driven by the propagation of small-

scale gravity waves through the wind system of the stratospheric semiannual

oscillation (SSAO) [e.g., Garcia et al. (1997); Remsberg et al. (2002)]. The

MSAO is out of phase with the SSAO over the equatorial latitude [e.g., Garcia

et al. (1997)]. This has been explained as follows: the eastward zonal mean

wind in the stratosphere suppress waves which transport eastward momentum

and allow propagation of those waves which transport westward momentum

and vice versa. The forcing of the MSAO is not so well understood, but it is

believed to be entirely wave driven. It is believed that the selective transmis-

sion of gravity and Kelvin waves by the SSAO is responsible for driving of the

MSAO [Dunkerton (1982)]. However, due to sparse observations, there is scant

evidence about the driving mechanism and the kind of waves that drive these

oscillations are not completely understood. The Annual Oscillation (AO) is
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also observed in middle atmosphere which have a period of around 12 months.

The annual oscillation in the mean zonal wind is fundamentally driven by the

annual cycle in solar insolation [Andrews et al. (1987)].

The quasi-biennial oscillation (QBO) is a tropical phenomenon of down-

ward propagating westward and eastward winds in the equatorial stratosphere

with a variable period from 22 to 34 months, with an average period of ap-

proximately 28 months [e.g., Baldwin et al. (2001)]. QBO is a fascinating

example of a coherent, oscillating mean flow that is driven by propagating

waves with periods unrelated to that of the resulting oscillation. Mesospheric

variability is also affected by QBO by selectively filtering waves that propagate

upward through the equatorial stratosphere. It is now believed that a com-

bination of gravity, Kelvin, Rossby-gravity, inertia-gravity, and smaller-scale

gravity waves provide most of the momentum flux needed to drive the QBO

[Dunkerton (1997)]. In the tropical troposphere, these wave originate due

to convection which are characterized by a variety of vertical and horizontal

wavelengths and phase speeds, propagate into the stratosphere, transporting

westward and eastward zonal momentum. Most of the zonal momentum is de-

posited at stratospheric altitudes which drives the zonal wind anomalies of the

QBO. For each wave, the vertical profile of the zonal wind determines the crit-

ical level at or below which the momentum is deposited. Some gravity waves

propagate through the stratosphere and produce a QBO near the mesopause

known as the mesospheric QBO (MQBO). MQBO in the upper mesosphere

is observed using satellite observations from the High Resolution Doppler Im-

ager (HRDI) on-board Upper Atmosphere Research Satellite (UARS) [Burrage

et al. (1996)].

Figure 1.7 summarizes the amplitude of the various equatorial oscillations

in zonal wind as a function of height. The annual cycle (dotted curve) is

relatively small in the stratosphere (around 5 ms−1). The stratospheric QBO

is shown from 16 to 40 km, peaking near 20 ms−1 at about 25 km. The MQBO

is based on UARS/HRDI observation [Burrage et al. (1996)], SAO is based on
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rocket observation at Ascension Island [Hirota (1978)], and the AO is after

COSPAR International Reference Atmosphere [1986].
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Figure 30. Vertical distribution of the amplitude of the 
MQBO, MSAO, SSAO, SQBO, and annual component at the 
equator. The MQBO is based on UARS/HRDI observations 
[Burrage et al., 1996]. The SAO is based on rocket observations 
at Ascension Island [Hirota, 1978], and the annual component 
is after COSPAR International Reference Atmosphere (1986). 

displacement of the northern vortex at 300 hPa, near the 
tropopause. The surface signature of the QBO was first 
examined by Holton and Tan [1980], who showed the 
difference between 1000-hPa geopotential for the two 
phases of the QBO. An update of Holton and Tan's 
calculation, for 1964-1996 data, is shown in Figure 31. 
The pattern is characterized by modulation of the 
strength of the polar vortex and anomalies of opposite 
sign at low to middle latitudes. The pattern in Figure 31 
is similar to that shown by Holton and Tan. Hamilton 
[1998b], in a 48-year GCM simulation with an imposed 
QBO, found that the QBO composite difference in the 
strength of the upper tropospheric polar vortex, while 
small, was statistically significant. 

There is increasing evidence from observations, nu- 
merical models, and conceptual models that strato- 
spheric anomalies do indeed influence the troposphere. 
(It is not necessary to limit our discussion to the influ- 
ence of the QBO, but to think of any circulation anomaly 
in the stratosphere: for example, due to solar influence, 
the QBO, a volcanic eruption, etc.) Boville [1984] 

showed, using a GCM, that a change in the high-latitude 
zonal wind structure in the stratosphere introduced 
changes in the zonal-mean flow down to the Earth's 
surface, as well as in planetary wave structures. He 
concluded that the degree of trapping of planetary waves 
in the troposphere is determined by the strength and 
structure of the stratospheric zonal-mean wind, resulting 
in sensitivity of the troposphere to the stratospheric 
zonal wind structure. Boville [1986] explained further 
that when high-latitude winds in the lower stratosphere 
are strong, they tend to inhibit vertical propagation of 
wave activity into the polar stratosphere. If winds are 
weak, on the other hand, wave activity can propagate 
more effectively into the polar stratosphere. The process 
was found to be tightly coupled to the tropospheric 
generation of vertically propagating planetary waves. 

Kodera et al. [1990] used both observations and a 
GCM to show that anomalies in the midlatitude upper 
stratosphere (1 hPa) in December tend to move pole- 
ward and downward, reaching the troposphere approx- 
imately 2 months later. In general, these effects can be 
understood in terms of the modification of the zonal- 

mean zonal wind, which acts as a waveguide for plane- 
tary wave propagation. Stratospheric anomalies tend to 
induce changes in wave propagation at lower levels, 
which affect the convergence of the waves, which further 
modifies the zonal-mean flow. Over time, the net effect 
appears as a downward and poleward movement of 
anomalies. 

A complementary approach to understanding the 
downward link to the troposphere has been to examine 
"modes of variability." Such modes may be thought of as 
patterns which tend to recur and which account for a 
large fraction of variance; patterns should be robust and 
be found through different analysis schemes. For exam- 
ple, the NH winter zonal wind tends to vary in a dipole 
pattern (Figure 14). This coupled mode of variability 
between the northern winter stratosphere and tropo- 
sphere was discussed by Nigam [1990], who examined 
rotated EOFs of zonal-mean zonal wind. Nigam's result 
showed that the dominant mode of variability in zonal- 
mean wind appears as a deep north-south dipole with a 
node near 40ø-45øN (similar to Figure 14). The pole- 
ward part of the dipole represents fluctuations in the 
strength of the polar vortex. 

Coupling between the stratosphere and troposphere 
was further explored by Baldwin et al. [1994], who exam- 
ined geopotential patterns in the middle troposphere 
linked to the stratosphere. Using singular value decom- 
position (also called maximum covariance analysis) be- 
tween 500-hPa geopotential and zonal-mean wind, they 
showed that the leading mode had a strong dipole sig- 
nature in zonal-mean wind, extending from the surface 
to above 10 hPa. The north-south dipole mode accounts 
for a large fraction of the variance in zonal wind and is 
found by a variety of techniques. 

The leading mode of variability of the northern ex- 
tratropical troposphere/stratosphere is characterized by 

Figure 1.7: Vertical distribution of the amplitude of the MQBO, MSAO, SSAO,
SQBO, and annual component at the equator [Adapted from Baldwin et al. (2001)].

In addition to these waves and oscillations, the MLT region is influenced

by the cyclic variations in the sun. The MLT region is mainly affected by the

extreme ultra-violet (EUV) solar energy input. There are some indices which

are used for the measurement of activity level of the sun. In this work, solar

10.7 cm radio flux (F10.7) and sun spot number (SSN) is used for the proxy

for the solar EUV and solar activity. It will be shown later in this thesis that

the MLT parameters show the variations similar to those seen in F10.7 and

SSN.
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1.7 Sudden Stratospheric Warming (SSW)

As discussed above upward propagating waves of various timescale from the

troposphere under the suitable zonal wind mean flow can cause dramatic events

throughout the atmosphere starting from the lower to the upper atmospheric

regions. The sudden stratospheric warming (SSW) is such a dynamic phe-

nomenon which occurs mainly in the northern winter months as a result of

the interaction between upward propagating planetary Rossby waves with the

stratospheric zonal mean flow that can cause a reversal of the polar strato-

spheric zonal mean flow and even subsequent breakdown of the polar vortex

[e.g., Matsuno (1970)]. The primary mechanism suggested by Matsuno (1971)

is widely accepted mechanism of SSW which is shown to be induced by the

interaction of planetary waves and the mean flow.

In general, the mean zonal wind is eastward and zonal mean temperature

show a negative poleward gradient in the stratosphere during wintertime. How-

ever, during SSW events, westward forcing from upward propagating Rossby

waves weaken the background mean winds and drives a poleward flow. The

breaking of these waves in the stratopause forces adiabatic downwelling and

warming over pole which makes positive poleward temperature gradient [Mat-

suno (1971)]. The two main defining characteristics of SSW events are reversal

of the latitudinal temperature gradient and the zonal mean winds in the strato-

sphere [e.g., Labitzke (1972), Andrews et al. (1987)]. An SSW event is called

‘minor’ if the mean temperature at or below the 10 hPa pressure level (∼32

km) poleward of 60o rises by at least 25 K within a period of a week. An

event is considered as ‘major’ if in addition to increased temperatures, zonal

mean eastward winds reverse at these altitude and latitude region [McInturff

(1978); Labitzke (1981)]. However, due to less land-sea contrasts the planetary

waves have smaller amplitudes in the southern hemisphere than in the north-

ern hemisphere. Due to this dissimilarity the southern polar stratosphere is

less disturbed and polar vortex is colder and more stable than the northern
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polar stratosphere in winter months. This make SSW events mainly a north-

ern hemispheric polar stratospheric phenomenon. Extensive observational and

theoretical investigation of SSW events can be found in several review articles

[e.g., Matsuno (1971); Holton (1980); McIntyre (1982); Andrews et al. (1987);

Labitzke and Van Loon (1999)].

Figure 1.8 shows the temperature in the polar cap poleward of 60oN and

longitudinally averaged zonal wind at 60oN from Modern Era Retrospective-

analysis for Research and Application (MERRA) reanalysis data for the month

of January 2013. It can be noted from Figure 1.8 that there is a significant

enhancement in the temperature and reversal of zonal wind during January

2013 which shows that the 2013 event was a major SSW event.
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Figure 1.8: Temperatures in the polar cap poleward of 60oN and longitudinally
averaged zonal wind at 60oN at 10 hPa pressure level (∼32 km) obtained from
MERRA dataset for the month was January 2013.

SSW can affect the vertical thermodynamical coupling in a large range

of altitudes and latitudes in the middle atmosphere which causes signicant

variations in the MLT region. During SSW events, high-latitude stratosphere-
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mesosphere system have been well researched. However, behaviour of tropical-

and low-latitude middle atmosphere during SSW events are not well under-

stood. Using Nimbus III satellite data Fritz and Soules (1970) showed an

association between the high-latitude stratosphere warming and the tropi-

cal/equatorial summer hemisphere cooling. Mukhtarov et al. (2007) investi-

gated the latitudinal structure of the stratospheric anomalies and showed that

stratospheric warming at high-latitudes are associated with coolings at low-,

mid-, and tropical-latitudes. They also found that deceleration/reversal of the

eastward mean zonal winds at high-latitudes are associated with the amplifi-

cation of the eastward flow at low-, mid-, and tropical-latitudes.

In the mesosphere, Matsuno (1971) modelling study show that there is

a mesospheric cooling at high-latitude accompanying the SSW. Since then a

number of observational and modelling studies describe the occurrence of a

mesospheric cooling accompanied with SSWs [Gregory and Manson (1975);

Myrabø et al. (1984); Whiteway and Carswell (1994); Walterscheid et al.

(2000); Liu and Roble (2002); Hoffmann et al. (2007); Siskind et al. (2010)].

These studies indicated alternating regions of cooling and warming above the

main warming in the lower stratosphere during SSW events at high-latitudes.

The inter-hemispheric coupling and mesospheric temperatures in the sum-

mer hemisphere was also investigated during SSW events [e.g, Karlsson et al.

(2007), Karlsson et al. (2009); Körnich and Becker (2010)]. They observed

a decrease in the occurrence of polar mesospheric clouds due to the lowering

of the residual circulation resulting in a positive temperature anomaly in the

summer polar mesopause region. Due to paucity of datasets the low- and

tropical-latitude MLT region is least explored especially during SSW events.

In this work, an attempt has been made to understand latitudinal variations

in MLT temperatures during SSW events which will be discussed in Chapter

5.
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1.8 Mesospheric Inversion Layers (MILs)

The mesospheric inversion layers (MILs) also known as mesospheric tempera-

tures inversions (MTIs) are the narrow thermal layers showing an inversion of

the vertical temperature gradient from negative to positive which are formed

in the middle atmosphere. The name of inversion layers was termed for these

events since their appearance was very similar to that of inversion layers seen

in tropospheric temperature profiles near the ground [e.g., Meriwether and

Gerrard (2004)]. These MILs are seen in the MLT region at the low- and mid-

latitudes at any time of the year. A typical structure of a MIL profile which

might be observed with a Rayleigh/Na lidar system is depicted in Figure 1.9.

MIL phenomenon was originally identified as a single layer near 70 km (lower

MIL) with a typical thickness of 10–15 km and temperature enhancement of

20–100 K. The availability of more complete measurements of the tempera-

ture structure in the MLT region have indicated that multiple layers are more

generally observed rather than a single layer near 70 km.

Reviews which deal with various aspects of MTIs can be found in the liter-

ature [e.g., Meriwether and Gardner (2000); Meriwether and Gerrard (2004)].

The formation mechanism for MTIs are quite complex and has been a subject

of debate since their first detection. Till now it is very difficult to pin point

the reason for the occurrence of MTIs. The causative mechanisms for the

formation of MTIs are believed to be due to: nonlinear gravity wave-tidal in-

teractions; dissipating planetary Rossby waves; chemical heating; and gravity

wave breaking [e.g., Meriwether and Mlynczak (1995); Meriwether and Gard-

ner (2000); Meriwether and Gerrard (2004); Ramesh et al. (2013); Sharma

et al. (2016)]. Sometimes, more than one of the suggested process may also be

operative.

In general, it is found that the upper MIL (found at higher altitudes be-

tween 85 and 100 km) is generated by gravity wave-tidal interactions since

tidal amplitudes at these altitudes are much larger. However, the lower MIL
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Figure 1.9: Schematic of upper and lower mesospheric inversion layers seen in the
temperature profile for the MLT regions. Solid/dotted lines show with and without
MILs [Adapted from Meriwether and Gerrard (2004)].

(found at lower altitudes between 65 and 80 km) is generated by planetary

wave since at these altitudes planetary waves begin to break as the phase

speed of the wave matches that of the zonal wind flow, thus forming a critical

level. In addition to the dynamics, the energy budget of MLT region is also

influenced by chemistry. For the formation of upper MILs chemical heating

plays an important role and is a potential causative mechanism due to several

exothermic chemical reactions. In this work, some effort has been made to

understand the causative mechanism of MTIs based on our observation which

will be discussed in one of the later Chapters.
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1.9 Measurement Techniques for MLT inves-

tigation

The observables in the MLT region are kinetic temperatures, neutral den-

sity, horizontal winds, and airglow emission intensities. Measurement of these

parameters have been carried out either by using remote sensing techniques

(ground- and space-based) or in situ using rockets. However, each of these

techniques have their own limitations e.g., ground-based/rocket-borne obser-

vations provide limited geographic coverage but high temporal/vertical res-

olution. Long-term high data cadence ground-based observations provide a

great deal of information about local time variations of a given phenomenon.

Satellite-based observations provide a global/near-global picture but suffer

from poor time resolution.

There are two remote sensing techniques namely active and passive which

have been widely used for the MLT investigations. In active remote sensing

techniques, electromagnetic signals are transmitted into the atmosphere and

the atmospheric parameters are retrieved from the return echoes. Whereas, in

passive remote sensing techniques, atmospheric parameters are derived from

the measurement of the naturally occurring radiations without disturbing the

atmosphere. The various remote sensing techniques applied for the observa-

tions of MLT region are briefed below.

1.9.1 Ground-based Techniques

One of the widely used passive remote sensing techniques for the MLT in-

vestigations is observation of various airglow emissions which emanate from

different altitudes. The various airglow emissions in the MLT region includes,

OH Meinel band (around 87 km), sodium D line (around 92 km), O2 atmo-

spheric band emission (around 94 km), and oxygen green line (around 100

km). The details of these airglow processes will be discussed in subsequent
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sections. The major source of database for present work is airglow emission

intensities and derived temperatures from MLT region which is very useful

mode of observing waves of various timescales. The derivation of tempera-

tures from OH(6-2) band emissions and O2(0-1) atmospheric band emission is

described in Chapter 3. A review of various techniques used to measure the

airglow emission intensities and temperatures are also given in Chapter 3.

Radars and lidars are primarily used for the active ground-based observa-

tions of the MLT region. For the wind and temperature measurements in the

MLT region two types of radars are commonly used, Meteor wind radar, which

makes use of the reflection of radio wave pulses by meteor trails and provides

observation of hourly zonal and meridional winds in the altitude range between

80 to 100 [e.g., Kumar et al. (2007)]. Meteor radars can also be used to es-

timate the temperature of the mesopause region by measuring the ambiploar

diffusion of the meteor trails [e.g., Hocking (1999)]. Medium frequency (MF)

radars use partial reflection that is caused by change in the refractive indices in

the clear atmosphere and provide information on mesospheric winds in the al-

titude region of about 60 km to 100 km [e.g., Vincent et al. (1998); Gurubaran

and Rajaram (1999)]. Most of the radars can operate in unattended mode

round the clock and hence, they are able to provide information about the

different wave dynamical features (gravity waves, tides, and planetary waves),

other high-frequency variations, and long timescale oscillations. From lidars

density variations as a function of altitude is measured from which vertical

profile of the temperatures of stratosphere to lower mesosphere are obtained.

Over the years ground-based observations of MLT region have increased,

but they are still not sufficient to provide a detailed global view. In order

to understand MLT region in global perspective long-term systematic ground-

based observations from different regions are required.
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1.9.2 Rocket-borne Techniques

For in situ measurement of the MLT parameters, rocket sounding is the only

technique with added advantage that it achieves very high vertical resolution.

Rocket borne measurements includes measurement of neutral density fluctua-

tions [e.g., Lübken (1992); Lübken (1997); Rapp et al. (2004)], ion density fluc-

tuations [e.g., Blix et al. (1990)], electron density fluctuations [e.g., Prakash

et al. (1972); Sinha and Prakash (1996); Lehmacher et al. (1997)], neutral

wind measurements from vapour cloud release experiments [e.g., Anandarao

and Raghavarao (1979); Larsen (2002)], and radar tracking of chaffs released

by rockets [e.g., Widdel (1985)]. The rocket based experiments form various al-

titude regions provided a wealth of information of the MLT region. However,

for the investigation of MLT region in recent decades the number of rocket

borne experiments is reducing.

1.9.3 Satellite-based Techniques

Satellite-based observations mostly use passive remote sensing techniques and

provide global coverage. Satellite-based instruments that are used for MLT

investigations measure either emissions from the chemical species which are

radiatively active or the occultation of solar (or stellar) radiation that reaches

the satellite after passing through the Earth’s atmosphere. Various satellite-

based instruments have been used to probe the MLT region to obtain various

atmospheric parameters e.g., airglow emission intensities, temperatures, line-

of-sight horizontal winds. To obtain the vertical profile with good vertical

resolution (a few km) limb scanning technique is used in many satellite-based

observations. The satellites which have been extensively used for the MLT

investigations are: Solar Mesosphere Explorer (SME; 1981-1989), Upper At-

mosphere Research Satellite (UARS; 1991-2005), ODIN (2001-ongoing), Ther-

mosphere Ionosphere Mesosphere Energetics and Dynamics satellite (TIMED;

2002–ongoing), and Envisat satellite (2002–2012). A lot of understanding of
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the MLT dynamics is obtained by the analysis of the TIMED and Envisat satel-

lite datasets which continue to function beyond their original design lifetime.

In this work, to understand the MLT dynamics, mesospheric temperature data

obtained from the TIMED and ODIN have been used. In addition, horizontal

wind data is used which are obtained from the TIMED satellite.

1.10 Airglow emissions in MLT region

Airglow is a faint emission from upper atmospheric constituents i.e., atoms

and molecules which are excited through photochemical or chemiluminescence

processes. These atoms and molecules can be excited in direct (e.g., resonance

emission) or indirect (e.g., chemical reactions) ways through the electromag-

netic radiation coming from the sun. Chemical reactions due to interaction

of incoming solar radiation with atoms and molecules present in the upper

atmosphere produces chemiluminescence which in turn yields emissions at dif-

ferent wavelengths. Radiation emitted from airglow emissions are observed in

infrared, visible, and ultraviolet wavelength regions. Majority of these airglow

emissions emanate from the altitudes in the range of about 80 to 300 km with

the brightest emission region concentrated at around 97 km altitude [Cham-

berlain (1961)]. A photograph of the nightglow emission in the visible part

of the electromagnetic spectrum is shown in Figure 1.10. Aurora is mainly

a high-latitude phenomenon observed as a consequence of solar disturbances

such as the coronal mass ejection, wherein the energetic charged particles of

solar origin enters the Earth’s atmosphere due to magnetic reconnection. Au-

rora show structural features but airglow is uniform and is observed over all

the latitudes. The spectral signatures of airglow and aurora consists of atomic

lines and molecular bands of the neutral and ionized atmospheric constituents.

Airglow emissions take place when excited atmospheric species de-excite

to their ground state by emission of photons. Many of these de-excitation

processes are forbidden electric dipole transitions and therefore, the excited
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Figure 1.10: Red, green, and yellow airglow emission from the Earth’s up-
per atmosphere photographed by the International Space Station. (http://

auroranightglow.blogspot.in/2012/05/night-glow.html)

species return to their respective ground states via metastable transitions.

Below certain heights in the Earth’s atmosphere the energy of the excited

state is lost due to the higher collision rate which is called quenching. Based

on the time of occurrences, airglow is classified as dayglow, twilight glow, and

nightglow. The various features of which are summarized in Table 1.2.

In this work, in order to understand coupling processes in the MLT re-

gion various nightglow emissions which emanate from this region have been

Table 1.2: Different types of airglow emissions

Type Solar
zenith
angle

Excitation process Intensities
(Rayleigh)

Dayglow 00-900 Photochemical reac-
tions, Resonance, and
fluorescence scattering

∼several 103R

Twilight
glow

900-1100 Same as dayglow ∼several 102R

Nightglow >1100 Chemiluminescence ∼ several 10’s R

1 Rayleigh=106 photons.cm−2.s−1

(http://auroranightglow.blogspot.in/2012/05/night-glow.html)
(http://auroranightglow.blogspot.in/2012/05/night-glow.html)
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considered. Therefore, further discussion regarding airglow will be restricted

to the nightglow in the MLT region. These nightglow emissions in the MLT

region consists of several different atomic lines and molecular band emissions

occurring at near infrared and visible wavelengths. The nightglow emission

lines/bands which are pertinent to this work originates from OH, Na, O2, and

OI (green line) emission layers in the MLT region. Based on the several sound-

ing rocket and satellite-based observation Figure 1.11 shows the schematic of

typical emission altitudes for these nightglow emissions in the MLT region.

Investigations of Interactions in The Earth’s Upper Atmosphere Using Optical and Radio Wave Techniques 
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Figure 1:11: Schematic of the peak emission altitudes for the various nightglow emissions 

in the MLT region. 

Figure 1.11: Schematic of the peak emission altitudes for the various nightglow
emissions in the MLT region.

The mechanisms responsible for the generation of these nightglow emissions

are described in the following section.
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1.10.1 OI 557.7 nm Green Line Emission

The atomic oxygen green line nightglow emission (OI 557.7 nm) is the brightest

line emission in the visible spectrum and was first to be observed among all air-

glow emissions in the atmosphere. This line was first identified by McLennan

and Shrum (1925) to be due to the forbidden transition (1S0�
1D2) of oxygen

atom. This nightglow emission originates from two distinct layers, Mesopause

region, around (97±10) km, and thermosphere, around 250 km which con-

tributes around 20-30% of the total intensity, especially during space weather

events over low- and equatorial-latitudes [e.g., McDade (1998)].

The excited state (1S0) of the green line emission is produced by Barth

mechanism which is a two-step process as given below [Barth and Hildebrandt

(1961); Barth (1964); Bates (1992)]:

O(3P ) +O(3P ) +M −→ O∗2 +M (1.3)

O∗2 +O(3P ) −→ O2 +O∗(1S) (1.4)

O∗(1S) −→ O∗(1D2) + hν(557.7nm) (1.5)

Where the third body M is O2 or N2 and * is used to represent the excited

state. OI 630.0 nm airglow emission can be produced by radiative transition of

O∗(1D2) produced in reaction 1.5 to the ground state O(3P). But as shown in

Figure 1.12 lifetime of O∗(1D2) state is quite large (110 sec.) hence, it loses its

energy via collisions before it undergoes radiative transition at lower altitudes

(below around 180 km). Therefore, at MLT altitudes OI 630.0 nm line is not

observed since the neutral collision frequency is large enough for removal of

O∗(1D2).

1.10.2 O2 (0–1) Atmospheric Band Emission

The peak of O2(0-1) atmospheric band emission at 864.5 nm originates from

a layer of (94±10) km altitude region [Murtagh et al. (1990)]. The O2 atmo-
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Figure 1.12: Schematic of the simplified energy level diagram along with various
emissions of the atomic oxygen.

spheric band emission is a two-step process with a three body collision (Barth

mechanism) required to place the O2 in an excited state [e.g., Torr et al.

(1985)]:

O +O +M(O2 +N2) −→ O2(c
1Σ−u ) +M (1.6)

O2(c
1Σ−u ) +O2 −→ O2(b

1Σ+
g ) +O2 (1.7)

And the atmospheric O2 band emission results from de-excitation of the O2(b
1Σ+

g )

state:

O2(b
1Σ+

g ) −→ O2(X
3Σ−g ) + hν(atmospheric) (1.8)

The lifetime of O2(b
1Σ+

g ) state is about 12 sec. This ensures that the

vibrational relaxation will be complete for the typical collision frequency in

the mesopause region.
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1.10.3 NaD Line Emission

The yellow sodium doublet line (NaD) nightglow emission is a prominent emis-

sion in the MLT region. This nightglow originates at around 92 km altitude

due to the presence of the neutral sodium which is believed to originate from

meteor ablation in between 85 and 105 km altitude. The NaD emission arises

from the atomic transition of Na which consists of two closely spaced lines, D1

and D2, at 589.0 nm and 589.6 nm wavelengths, respectively. The NaD night-

glow emission is due to the following reactions which explains the conversion

of neutral sodium to excited sodium atoms [Chapman (1939); Slanger et al.

(2005)]:

Na+O3 −→ NaO∗ +O2 (1.9)

NaO∗ +O −→ Na∗ +O2 (1.10)

NaO∗ +M −→ NaO +M (1.11)

NaO +O −→ Na∗(2P, 2S) +O2 (1.12)

Na∗(2P 3/2,1/2) −→ Na(2S1/2) + hν(589.0, 589.6nm) (1.13)

In this mechanism mesospheric ozone plays a major role which oxidises

neutral sodium atom to produce NaO. NaO reacts with atomic oxygen to

produce a mixture of excited and ground state of Na atom. Na emissions are

the allowed transition with a lifetime of around 2×10−8 sec. The intermediary

processe of 1.10 and 1.11 were introduces by Slanger et al. (2005) to explain

the variations of the ratios of D1 and D2 line intensity. These processes were

also found to be responsible for the night-to-night variations in the column

integrated Na emission intensity [Sarkhel et al. (2010)]
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1.10.4 OH Meinel Band Emission

The hydroxyl airglow was first identified by Meinel and is referred to as the

Meinel bands of OH [Meinel (1950)]. The red and infrared emissions of Meinel

bands are due to the vibrational-rotational transitions between the two levels

of excited OH radicals in the ground electronic state of OH (X2
3/2,1/2). The

production of OH∗ (v’≤9) at the mesopause altitudes is due to interaction of

atomic hydrogen with ozone. The mechanism for OH Meinel band emission

is given by [e.g., Bates and Nicolet (1950); Meriwether (1989) and references

therein]:

O +O2 +M −→ O3 +M (1.14)

H +O3 −→ OH∗(v
′≤9) +O2 + 3.34 eV (1.15)

OH∗ −→ OH + hν (1.16)

This OH∗ de-excites to ground state at various vibrational levels. This reac-

tion is the main cause for the destruction of ozone at night near the mesopause

and the energy released is sufficient to excite the ground state OH to ninth

vibrational state [Bates and Nicolet (1950)]. The hydroxyl emission layer is

centered at 86.8±2.6 km with the thickness of the OH emission layer 8.6±3.1

km [Baker and Stair Jr (1988)].

1.11 Scientific Questions Addressed

The Earth’s upper atmosphere, especially the Mesosphere Lower Thermo-

sphere (MLT) from 60 to 110 km in altitude, is a region which is affected by

complex interactions between photochemistry and dynamics. As mentioned

in this Chapter MLT is probably the least explored regions of the Earth’s at-

mosphere. In order to understand various processes in the MLT region such

as, global- and residual- circulation, and energy budget, MLT dynamics plays
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a very important role. MLT region provides a complex interface between the

lower atmosphere and space environment. The interplay between these two

inputs and processes that redistribute energy from the individual source re-

gion into the various atmospheric layers are not well understood. Therefore,

it becomes important to quantify the influences from above (i.e., solar radia-

tion) and from below (i.e., atmospheric waves) which affect the MLT region

in various ways. In this thesis, efforts are made to understand following key

scientific/technical issues pertaining to MLT region:

1. How large- and short-timescale waves and oscillations present in the MLT

region can be quantified using airglow emission intensities and tempera-

ture measurements?

2. What are the solar influences on the MLT nightglow emission intensities

and temperatures?

3. How are the lower and upper atmospheres coupled under varying back-

ground conditions?

4. What are the possible sources for the mesospheric temperature inver-

sions?

5. What are the effects on the global mesospheric temperatures during sud-

den stratospheric warming (SSW) events?

1.12 Scope and Layout of the Thesis

In this thesis an attempt is made to primarily address the above mentioned

five key questions. In order to do that the long-term ground-based observa-

tional database by couple of in-house built instruments is made use of. These

instruments are being operated from PRL’s optical aeronomy observatory at

Gurushikhar in Mount Abu. In addition, supporting data from the satellite-

based observations is made use of to obtain a broader context of our ground-
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based measurements. This thesis consists of six Chapters, Chapter wise outline

is given below.

Chapter 1: This thesis begins with a brief introduction of the various

processes which are prevalent in the Earth’s upper atmosphere with a greater

emphasis on the mesosphere lower thermosphere (MLT) region. The vari-

ous dynamical features in the MLT region e.g., temperature, wind, and wave

dynamics are described. The importance of the MLT region in terms of its in-

fluence by both solar forcing from above and upward propagating waves from

the lower regions of the atmosphere is highlighted. Different scale size waves

(gravity waves, atmospheric tides, and planetary waves) are described in terms

of their generation mechanisms and their influence in the MLT region. This is

followed by a brief description of long-time scale oscillations in the MLT region.

A brief overview of sudden stratospheric warming and their effect in the MLT

region at different altitudes are described. The MTI phenomenon and its pos-

sible cause in the MLT region is discussed. Various remote sensing techniques

that are available and commonly used for probing the MLT region have been

briefly reviewed these includes observations from ground-based, rocket-borne,

and satellite-based platforms. Information on the airglow processes focussed

on the nightglow emissions in the MLT region is provided. Literature, both

old and recent, has been surveyed so that one can appreciate the importance

of results obtained in this thesis work. This Chapter, thus, gives a broad back-

ground of the work that has been carried out earlier to put into context the

significance of the results from this thesis work.

Chapter 2: Investigations of the MLT region have been carried out by

making use of passive remote sensing techniques. There are primarily three

techniques namely, photometry, spectroscopy, and interferometry which are

used for the passive remote sensing of the MLT region. The parameters which

have been obtained using these techniques are nightglow emission intensities

and temperatures. Chapter 2 describes the development of two in-house built

optical instruments namely, Near Infrared Imaging Spectrograph (NIRIS) and
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CCD-based Multi-Wavelength Airglow Photometer (CMAP). Calibrations of

the instruments have been carried out and data analysis methods to derive

the desired parameters from these instruments are developed. Calculation of

nightglow emission intensities from the raw data obtained from NIRIS and

CMAP is discussed. Theory of mesospheric temperature determination and

the derivation of mesospheric temperatures from the NIRIS obtained spectra

are provided in this Chapter. Supplementary datasets used in this work, which

are mainly from satellite-based observations, and from reanalysis dataset are

described. Time series analyses methods namely Lomb-Scargle analysis and

wavelet analysis that are used to derive the periodicities present in the time

series data are also be discussed in this Chapter. The application of these

spectral analysis methods is demonstrated by using sample data to obtain

various wave parameters from the data.

Chapter 3: This Chapter deals with the results that are obtained from

the NIRIS data from over three years (2013-2015) of observations from a low-

latitude location, Gurushikhar, Mount Abu. NIRIS obtained mesospheric air-

glow intensities and corresponding rotational temperatures (obtained from O2

and OH nightglow emission intensities) over this period have been utilized to

derive the characteristics of large-time scale fluctuations at the mesospheric

altitudes. The statistical analysis of short-time scale fluctuations is carried

out by obtaining the periods that are present on each of the individual nights.

Both, results that are obtained using long-term optical and radio data sets,

and, those that are obtained by the analysis of data over short durations, are

described in this Chapter. Appropriate background to appreciate the results

arrived at in this study are also given.

Chapter 4: The processes of atmospheric coupling during cyclonic events

are very important, and yet are poorly understood. Simultaneous ground-

based observations of high data cadence from many emission wavelengths

which emanate from different altitudes thus provide a means to understand

such an event. An unambiguous signature of vertical coupling of the atmo-
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sphere has been obtained during a cyclonic event which had developed in the

Arabian Sea during 25-31 October 2014. For this event we have derived all

gravity wave parameters based on the experimentally observed values. In addi-

tion to these experimentally derived GW parameters, we have also empirically

calculated the vertical wavelength of the wave, by observing the downward

phase propagation in the airglow emission intensities and by using linear grav-

ity wave dispersion relation, which are found to be consistent with one an-

other. Thus, Chapter 4 will describe the results on atmospheric coupling

during events with external sources of energy, such as cyclonic storms, in the

troposphere.

Chapter 5: This Chapter describes the latitudinal distribution of the

mesospheric temperature during sudden stratospheric warming (SSW) events

which have been accomplished by using satellite-based observations in con-

junction with ground-based observations. NIRIS derived mesospheric temper-

atures from Gurushikhar showed enhanced temperatures (compared to their

monthly mean values) during the SSW event of January 2013. This led to

a wider investigation to understand mesospheric temperature behaviour over

different latitudes during SSW events. The “double-humped” structure in the

mesospheric to stratospheric temperature ratios vs latitude is found with two

crests over tropical- to mid-latitudes and a trough over the geographic equa-

tor and is very distinct during major SSW events. Mesospheric temperatures

during minor events do not show formation of such “double-humped” struc-

ture. The results presented in this Chapter strongly support the interactions

in stratospheric-mesospheric coupling and high- to low-latitude coupling of

mesosphere lower thermosphere region, especially during SSW events.

Chapter 6: In Chapter 6, the summary of findings of this work and

scope for the future is provided. The results reveal new information on the

interaction within the mesosphere, the mesospheric effects due to tropospheric

convective instabilities, and stratospheric energy sources. The results from

this thesis provided new insights in terms of vertical coupling of atmospheres,
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high- to low-latitude coupling and seasonal and solar activity dependence of

the mesospheric dynamics. There is a large scope for both experimental and

simulation/modelling studies. This Chapter will elicit some of these aspects.





Chapter 2

Instrumentation and Data

Analysis

2.1 Introduction

Airglow intensity and temperature variations in time and space have a great

potential in understanding the complex upper atmospheric dynamics at their

altitudes of emissions. It is now understood that the waves of different scales,

such as planetary, tidal, and gravity waves play an important role in the trans-

fer of energy and momentum between various atmospheric layers and thereby

modulate density and temperature while passing through the airglow emitting

altitudes [e.g., Krasovskij and Šefov (1965); Hines (1974)]. Various observa-

tions and models over the years have provided some information on the gravity

waves, however, their effects at mesospheric altitudes over low-latitudes is yet

to be understood comprehensively.

Various coupling processes, which are prevalent in the Earth’s upper at-

mosphere, as discussed in Chapter 1 have been investigated and characterized

by making use of nightglow emission intensities at multiple wavelengths and

mesospheric temperatures derived from OH and O2 band emissions. This

Chapter deals with the measurements of these parameters from ground- and

49
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space-based instruments, which have been used in this work. These param-

eters were obtained from ground-based observations which have been carried

out using: (1) Near Infrared Imaging Spectrograph (NIRIS), and (2) CCD

based Multi-Wavelength Airglow Photometer (CMAP). These two instruments

were developed in-house at Physical Research Laboratory, and are being op-

erated from PRL’s optical aeronomy observatory at Gurushikhar, Mount Abu

(24.6oN, 72.8oE). These observations were supplemented by satellite-based ob-

servations in order to understand the global nature of some of the atmospheric

phenomena. In this Chapter, details of NIRIS and CMAP are given, process

followed for the determination of nightglow emission intensities, derivation of

mesospheric temperatures, and data analysis methods are described. Also a

brief description is given on the supplementary datasets used for the investi-

gations described in this thesis.

2.2 Near InfraRed Imaging Spectrograph

(NIRIS)

NIRIS is designed and developed at the Physical Research Laboratory for the

measurement of mesospheric nightglow emission intensities and correspond-

ing rotational temperatures using OH(6-2) Meinel and O2(0-1) atmospheric

band spectra [Singh and Pallamraju (2017a)]. In this spectrographic tech-

nique rotational line ratios are obtained to derive temperatures corresponding

to the emission altitudes of 87 and 94 km, respectively. Hence, simultaneous

measurements of variations in these two emissions provide an opportunity to

investigate the wave features corresponding to vertical propagation of gravity

waves.

NIRIS is a grating spectrograph which uses 1200 lines mm−1 grating as the

dispersing element, a 1024×1024 pixels thermoelectrically cooled CCD camera,

and has a large field-of-view (FOV) of 80o along the slit orientation. NIRIS
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has a spectral resolution of 0.78 nm at 840 nm wavelength. Figures 2.1a and

2.1b show the optical layout of NIRIS and its photograph. The details of the

optical components used in NIRIS are provided in Table 2.1. The details of

the various components used in NIRIS are described in following section.

(a) (b) 

Figure 2.1: (a) Optical layout of Near InfraRed Imaging Spectrograph (NIRIS).
Different components used in NIRIS are numbered, the details of which are given
in Table 2.1. (b) Photograph of NIRIS on a mounting platform at the time of
installation for the field operations.
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2.2.1 Primary mirror

A convex spherical primary mirror (labelled 1 in the Figure 2.1a) in the front-

end of NIRIS is used to reflect the incident beam of light onto a concave

spherical secondary mirror (2). The radius of curvature of this mirror is 20

mm which allow the entry of incoming light from a large FOV.

Table 2.1: Characteristics of Near Infrared Imaging Spectrograph (NIRIS)

1. Primary mirror Convex; r=20 mm
2. Secondary Mirror Concave; f=600 mm, diameter=150 mm
3. Slit 45 mm×1 mm
4. Collimator Off-axis paraboloid; f=600 mm, diameter=130 mm
5. Diffraction Grating Plane; 120 mm x 100 mm; 1200 lines mm−1

6. Converging Optics Schmidt telescope; f=139 mm, diameter= 100 mm
7. CCD Detector 1024×1024 pixels deep depleted; 13 µm pixel size,

QE at 840 nm= 90%
Resolution =0.78 nm at 840 nm wavelength

2.2.2 Secondary Mirror and slit assembly

The incoming light from a large FOV which is arriving from the convex primary

mirror is allowed to fall on a concave spherical secondary mirror (2) which has a

focal length of 600 mm. This secondary mirror focusses the light from a large

FOV (∼80o) onto the slit of a size of 45 mm×1mm (3). This arrangement

provides instrument’s FOV of around 80o along the slit orientation for an all-

reflecting optical design. Covering a large FOV in a grating spectrograph has

a consequence of introducing deformation in terms of curvature in the image

at the image plane. This curvature effect arises due to the differences in the

angles of the rays between the center of the slit to those coming from locations

away from the slit onto the grating facet. These angles of incidences form

different angles on the grating, which results in deviations of the angles of

diffraction that fall on the image plane. Therefore, to reduce this curvature

effect, the slit is curved in opposite sense. This arrangement reduces curvature

effect as incident on the detector to a large extent.
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2.2.3 Off-axis Paraboloid

A 600 mm focal length off-axis paraboloid (4) is used as a collimator. The rays

coming from the curved slit are allowed to fall on to this off-axis paraboloid

which makes a parallel beam of light, which fall on the reflection grating (5).

2.2.4 Diffraction Grating

Diffraction grating works on a principle of spatial modulation of refractive

index, thereby, separating polychromatic light into its monochromatic com-

ponents. In NIRIS we have used reflection grating with a groove density of

1200 lines mm−1 which provides spectral image onto to the image plane. The

geometry of a typical reflection grating and its various parameters are depicted

in Figure 2.2.

Investigations of Interactions in The Earth’s Upper Atmosphere Using Optical and Radio Wave Techniques 

47 

 

we have used reflection grating with a groove density of 1200 lines mm-1 which 

provides spectral image onto to the image plane. The geometry of a typical reflection 

grating and its various parameters are depicted in Figure 2.2.  

 

 

 

 

 

 

 

 

 

 

 

 

From the principle of constructive interference, we get the following grating 

equation: 

mλ=d (sinα+ sinβ)        

 (2.1) 

where, α and β are incident and diffraction angles, d is groove spacing, λ is the 

wavelength of incident light, and m is diffraction (or spectral) order which is an 

integer.  

Figure 2:2: Schematic of a reflection grating. α is the incident angle, β is the diffraction 

angle, θB is blaze angle, and d is groove density. If two parallel rays are incident on 

the grating at the one groove spacing d apart then the diffracted beam has a 

difference in their path length equal to (dSinα + dSinβ which leads to the grating 

equation. 
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Figure 2.2: Schematic of a reflection grating. α is the incident angle, β is the
diffraction angle, θB is blaze angle, and d is groove density. If two parallel rays are
incident on the grating at the one groove spacing d apart then the diffracted beam
has a difference in their path length equal to (dSinα + dSinβ) which leads to the
grating equation.

From the principle of constructive interference, we get the following grating
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equation:

mλ = d(sinα + sinβ) (2.1)

where, α and β are incident and diffraction angles, d is groove spacing, λ is

the wavelength of incident light, and m is diffraction (or spectral) order which

is an integer.

2.2.5 Converging Optics

To focus the diffracted light from the grating on to an array detector Schmidt

telescope of a focal length of 139 mm is used. We have used all reflective optics

in NIRIS except an aspherical correcting lens used in the Schmidt telescope.

The idea to choose reflective optics over refractive optics in NIRIS is to make

it operative over large wavelength ranges (from ultraviolet (UV) to infrared

(IR)) by changing grating angle and detector. Lenses are known to absorb the

incoming light in the UV and IR region. Schmidt camera also minimizes optical

aberrations such as coma and astigmatism. Because of this design a variant

of NIRIS was used to derive daytime wave characteristics in the mesosphere

lower thermosphere (MLT) region wherein ultra-violet measurements of OI

297.2 nm dayglow emission have been obtained on-board a balloon in an earlier

experiment [Pallamraju et al. (2014)].

2.2.6 Detector and Data Acquisition System

For imaging the near infrared spectra, a charge-coupled device (CCD) detector

is used. The CCD detector used in NIRIS has 1024×1024 pixels with a square

pixel size of 13 µm. This is a deep depleted thermoelectrically cooled CCD

detector in which etaloning is suppressed and is sensitive in the near-infrared

region with quantum efficiency (QE) more than 80% in the wavelength range

800-900 nm. This CCD is attached to the Schmidt telescope with sensor on

the image plane of the spectrograph. The spectrograph is aligned in such a

way that the dispersion and spatial directions correspond to the columns and
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rows of the CCD detector. The CCD is cooled to -80oC by a thermoelectric

cooler to reduce thermal noise. The signal to noise ratio (SNR) is controlled

by applying on-chip binning along the spatial direction (rows of the CCD).

NIRIS obtains several spectral images on each night at pre-defined camera

settings such as, exposure time, on-chip binning, and CCD temperature which

are enabled through an in-house developed software. These spectral images

are saved in Flexible Image Transport System (FITS) format. For the normal

operations 1×32 on-chip binning is done, CCD sensor temperature is set to

be -80oC, and exposure time is set to be 300 seconds. Hence, for moonless

and cloud free nights the data cadence of NIRIS is 5 min which provides 120

spectral images per night for 10 hours of observations.

2.3 Calibration of NIRIS

We get two dimensional spectral images from NIRIS in which x- and y-axes

correspond to wavelength and spatial direction of the sky. Therefore, calibra-

tion of NIRIS is performed to determine dispersion (wavelength calibration)

and spatial location (view angle calibration). The methods used for these

calibrations are described in detail in the following sections:

2.3.1 Wavelength Calibration

Wavelength calibration of NIRIS has been performed in the laboratory by using

an argon spectral lamp (Newport model: 6030) as the source and a spectral

image thus obtained is shown in Figure 2.3a.

Figure 2.3a shows that each spectral line is slightly curved as discussed

above which is due to the differences in the incident angle to the grating at

the edges of the slip. As we are using a curved input slit the effect of the

curvature on the detector is considerably reduced. This curvature effect in the

image is removed by shifting each pixel of raw data in x-direction by a quantity
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Figure 2.3: (a) NIRIS obtained spectral image using Argon lamp as the spectral
calibration source. (b) Similar to the Figure 2.3a but after correcting for the image
curvature. (c) Brightness of ArI spectral lines of the image shown in Figure 2.3a
(represented in arbitrary units, AU). These show the emission lines at 826.5 nm,
842.5 nm, 852.1 nm, and 866.8 nm which are used for wavelength calibration of the
spectrum obtained from NIRIS.

obtained by spline fitting of data at three locations along each spectral line.

The image, thus corrected is shown in Figure 2.3b in which the x- and y-axes

correspond to wavelength and spatial directions, respectively. The ArI spectral

lines are obtained by taking a cut across the corrected spectral image. Some of

the strong ArI emission lines which have been used for the spectral calibration
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of the instrument are shown in Figure 2.3c. The dispersion achieved by NIRIS

is 0.07 nm pixel−1 in the wavelength range of 823-894 nm. The resolution of

the grating spectrograph is obtained by dispersion multiplied by full width at

half maximum (FWHM) of the Ar spectral line. From Figure 2.3b, FWHM of

each of the identified Ar spectral line is found, and average of which comes out

to be 11.2 pixels. Therefore, the resolution of the NIRIS is (71/1024)×11.2

=0.78 nm.

2.3.2 Angle Calibration

As discussed earlier, NIRIS has FOV of around 80o in which y-axis of the

image represents spatial coverage of the sky. The angle calibration is carried

out to know the spatial location of the sky corresponding to the pixel number

on the CCD chip. The angle calibration of NIRIS has been performed after

mounting it for the field operations in which the slit is oriented along the N-S

meridian. This is done by allowing diffused day light to fall onto the CCD

chip only through a small portion along the slit orientation (by fully covering

the light from rest of the directions). For the next image the light is allowed

only through another small portion along the slit orientation. Using several

of such images the angular coverage of each pixel has been obtained. It is

found that the 80o FOV of the information from sky in the N-S direction is

imaged onto fifteen vertical pixels (pixel number 8 to 22) onto the CCD chip

with 1×32 on-chip binning. Figure 2.4a shows a plot of pixel number vs view

angle in which the dots and dashed lines show the observations and the best fit

line. Similarly, Figure 2.4b shows a plot of pixel number vs distance which is

obtained by converting the angle into distance assuming O2 and OH emission

altitudes to be 94 and 87 km and are shown in magenta and blue coloured

lines. The north and south direction is also marked in Figure 2.4 in which

the horizontal line shows the zenith measurement which corresponds to pixel

number 15 on the CCD chip.
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Figure 2.4: (a) View angles measured in degrees are shown with respect to the pixel
position. (b) Distance covered on the CCD plane as a function of pixel numbers is
shown for O2 and OH emission altitudes in magenta and blue coloured lines which are
154 and 142 km, respectively. Horizontal lines show the measurement corresponding
to zenith which is at pixel number 15.

2.4 Mesospheric Nightglow Intensity Determi-

nation

The nocturnal raw spectra (Figure 2.5a) obtained from NIRIS cannot be used

directly as they are convolved with many artifacts, such as, incidences of cos-

mic rays, image curvature, vignetting etc., which need to be corrected before

further analysis. Each of the spectral images are passed through a sigma filter

to remove the contribution of the noise that arises from the hot pixels caused

by the incident cosmic rays, if any, onto the CCD detector. The sigma filter

used here replaces pixels with intensities more than a specified level from its

neighbors. A 3×3 pixel sigma filter is used in the present case. The CCD uses

thermoelectric air cooling technique which provides a typical sensor temper-

ature of around -80oC. Even though the dark current generated at such low

temperatures is very small, we do subtract this background. In order to do

that, a dark frame is generated for every individual image by considering a

portion of the image that is not illuminated by the incoming light. This dark

frame is then subtracted from every spectral image to remove the contribution

of dark current in it. Later, the images are corrected for flat-field in which
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the effects on the images caused by pixel-to-pixel variability across the chip,

vignetting, and features on the optical components, if any, are removed. For

large FOV optical instruments it is a challenge to provide a Lambertian sur-

face for equal intensity illumination across the field. However, diffused skylight

during twilight is considered as a close approximation for this purpose [e.g.,

Garcia et al. (1997)] and has been implemented in this work.

As the method of determination of rotational temperature involves taking

ratios of intensities it is important that the vignetting effect of transmission

from one spectral region to the other in the spectral direction of the CCD is

also required to be taken care of. This is achieved by using a non-spectral white

light output from a low light level integrating sphere (Gooch & Housgo model:

OL 426). The curvature effect in the image is also removed by the method

as depicted in Figure 2.3 and discussed earlier. A typical nocturnal spectral

image obtained by NIRIS for a 5-minute exposure and for an on-chip binning

of 1×32 is shown in Figure 2.5b which has been accomplished after performing

all the treatments as discussed above. The Meinel OH(6-2), OH(7-3), and

O2(0-1) atmospheric bands are identified based on the wavelength calibration

described in Figure 2.3.

For the determination of nightglow emission wavelengths, calibration of the

spectra was carried out using twelve known spectral lines located within the

spectral region of 823–894 nm. The spectral scale for each of the spectra is ob-

tained by fitting the line positions with the identified lines by using a 3rd-order

polynomial fit. Also, the background level is determined by fitting a 3rd-order

polynomial fit at twelve identified regions where there are no airglow emissions

in the wavelength range of 823–894 nm. After performing the wavelength cal-

ibration and removing background level as discussed above the brightness of

the resulting spectral lines over zenith are shown in Figure 2.5c which corre-

spond to the spectral image shown in Figure 2.5b. In Figure 2.5c, emissions at

five different wavelengths are obtained, whose centers are marked by I1 to I5.

These marked spectra show different regions of OH(6-2) Meinel and O2(0-1)



60 Chapter 2

Figure 2.5: (a) A nocturnal raw spectral image obtained by NIRIS. (b) Same
image as shown in Figure 2.5a but after correcting for all the issues as discussed in
text. OH(6-2), O2(0-1), and OH(7-3) bands are identified based on the wavelength
calibration of the instrument. The x- and y-axes represent spectral and spatial
coverage of NIRIS. (c) Spectral lines are obtained by taking a cut across the spectral
image of Figure 2.5b. The five different wavelength regions, which are used for the
OH rotational temperature derivation are identified by I1 to I5.

atmospheric bands that have been used for the determination of OH and O2

emission intensities and derivation of corresponding rotational temperatures.

These emission intensities are determined by integrating over 1.2 nm centered

at each spectral line.

Nocturnal variation in three rotational lines of OH(6-2) band namely, P1(2)
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at 840.0 nm, P1(4) at 846.5 nm, and P1(5) at 850.5 nm, respectively, are shown

in Figure 2.6a on the night of 16 April 2013. Similarly, nocturnal variations for

the two regions of O2(0-1) atmospheric band centered at 866.0 nm and 868.0

nm on the same night are shown in Figure 2.6b. As will be seen later, these

lines are used for the derivation of rotational temperatures corresponding to

the O2 and OH emission altitudes which are considered to be 94 and 87 km,

respectively.

Figure 2.6: (a) Nocturnal variation of three different rotational lines of OH(6-2)
Meinel band emission in which I1, I2, and I3 correspond to the P1(2) at 840.0 nm,
P1(4) at 846.5 nm, and P1(5) at 850.5 nm, respectively. (b) Nocturnal variation of
two regions of O2(0-1) atmospheric band centered at 866.0 nm (I4) and 868.0 nm
(I5), respectively.

2.5 Derivation of Mesospheric Temperatures

Mesospheric OH and O2 rotational temperature measurements using spectral

line ratios is a well-established technique [e.g., Meriwether Jr (1984); Greet

et al. (1997); Taylor et al. (1999); French et al. (2000); Bittner et al. (2002);

Taori et al. (2005); Shiokawa et al. (2007)]. We have used this method to derive

the mesospheric temperatures as discussed in the following sections. NIRIS is

a large field-of-view imaging spectrograph which is sensitive to fluctuations in

intensities of less than around two percent for a 5 min integration time. Due

to a high spectral resolution (around 0.78 nm) and large spectral coverage,



62 Chapter 2

rotational temperatures from the OH(6-2) Meinel and O2(0-1) atmospheric

band emissions can be derived simultaneously.

Using photometric techniques [e.g., Taylor et al. (1999); Taori et al. (2011)]

temperature measurements have been carried out in which interference filters

of different wavelengths are used in sequence to obtain the intensities of the de-

sired rotational lines. In such methods, it is required that the filter bandwidths

be narrow in order to discretely obtain the intensities of the two rotational

lines. However, as the transmission from neighboring spectral regions through

such filters is non-zero, it might not be possible to avoid contamination from

the neighboring lines, which could lead to either over- or under-estimation of

the mesospheric temperatures.

In the spectrographic technique, NIRIS, however, as the spectral resolu-

tion is high it is possible to obtain not only uncontaminated intensities from

the desired rotational lines discretely, but also the night sky background con-

tribution from around these wavelengths of interest. Therefore, background

subtraction is enabled before proceeding further for obtaining ratios of rota-

tional line intensities by this technique and therefore it reduces the errors in the

measurements of intensities and temperatures. The derivation of mesospheric

temperatures from OH(6-2) Meinel and O2(0-1) atmospheric band emissions

is described in the following sections.

2.5.1 OH(6-2) Meinel Band Emission

The mechanism responsible for the production of the Meinel bands of OH is

described in Chapter 1. The derivation of OH rotational temperatures through

the spectral line ratio method assumes that the underlying gas is in Local Ther-

modynamic Equilibrium (LTE) [Mies (1974); Meriwether Jr (1984)] which is

valid for OH(6-2) vibrational band having rotational levels N’<5 [e.g., Pendle-

ton et al. (1993)]. In this study as rotational levels corresponding to N’=1 and

N’=3 are used, they satisfy the condition of LTE. The degree of thermalization
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depends on the radiative lifetime of the excited OH∗ molecule and the neu-

tral collision frequency. For OH the radiative lifetimes for vibrational states

of v=9, 6, and 1, are 3.62, 6.2, and 44 milliseconds, respectively [Turnbull

and Lowe (1989)]. At 87 km altitude (for T∼200 K and P∼3x10−4 kPa) the

neutral collision frequency is ∼3×104 s−1. Therefore, depending on the vibra-

tional state to which the OH molecule is excited, it would undergo 110 to 1320

number of collisions prior to radiative de-excitation, which is large enough to

achieve thermalization. Therefore, population of the OH rotational states can

be assumed to obey Boltzmann distribution and therefore the rotational tem-

peratures determined by this spectrographic method can be taken to represent

the ambient temperature of the region of emanation of airglow. Thus, the in-

tensities of two OH lines from different rotational states of a single vibrational

band are compared using the following equation [Mies (1974); Meriwether Jr

(1984)] for estimating rotational temperatures:

Trot =
hc
k
× [F v′ (J2)− F v′ (J1)]

ln
[
I1(2J2+ 1)A2

I2(2J1+ 1)A1

] (2.2)

where, F(J1) and F(J2) are the energy levels of the initial rotational states;

I1 and I2 are the emission intensities of the OH lines from different upper

states; A1 and A2 are the transition probabilities; J1 and J2 are the upper

state total angular momentum quantum numbers. The OH (6-2) band P1(2),

P1(4), and P1(5) rotational lines centered at 840.0 nm, 846.5 nm, and 850.5

nm, respectively, are used for the derivation of OH rotational temperatures.

The values of Einstein coefficients A’s are taken from Mies (1974) and those

of F(J)’s from Coxon and Foster (1982). The rotational temperatures are

calculated by taking two sets of rotational lines of OH(6-2) band emission.

After putting the theoretical constants for P1(2) and P1(4) lines in equation

2.2 we get:

T (OH1) =
228.59

ln [2.609 (I1/I2)]
K (2.3)
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Similarly, After putting the theoretical constants for P1(2) and P1(5) lines

in equation 2.2 we get:

T (OH2) =
401.10

ln [3.388 (I1/I3)]
K (2.4)

where I1 is the intensity of P1(2) line at 840.0 nm, I2 is the intensity of P1(4)

line at 846.5 nm, and I3 is the intensity of P1(5) line at 850.5 nm wavelengths

which are obtained by integrating over 1.2 nm wide window centered at each

spectral lines (Figure 2.5c), respectively.

2.5.2 O2(0-1) Atmospheric Band Emission

The mechanism responsible for the production of the O2(0-1) atmospheric

band emission is described in Chapter 1. To calculate the temperature using

O2(0-1) atmospheric band, similar procedure discussed above was applied in

which PP and PQ pairs of rotational lines for K”=7 and K”=15 centered

at 866.0 nm and 868.0 nm wavelengths, respectively, are considered. The

spectroscopic constants and values of line strengths are taken from Schlapp

(1937). The rotational temperature using O2(0-1) atmospheric band is given

by the following equation:

T (O2) = [(248.88× (I5/I4)) + 77.7]K (2.5)

where I4 and I5 are the intensities of the O2(0-1) atmospheric band PP

and PQ pairs of rotational lines obtained by integrating over each spectral

line profile using a 1.2 nm wide window centered at 866.0 nm and 868.0 nm,

respectively, as shown in Figure 2.5c.
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2.5.3 Nocturnal Variation in OH(6-2) and O2(0-1) Band

Intensities and Temperatures

NIRIS derived OH and O2 nightglow emission intensities are calculated by

taking averages of I1 and I2 and I4 and I5, respectively. The variations in

intensities over zenith for two representative nights of 16 April and 04 May

2013 are shown in Figures 2.7a and 2.7c along with the uncertainties in the

measurements. On the night of 16 April 2013 the OH and O2 intensities show

out-of-phase variations from 19.5 hours (19:30 LT) to 25.5 hours (01:30 LT)

and in-phase variation after that time until 28.6 hours (04:36 hrs). Whereas,

on the night of 4 May 2013 no such relationship was observed except for initial

couple of hours when out-of-phase variations were seen. Although OH and O2

intensities on these two nights show both in-phase and out-of-phase variations

with time, it is not necessary that the phase differences should always be either

0 or 180 degrees. Such kinds of variations in mesospheric airglow intensities

are common and are due to the gravity wave effects.

The temperatures corresponding to an altitude of 87 km are derived by

considering two different rotational line ratios which have been calculated us-

ing equations 2.3 and 2.4. For OH band emissions they are shown for two line

ratios T(OH1) and T(OH2) (blue and green coloured lines) for these two nights

in Figures 2.7b and 2.7d. The temperatures from O2 emissions, T(O2), corre-

sponding to an altitude of 94 km are calculated by using equation 2.5 and are

also shown (magenta coloured lines) for these two nights in Figures 2.7b and

2.7d. The estimated uncertainty in the NIRIS derived mesospheric tempera-

tures is approximately ±3K. The nocturnal mean values of T(OH1), T(OH2),

and T(O2) are 194, 202, and 196 K, for the night of 16 April 2013 and are 193,

201, and 194 K, for the night of 4 May 2013, respectively. These are shown

along with their standard deviations by square boxes (towards the left in each

plot). As can be clearly seen, the variations in T(OH1) and T(OH2) are quite

similar for both the nights and the nightly mean values are within the one-
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Figure 2.7: (a) Nocturnal variations in O2 and OH intensities, (b) Rotational
temperatures corresponding to O2 and OH emissions on the night of 16 April 2013 in
which the O2 and OH intensities showed both in-phase and out-of-phase variations.
(c and d) Similar to Figures 2.7a and 2.7b but for the night of 4 May 2013. It may
be noted that O2 and OH intensity variations do not show any phase relationship
on this night.

sigma variation. This is an added advantage in the spectroscopic technique

over the photometric ones in which simultaneous derivation of mesospheric

temperatures can be achieved by using different sets of rotational lines with-

out any need to change the filters and hence can also be used to cross-verify

the accuracy of the temperature values arrived at. This also yields a better

temporal cadence as no time is lost in the movement of filters from on-band

to that of off-band.

Unlike the OH and O2 emission intensities, the mesospheric temperatures,

T(OH1), T(OH2), and T(O2), derived for the night of 16 April 2013 show

out-of-phase variations for initial couple of hours and are in-phase for most

of the time later. However, on the night of 4 May 2013 no such distinct
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phase relationship has been noted in the temperatures. Therefore, nightglow

emission intensities seem to be more sensitive to the fluctuations caused by

the gravity wave propagations in comparison to the temperatures since the

density fluctuations at these altitudes due to any perturbation in the medium

are reflected in the intensities almost instantaneously.

2.6 NIRIS and SABER Temperatures Com-

parison

NIRIS derived mesospheric temperatures have been compared with indepen-

dent satellite based observations. For that we have considered Level 2A data

from the Sounding of the Atmosphere using Broadband Emission Radiom-

etry (SABER) on-board Thermosphere, Ionosphere, Mesosphere Energetics

and Dynamics (TIMED) satellite. SABER provides temperature profile with

an estimated uncertainty of around ±4 K in the altitude range of 80–100 km

[Mertens et al. (2001)]. Figure 2.8 shows the vertical profile of SABER de-

rived temperatures which is averaged over those obtained in the latitude and

longitude range of 21.6oN–27.6oN and 69.8oE–75.8oE for the night of 4 May

2013.

The NIRIS derived mesospheric temperatures, T(O2) and T(OH1), for the

same night are also shown at their representative altitudes. The NIRIS data

show large range in temperatures wherein T(O2) and T(OH1) vary from 179

to 223 K and 173 to 211 K with mean values of 193.5 K and 193.4 K on

this night. The large nocturnal variations in the NIRIS derived temperatures

are due to mesospheric dynamics due to GW propagations which are cap-

tured due to high temporal resolution measurement. On the other hand, the

satellite-based observations have poor temporal resolution but provide infor-

mation on spatial variations of a given parameter. Nevertheless, the tem-

perature values from SABER (Figure 2.8) corresponding to the observational
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Figure 2.8: Vertical profile of SABER derived temperatures obtained by averaging
over ±3o latitude and longitude of the observational station for the night of 4 May
2013. The NIRIS derived temperatures for the same night are also shown at the
respective altitudes which show large range in the nocturnal temperature variability
at both the altitudes which are due to mesospheric dynamical variations.

station compare well with those of NIRIS observations. The combinations

of ground- and satellite-based observations, thus, present complementary in-

formation on spatio-temporal variations in temperatures and provide an op-

portunity to study global phenomena. An example of such an investigation

has been reported in an earlier study [Singh and Pallamraju (2015)] wherein

mesospheric temperature enhancement over low-latitudes has been shown to

be developed as a consequence of sudden stratospheric warming events over

high-latitudes.
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2.7 CCD-based Multi-wavelength Airglow Pho-

tometer (CMAP)

A CCD-based Multi-wavelength Airglow Photometer (CMAP) is developed

in-house to study the nightglow emission intensities which emanate from MLT

region of the Earth’s upper atmosphere [Phadke et al. (2014)]. CMAP uses nar-

row bandwidth interference filters having full width at half maxima of 0.3 nm

and these are mounted in a temperature stabilized filter wheel. Transmission

of narrow bandwidth interference filters is prone to temperatures fluctuations.

Therefore, to maintain the filter at the desired temperature level Peltier ele-

ments are used on the filter wheel, operation of which is controlled by a bipolar

temperature controller. This bipolar temperature controller passes the current

through Peltier elements in such a way that the Peltier element facing the filter

chamber heats or cools the filter housing thereby maintaining the temperature

of the filter. The filter temperature can be maintained to ±0.5o C. The filter

wheel can house five filters at a time enabling near-simultaneous measurements

at five different airglow emissions. Software is developed in-house to control

various operations of CMAP such as, data acquisition through CCD, filter

wheel movement in a pre-defined and programmed modes, and monitoring of

filter wheel temperature. CCD images are obtained in FITS format. The de-

tails of the various components used in CMAP and the derivation of nightglow

emission intensities from the images obtained from CMAP are described in the

following sections.

2.7.1 Optical Configuration of CMAP

The optical configuration of CMAP and its photograph after assembly of all

the components for the field operation are shown in Figures 2.9a and 2.9b. As

can be seen in Figure 2.9a, CMAP consists of fore optics, filter and imaging

sections. The main objective of the front-end optics is to collimate the in-



70 Chapter 2

coming light and make it into a parallel beam of light which is allowed to fall

normally onto the interference filters. The filtered light is then made to fall

on the imaging lens which focuses the photons from the interference filter onto

the CCD chip. In CMAP we have used F/2 optical configuration throughout

the optical path.

(a) (b)

Figure 2.9: (a) Optical configuration of CMAP (b) Photograph of CMAP after
assembling it for the field operations.

The combination of the field lens and the aperture decides the FOV of the

system. The FOV of the system is given by tan−1(d/f), where d is the diameter

of the aperture and f is the focal length of the objective lens. For the optical

configuration shown in Figure 2.9a the FOV turns out to be 5.1 degrees. Since,

we are using a CCD detector, the chip size and the focal length of the imaging

lens will decide the maximum FOV that can be imaged onto the detector.

In order to enable comparison with a PMT based system (FOV∼3o), in

CMAP we have used 9 mm aperture size with 100 mm focal length objective

lens (FOV∼5o), but appropriate region on the CCD chip was selected (2.5

mm diameter circle; which gives a FOV of ∼3o) for integrating the counts to
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compare with PMT based system.

Since the chip size of the CCD being used is 8.98×6.71 mm, a shorter

focal length of 50 mm imaging lens is used so that the photons from the

whole aperture can be imaged onto the chip. The central area of the chip

illuminated will be of a diameter of 4.5 mm. With this design, the aperture

size can be increased even up to 11 mm without any loss of photons. The

counts obtained from the pixels illuminated with photons of airglow origin are

integrated during analysis and after subtracting the dark noise, information

on the nightglow emission intensity is obtained as a function of time.

2.7.2 Filters and Filter Wheel Assembly

For the measurement of nightglow emission intensities at multiple wavelengths

narrowband interference filters having full width at half maximum (FWHM) of

0.3 nm centred at the emission wavelength are used. The interference filters are

also sometimes referred to as Fabry-Perot filters. The principle of operation of

an interference filter is analogous to a lower order Fabry-Perot etalon and they

are basically multiple cavity solid Fabry-Perot etalons [e.g., Hernández (1988);

Macleod (2001); Thorne et al. (1999)]. These filters consist of multiple thin

layers of alternative high and low refractive index materials which are arranged

as a stack. The thickness of each layer is of the order of λ/4, where λ is the

central wavelength. In these filters spectral rejection/selection is achieved by

creating destructive/constructive interference conditions. A spacer layer is

formed by depositing a half wavelength layer (λ/2) or multiples thereof in

between a systematic stack. A cavity is formed by a spacer layer and the

immediate stack which decides the shape of the transmittance curve. The

interference filters used in CMAP have 2-cavity design. The characteristic of

an interference filter is given by following relation:

2µtcosθ = mλ (2.6)
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where µ is the refractive index of the dielectric, t is the thickness of the

layer, θ is the angle of incidence, and m is the order of interference. These pa-

rameters decide the central wavelength, λ, of the filter. The filter temperature

has a significant effect on the shift of the central wavelength by influencing the

values of µ and t in the equation 2.6.

The central wavelength at normal incidence, λi, shifts to λθ at an angle of

incidence θ according to the following relation:

λθ = λi

√
1− Sin2 θ

n2
e

(2.7)

where, ne is the effective refractive index. The wavelength of peak transmit-

tance of an interference filter depends on two parameters: (1) angle of incidence

and (2) effective refractive index which in turn is a function of filter temper-

ature. As can be seen from equation 2.7 the central passband wavelength of

an interference filter shifts towards lower wavelength with an increase in the

incident angle. Since we are using a collimating lens, the incident light will fall

normally onto the filters thereby not changing the wavelength of peak trans-

mittance. However, as increase in temperature of the filter increases thickness

of the layer, the refractive index of the medium also changes. As a consequence,

increase/decrease in temperature the wavelength of peak transmittance of the

spectrum shifts slightly towards longer/shorter wavelengths.

The temperature coefficient of the filter used in CMAP is around 0.02

nm/oC hence, the temperature of these filters has to be maintained, other-

wise, it will allow light from the spectral regions other than that intended

for use. For this purpose, a temperature controlled chamber using Peltier

elements has been built in-house to augment with the commercially available

filter wheel. A temperature monitoring system was developed to augment with

a commercially available control system for this filter wheel assembly which

can maintain temperature to an accuracy of ±0.5 oC or better. To control the

temperature for filter wheel chamber AD590 temperature sensor was used for
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the temperature monitoring. The output of this temperature sensor was given

as an input to the custom made bipolar temperature controller. The temper-

ature controller (Figure 2.10b) with this given input calculates the amount

of current and its polarity to be supplied to the Peltier elements for them

to control the temperature of the filter wheel assembly. Four thermoelectric

cooler (TEC) units of dimensions 40 mm×40 mm were attached to the filter

wheel assembly (Figure 2.10a) and the assembly was insulated from ambient

environment by using an additional insulating box made of Teflon as can be

seen in Figure 2.9a and 2.10a. A software tool has been developed by which

temperature values can be stored in a predefined format for monitoring the

temperature.

(a) (b)

Figure 2.10: (a) The filter wheel assembly along with Peltier elements to control
the temperature. (b) Bipolar temperature controller along with temperature logging
unit which is used to regulate the current supplied to the Peltier elements attached
to filter wheel.

Figure 2.11 shows nocturnal variation in temperature of the in-house built

filter wheel assembly chamber on the night of 24 October 2014 when CMAP

was commissioned for the field operations from our observatory at Gurushikhar,

Mount Abu.
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Figure 2.11: Shows nocturnal variation of temperature of the in-house built fil-
ter wheel assembly chamber on the night of 24 October 2014 when CMAP was
commissioned for field operationsfrom Gurushikhar, Mount Abu.

2.7.3 Detector and Data Acquisition System

In CMAP we have used CCD detector in contrast to conventional photo-

multiplier tube (PMT) as the detector. In CMAP a commercially available

CCD (Atik 314L+) is chosen which uses Sony ICX285AL ExView 1392×1040

sensor, having a pixel size of 6.45 µm with the total size of the chip being

8.98×6.71 mm. The QE of this detector is above 40% for wavelengths from

420 nm to 770 nm. Before commissioning CMAP for regular operations, its

performance was inter-compared with a collocated PMT based photometer

which showed one to one resemblance in the data obtained from two separate

instruments.

The operation and monitoring of different subsystem of CMAP, such as,

filter wheel, CCD, and temperature control unit is achieved by in-house devel-

oped software. Through this software we can control: (1) All the CCD parame-

ters (temperature, on-chip binning, exposure time, and image acquisition), (2)

Filter position, and (3) Temperature of filter wheel assembly. This software
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also generates a catalogue file in which following eleven relevant parameters,

namely, time (HHMMSS), month, date, year, day of the year, exposure time,

x-binning, y-binning, CCD temperature, filter position, and filter temperature

of the image being acquired are stored.

2.7.4 Derivation of Nightglow Emission Intensities

In CMAP we have used four interference filters as per our scientific requirement

which are (1) two sodium doublet lines (589.0 and 589.6 nm), (2) OI green

line emission at 557.7 nm wavelength emission, and (3) OI red line emission

at 630.0 nm wavelength. Sodium, OI green line, and OI red line emissions

emanate from altitudes of 92 km, 100 km, and 250 km, respectively. Codes

are developed to calculate the nightglow emission intensities from the FITS

images obtained from the CMAP. Figure 2.12 show the nocturnal variation of

the airglow emission intensities at the four wavelengths as given above.

2.8 Supplementary Datasets

The main datasets used in this thesis are nightglow emission intensities and

temperatures obtained from ground-based observations using NIRIS and CMAP

from Gurushikhar. In order to understand the global phenomena and long-

term solar effect in the MLT region satellite-based datasets and solar parame-

ters (SSN and F10.7) are used. These datasets are briefed in following section:

2.8.1 Sounding of the Atmosphere using Broadband Emis-

sion Radiometry (SABER)

SABER on-board Thermosphere, Ionosphere, Mesosphere Energetics and Dy-

namics (TIMED) satellite is a 10-channel broad-band limb viewing, infrared

radiometer that measures daytime and night-time Earth limb emissions (∼20-

450 km tangent height range) in the spectral range of 1.27 µm to 17 µm
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Figure 2.12: Nocturnal variations in the OI(630.0), OI(557.7 nm), and sodium
(589.0 and 589.6nm) nightglow emission intensities as measured by CMAP at Gu-
rushikhar, Mount Abu on the night of 24-25 October 2014. These emissions are
considered to be originating from 250, 100, and 92 km altitudes, respectively.

[Russell III et al. (1999)]. TIMED was launched in December 2001 which

orbits at around 625 km height with an inclination of 74.1o relative to the

equatorial plane in a circular polar orbit which are approximately 15 orbits

per day. SABER yields kinetic temperatures as a function of latitude and lon-

gitude in the altitude range of 20 to 140 km that are derived using the 15 µm

CO2 emissions, which account for non-LTE conditions in the region. The view

angle of SABER is oriented in the anti-Sunward direction of the spacecraft

resulting in an asymmetric global coverage which is 53o in one hemisphere

to 83o in the other hemisphere. This coverage alternates between both the

hemispheres after approximately 60 days and is enabled by satellite yaw ma-
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neuver. SABER temperature data used in this work has been obtained from

http://saber.gats-inc.com/browse_data.php. The retrieval uncertainty

in the SABER temperatures as reported by Mertens et al. (2001) are 1.4 K

at 80 km, 3.9 K at 88 km, 4.7 K at 94 km, and 22.5 K at 110 km. Using

1.07 version SABER temperatures Remsberg et al. (2008) compared it with

ground-based observations which showed that the error in temperature was

within ±5 K in the MLT region. Garćıa-Comas et al. (2008) considered the

errors in the non-LTE parameters and showed that the overall error in SABER

temperatures are around ±1–2 K below 95 km and ±4–5 K at 100 km.

2.8.2 Optical Spectrograph and Infrared Imaging Sys-

tem (OSIRIS)

The OSIRIS instrument on-board Odin satellite is a limb-viewing instrument,

which observes scattered solar radiation and airglow emissions in the wave-

length range of 275–810 nm for tangent heights ranging from 10 to 100 km.

The Odin satellite was launched into a sun-synchronous 97.8o inclination po-

lar orbit in February 2001 [Murtagh et al. (2002)]. The latitude coverage of

OSIRIS is 82o N and 82o S, however, daytime conditions are observed mainly

in the summer hemisphere. The nominal Odin ascending/descending node

is 06:00/18:00 LT. Retrieval algorithms have been developed to recover the

stratosphere and MLT temperatures from limb radiances [Haley and McDade

(2002); Sheese et al. (2010)]. Sheese et al. (2010) derived MLT temperatures

from the OSIRIS observations of O2 A-band (O2(b
1Σ+

g ) −→ O2(X
3Σ−g ) emis-

sion spectra. The estimated accuracy of the retrieved temperatures is approx-

imately ± 2 K near 90 km and less than ±6 K at 105 km altitudes.

2.8.3 Solar Occultation For Ice Experiment (SOFIE)

SOFIE on-board the Aeronomy of Ice in the Mesosphere (AIM) satellite pro-

vides information on temperatures in the polar atmosphere with 15 sunset /

http://saber.gats-inc.com/browse_data.php
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sunrise measurements at latitudes from 65o–85o S/65o–85o N each day [Gord-

ley et al. (2009)] with consecutive sunrises or sunsets separated by around

96 min (24o in longitude). AIM satellite was launched on 25 April 2007 in

600 km circular polar orbit. SOFIE temperature retrievals above 50 km use

broadband transmittance measurements in the 4.3 µm absorption band of CO2

[Marshall et al. (2011)]. Level 2A data have been used to extract mesospheric

temperatures at polar latitudes in both the hemispheres which are obtained

from http://sofie.gats-inc.com/sofie/index.php.

2.8.4 Kalpana-1

In this study Outgoing Longwave Radiation(OLR) level-2 data has been used

which has been obtained from the Very High Resolution Radiometer (VHRR)

on-board the Indian meteorological satellite Kalpana-1, which is in a geosta-

tionary orbit. OLR is the radiative flux emitted from the Earth-atmosphere

system to the outer space in the wavelength range of 3-100 µm and can be used

as a proxy for assessing the strength of convective clouds, as they attenuate

the OLR flux. VHRR provides observations from three bands namely, visible

(VIS: 0.55-0.75 µm), Water vapour (WV: 5.7-7.1 µm), and thermal infrared

(TIR: 10.5-12.5 µm) with round-the-clock coverage over Indian sub-continent

(40oS–40oN, 25o–125oE). OLR has been derived from the thermal infrared band

data using radiative transfer algorithms [Singh et al. (2007); Mahakur et al.

(2013)]. The OLR values thus derived, have a spatial resolution of 0.25o×0.25o

and a 15-minute cadence.

2.8.5 Modern Era Retrospective-analysis for Research

and Application (MERRA)

MERRA has been developed by NASA’s Global Modelling and Assimilation

Office focusing on the satellite era (1979-present), the details of which are

provided by Rienecker et al. (2011). In this work, MERRA data have been used

http://sofie.gats-inc.com/sofie/index.php
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to obtain the stratospheric temperatures poleward of 60oN and longitudinally

averaged zonal wind at 60oN at 10 hPa pressure level (∼32 km).

2.8.6 F10.7 cm Radio Flux and SSN Numbers

To understand solar effects on to the MLT region, two parameters, namely,

solar radio flux at 10.7 cm (2800 MHz) and sunspot numbers (SSN) are used as

a tracers. The F10.7 cm radio emission originates from the upper chromosphere

and lower corona of the sun, magnitude of which is measured by integrating

the radiation centered at 2800 MHz (a wavelength of 10.7 cm) with 100 MHz-

wideband. One hourly averaged values are provided and are expressed in

the solar flux units (1 solar flux unit (sfu) = 1sfu=1×10−22 Wm−2Hz−1). The

F10.7 cm flux correlates well with the extreme ultraviolet (EUV) emissions that

impact and modify the Earth’s upper atmosphere and ionosphere. The F10.7

cm flux index, which is also referred to as the F10.7 index data, were obtained

from ftp://ftp.ngdc.noaa.gov/STP/GEOMAGNETIC_DATA/INDICES/KP_AP/.

In addition to the F10.7 cm flux, sunspot number (SSN) data are also used

(obtained from ftp://ftp.swpc.noaa.gov/pub/indices/old_indices/). The

SSN matches quite well with F10.7 cm radio flux and are extensively used as

proxies for the magnetic flux activity in the solar active regions.

2.9 Time Series Analysis (TSA) Methods

In practice, almost all of the data obtained are in time domain, which means

that we do measure signal as a function of time. Such measurement provides

us time series. In many cases, it becomes inevitable to know as to what fre-

quencies exist in a given signal, since most distinguished information is hidden

in the frequency spectrum of a signal. In order to derive the wave character-

istics at different altitude regions of the Earth’s upper atmosphere, nightglow

emission intensities at multiple wavelengths and corresponding mesospheric

ftp://ftp.ngdc.noaa.gov/STP/GEOMAGNETIC_DATA/INDICES/KP_AP/
ftp://ftp.swpc.noaa.gov/pub/indices/old_indices/
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temperatures have been used in the present work. There are several TSA

methods that are used e.g., if the data are equally spaced in time, such as,

discrete Fourier transform (DFT) techniques are used for finding periodicities.

However, our measurements are unevenly sampled in time and at finite time

intervals which are caused due to the changes in the phases of moon, seasons,

and cloud cover, which make it difficult to derive frequency information us-

ing conventional spectral analysis techniques. Since the data discussed in this

work is unevenly spaced, Lomb-Scargle periodogram analysis [Lomb (1976);

Scargle (1982)] have been used to obtain the periodicities that are present in

the data. The duration of occurrence of a particular frequency is obtained

using wavelet analysis [Torrence and Compo (1998)], however, this can only

be used for continuous datasets. These two methods of analyses to obtain fre-

quency components and time localization of these frequency components have

been used in the work presented in this thesis and are explained in following

sections.

2.9.1 Lomb-Scargle Analysis

Consider a given set of data values hi, i=1,2,. . . .,N at respective observation

times ti. The Lomb-Scargle normalized periodograms (spectral power as a

function of ω) is defined by [Lomb (1976); Scargle (1982); Horne and Baliunas

(1986); Press and Rybicki (1989)]:

PN (ω) ≡ 1

2σ2


[∑

j

(
hj − h

)
cosω(tj − τ)

]2∑
j cos

2ω(tj − τ)
+

[∑
j

(
hj − h

)
sinω(tj − τ)

]2
∑

j sin
2ω(tj − τ)


(2.8)

where, ω ≡ 2πf is the angular frequency, h and σ2 are the data mean and

variance. The time offset is given by:



2.9. Time Series Analysis (TSA) Methods 81

τ = (
1

2ω
)tan−1

[∑
j sin2ωtj∑
j cos2ωtj

]
(2.9)

This constant τ makes PN (ω) completely independent of shifting all the tj’s

by any constant. This particular choice of offset makes equation 2.8 identical

to the equation that one would obtain if one estimated the harmonic content of

a data set (at a given frequency ω) by linear least-square fitting to the model

[Lomb (1976)]:

h (t) = A cosωt+B sinωt (2.10)

This explains why this this method gives superior results on unevenly

spaced data as it weights the data on a “per point” instead of on a “per

time interval” basis.

2.9.1.1 Fast Computation of Lomb-Scargle Periodogram

The spectral analysis method used throughout this thesis work to obtain the

time periods from unequally spaced time series data is based on the fast Lomb-

Scargle evaluation given by Press and Rybicki (1989). The trigonometric sums

that occur in equations 2.8 and 2.9 can be reduced to four simpler sums. If we

define:

Sh ≡
N∑
j=1

(hj − h) sin (ωtj) , Ch ≡
N∑
j=1

(hj− h) cos (ωtj) (2.11)

and

S2 ≡
N∑
j=1

sin (2ωtj) , C2 ≡
N∑
j=1

cos (2ωtj) (2.12)

Then

N∑
j=1

(
hj − h

)
cosω(tj − τ) = Ch cosωτ + Sh sinωτ (2.13)
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N∑
j=1

(
hj − h

)
sinω(tj − τ) = Sh cosωτ − Ch sinωτ (2.14)

and

N∑
j=1

cos2ω(tj − τ) =
N

2
+

1

2
C2 cos(2ωτ) +

1

2
S2 sin(2ωτ) (2.15)

N∑
j=1

sin2ω(tj − τ) =
N

2
− 1

2
C2 cos(2ωτ)− 1

2
S2 sin(2ωτ) (2.16)

It can be readily seen that if tj’s were evenly spaced, then the four quan-

tities, Sh, Ch, S2, and C2 could be evaluated by two complex FFT’s, and the

results could then be substituted back through equations 2.13–2.16 to evaluate

equations 2.8 and 2.9. The problem is therefore only to evaluate equations 2.11

and 2.12 for unevenly spaced data.

2.9.1.2 Phase and Amplitude Spectra

Phase and amplitude estimation of atmospheric data sets are of great interest

e.g., in gravity wave studies. Commonly, phases and amplitudes of spectral

components of unevenly sampled data are determined by least square fit proce-

dures which are independently performed after calculation of the Lomb-Scargle

normalized periodograms (Equation 2.8). Hocke (1998) showed that Lomb-

Scargle periodograms method can be used for the estimation of the phase and

amplitude of the spectra.

Sine wave of the form

hf (ti) = a cosω (ti − τ) + b sinω(ti − τ) (2.17)

can be fitted to the time series data hi (with zero mean) at times ti, i=1,. . . ,n.
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Equation 2.8 can be written as:

PN (ω) =
1

2σ2

N

2
(a2 + b2) (2.18)

where,

a =

√
2
N

∑N
i=1 hi cosω(ti − τ)√(∑N
i=1 cos

2ω(ti − τ)
) (2.19)

and

b =

√
2
N

∑N
i=1 hi sinω(ti − τ)√(∑N
i=1 sin

2ω(ti − τ)
) (2.20)

Hence, the amplitude spectra, A(ω), is derived by:

A (ω) =
√
a2 + b2 =

√
2

N
2σ2PN(ω) (2.21)

The fitted sine wave hf (ti) from equation 2.17 can also be expressed by:

hf (ti) = A (ω) cos[ω (ti − τ) + φ] (2.22)

where, φ = −tan−1(b/a) . Hence, the phase spectrum shall be defined by the

cosine argument of hf (ti) at the time ti = 0:

ϕj (ω) = −ωjτ + φ = −ωjτ − tan−1(b/a) (2.23)

Thus, equations 2.21 and 2.23 provide amplitudes and phase spectra of the

periodograms obtained using Lomb-Scargle method.

2.9.1.3 Uncertainty in the frequency

The uncertainty in frequency is calculated using the following relation [Bret-

thorst (2013)]:
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δf=
1.1σ

A.Ttotal.
√
N
Hz (2.24)

where, f is the wave frequency, Ttotal is the total duration of observation,

A is the amplitude of the signal, N is the number of measurements, and σ is

the standard deviation of the noise after the signal has been subtracted. The

likelihood of the existence of a periodic signal can be established with the false

alarm probability (FAP). False alarm level (FAL) is calculated according to

the desired number of independent frequencies and FAP which is calculated

using formula given by Horne and Baliunas (1986).

2.9.1.4 REDFIT

Deriving accurate significance levels in the spectral analysis is very important.

For this one has to choose an appropriate background spectrum. It is then

assumed that different time series which are used to understand the geophysical

process will be randomly distributed about this mean or expected background,

and the actual spectrum can be compared against this random distribution.

For many geophysical phenomena, an appropriate background spectrum is

either white noise (with a flat Fourier spectrum) or red noise (increasing power

with decreasing frequency). In the Lomb-Scargle periodograms the spectral

power at the high-frequency end of a spectrum are often overestimated. A

routine and the computational steps followed to obtain a red-noise spectrum

of an unevenly spaced time series is provided in Schulz and Mudelsee (2002).

This routine is used to derive the significant periodicities that are present in

the data used in this work.

2.9.2 Wavelet Analysis

The Lomb-Scargle method described above provides only the frequency com-

ponents that exist in the unevenly spaced time series. In practice, we deal

with nonstationary signals which means that the frequency content of the sig-
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nal changes with time. For the stationary signal whose frequency content do

not change with time one does not need to know at what times a particular

frequency component exists, since all frequency components exist at all times.

In applications, wherein the time localization of the spectral components is

needed, we need a transform which provides information on the time-frequency

localization of the nonstationary signal. The wavelet transform is capable of

providing such a representation simultaneously [Daubechies (1992); Torrence

and Compo (1998)].

However, it should be kept in mind that the wavelet transform requires

evenly sampled time series. The Heisenberg uncertainty principle, which states

that the momentum and the position of a moving particle cannot be estimated

simultaneously, can be applied to time-frequency localization as well. It means

we cannot tell exactly what frequency exists at what time instance but we

can only tell what frequency bands exist at what time intervals. In practice,

we deal with a signal having high frequency components for short durations

and low frequency components for long duration. The wavelet transform uses

multi-resolution analysis which analyzes the signal at different frequencies with

different resolutions. This approach provides good time resolution/poor fre-

quency resolution at high frequencies and poor time resolution/good frequency

resolution at low frequencies. The method to obtain the wavelet transform is

adapted from Torrence and Compo (1998) and will be described in following

section.

2.9.2.1 Continuous Wavelet Transform (CWT)

The continuous wavelet transform (CWT) of a function x(t) is defined as:

Wψ
x (τ, s) =

1√
|s|

∫
x (t) ∗ ψ∗

(
t− τ
s

)
dt (2.25)

As seen in the above equation, the transformed signal, Wψ
x (τ, s), is a func-

tion of two variables, namely, translation, τ , and a scale parameter, s. ψ
(
t−τ
s

)
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is called the mother wavelet and ψ∗
(
t−τ
s

)
is its complex conjugate. The factor

1√
|s|

is used for energy normalization. Translation, τ , corresponds to time in-

formation in the transform domain and related to the location of the window,

as the window is shifted through the signal. High scales (low frequencies) cor-

respond to global information of a signal that usually spans the entire signal.

Whereas, low scales (high frequencies) correspond to detailed information of a

hidden pattern in the signal that usually lasts for a relatively short time.

Daubechies (1990) showed that the wavelet transform can be used to anal-

yse non-stationary time series. Consider a discrete equally spaced time series,

xn, where n = 0,1,. . . .N-1, with equal time spacing, δt, then the CWT of xn is

defined as the convolution of xn with a scaled and translated version of wavelet,

ψ, [Torrence and Compo (1998)].

Wn (s) =
N−1∑
n′=1

xn′ψ∗
[

(n
′ − n)δt

s

]
(2.26)

where, ψ∗ indicates the complex conjugate and normalized wavelet func-

tion. By varying the wavelet scale, s, and translating along the localized time

index, n, one can construct a picture that shows both the amplitude of any

feature(s) versus the scale and how this amplitude varies with time.

2.9.2.2 Wavelet Functions

There are different wavelet functions such as Morlet, Paul, derivative of Gaus-

sian (DOG), and Mexican hat (DOG, m=2). However, in this work Morlet

wavelet has been used which consis of a plane wave modulated by a Gaussian:

ψ0 (η) = π−1/4eiω0ηe−η
2/2 (2.27)

where, η is the non-dimensional time parameter and ω0 is the non-dimensional

frequency, here taken to be 6 to satisfy the admissibility condition.

While choosing the wavelet function, there are several factors such as,
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Figure 2.13: Real part (solid) and imaginary part (dashed) for the Morlet wavelet
in the time domain.

orthogonal or nonorthogonal, complex or real, width, shape, and choice of

scale (s) which should be considered [e.g. Farge (1992); Torrence and Compo

(1998)]. Figure 2.13 shows a Morlet wavelet in the time domain.

2.9.2.3 Wavelet Power Spectrum

The wavelet function ψ (η) is, in general, complex, the wavelet transform,

Wn (s), is also complex. The transform can then be divided into the real part,

R{Wn (s)}, and imaginary part, I{Wn (s)}, or amplitude, |Wn (s)|, and phase,

tan−1
[
I{Wn(s)}
R{Wn(s)}

]
. The wavelet power spectrum is defined by |Wn (s)|2.

2.9.2.4 Cone of Influence (COI)

As we are dealing with time series of finite length, errors are introduced at the

beginning and towards the end of the wavelet power spectrum. This happens

since the Fourier transform, which is used in deriving wavelet power spectrum,

assumes that the data is cyclic. To circumvent this issue the time series is

padded with sufficient zeros to bring the total data length N up to the next-
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higher power of two thereby, limiting the edge effects and speed up the Fourier

transform. As a result, padding discontinuities are introduced at the endpoints

and, towards larger scales, amplitude decreases near the edges as more zeros

enter the analysis. The cone of influence (COI) is the region of the wavelet

spectrum in which the edge effects become important and is defined as the

e-folding time for the autocorrelation of wavelet power at each scale. For a

Morlet wavelet, the e-folding time (τs) is s
√

2. Since τs is large at larger scales

(larger periods) and forms the vertex of the cone and at smaller scales (smaller

periods), τs is small and forms the base of the cone. This e-folding time is

chosen so that the wavelet power for a discontinuity at the edge drops by a

factor e−2 and ensures that the edge effects are negligible beyond this point.

For cyclic series there is no need to pad with zeroes, and there is no COI.

2.9.2.5 Significance Levels

An appropriate background spectrum is defined which can be either white

noise or red noise and if a peak in the wavelet power spectrum is significantly

above this background spectrum, then it can be assumed to be a true feature

with a certain percent confidence. It is defined, e.g., significant at the 5%

level is equivalent to the 95% confidence level, and implies a test against a

certain background level, while the 95% confidence interval refers to the range

of confidence about a given value.

2.10 Wave Characteristics using NIRIS data

This section deals with the derivation of various parameters of mesospheric

GW characteristics from O2 and OH emission intensity variations. The use of

time series analysis methods employed are demonstrated for a representative

night of NIRIS observations on 4 May 2013 from Gurushikhar, Mount Abu.
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2.10.1 Derivation of Wave Period (τ)

To derive the wave periods, O2 and OH nightglow emission intensities obtained

from NIRIS, as shown in figure 2.7c is used. The large nocturnal variability

in the NIRIS derived mesospheric intensities and corresponding temperatures

show short period oscillations embedded in them (Figure 2.7). It is owing to

high data cadence ground-based observations from NIRIS that these features

could be obtained. As indicated before, the data cadence of NIRIS is 5 minutes

and the duration of data available on this night is of around 9 hours (19:30

LT in the evening to 04:40 LT on the following morning). Therefore, it is

possible to derive the periods between 10 minutes and 9 hours on these two

nights. In general, the minimum frequency (maximum period) is given by

total observational duration. However, we have put a more rigorous constraint

in deriving the maximum periods in which we have considered that the data

should contain at least two cycles.

The periodicities obtained using Lomb-Scargle analysis method in which

Figure 2.14a and Figure 2.14b shows the periods that are obtained using

method as described in Horne and Baliunas (1986) and Schulz and Mudelsee

(2002), respectively. All periods which are above FAL are statistically signifi-

cant.

In order to derive the periodicities that are smaller than half of the obser-

vational duration (for the night of 4 May 2013 it is 4.5 hours), residuals have

been obtained by subtracting 4.5-hour running average from the original data.

The residuals so obtained are represented in the form of zero mean unit vari-

ances which were calculated by subtracting the mean value from the residuals

and then dividing them by their standard deviation. This process normalizes

the relative power in each period in a given dataset and thereby enables inter-

comparison of the parameters on different nights [Pallamraju et al. (2010);

Singh and Pallamraju (2017a)].

In Figure 2.15a the solid lines show the nocturnal variation in O2 and OH
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Figure 2.14: Periods that are present in nocturnal variation in O2 and OH emission
intensities on the night of 4 May 2013 (shown in Figure 2.7c) obtained using methods
described in: (a) Horne and Baliunas [1986] and (b) Schulz and Mudelsee [2002].

intensities, I(O2) and I(OH) for 4 May 2013 (same data as shown in Figure

2.7c) and dashed lines are 4.5-hour running average of the intensity values. The

residuals of these intensities are shown in Figure 2.15b which are represented

in the form of zero mean unit variances.

These residuals have been subjected to spectral analyses which provide

information on the GW periodicities that are smaller than 4.5-hour duration

in the data. The result of this analysis is shown in Figures 2.15c and 2.15d and

these periodograms are generated using the method described in Horne and

Baliunas (1986) and Schulz and Mudelsee (2002), respectively. Statistically

significant coherent periodicities (greater than FAL) of 1.8 hours can be clearly

seen in I(O2) and I(OH) obtained by both the techniques. As can be seen from

Figure 2.15c around 2.7 hour periods is also seen in I(O2) and I(OH). However,

2.7 hour periods is seen in only I(O2) and not in I(OH) by using the Schulz and
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Figure 2.15: (a) Nocturnal variation in I(O2) and I(OH) on the night of 4/5/2013
(solid lines) and 4.5-hour running average (dashed lines). (b) Residuals obtained
by subtracting the 4.5-hour running averaged values from the original data and
are represented by zero mean and unit variances. (c) Lomb-Scargle periodograms
of the residuals shown in Figure 2.15b adapting method described in Horne and
Baliunas (1986). (d) The periodograms obtained using method described in Schulz
and Mudelsee (2002).

Mudelsee (2002) method (Figure 2.15d). In general, in this work the method

of Horne and Baliunas (1986) is used for deriving longer periodicities,and the

method of Schulz and Mudelsee (2002) is used to derive shorter periodicities.

2.10.2 Derivation of vertical phase speed (cz) and ver-

tical wavelength (λz)

Since the residuals of the I(O2) and I(OH) show a common periodicity and a

downward phase propagation in the nightglow emission intensities on the night

of 04 May 2013 (as can be seen in Figures 2.16a and 2.16b) it is apparent

that the GW propagated upwards (Hines (1960)). These downward phase

propagations seen in the residuals of the nightglow intensities are highlighted

by green dashed lines in Figure 2.16.

By using cross correlation analysis between residuals of O2 and OH inten-

sities seen in 2.16, we have calculated the phase offset times (∆t) which are
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Figure 2.16: (a and b) Residuals obtained by subtracting the 4.5-hour running
averaged data from the original nightglow intensities for both O2 and OH emissions
as shown in Figure 2.7c and are represented by zero mean and unit variances on the
night of 04 May 2013. (c) Lomb-Scargle periodograms of these residuals showing
1.85 hour common period in both the intensities that are greater than 95% false
alarm level (FAL). As can be seen, the phase is propagating downwards indicating
that there is an upward propagation of gravity waves.

found to be 0.5 hour for the nights 4 May 2013. With the knowledge that the

waves show common periodicities in I(O2) and I(OH) and the time offsets in

the residual intensity variations (∆t) the vertical phase speed, cz, and vertical

wavelength, λz, can be calculated using the following relations:
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cz=
∆z

∆t
and λz=

τ.∆z

∆t
(2.28)

where ∆z is the difference between the heights O2 and OH emission layers

(7 km). Thus, using ∆t and τ obtained experimentally as discussed above,

the vertical phase speeds (cz) and the vertical wavelengths (λz) are calculated

using equation 2.28 which turn out to be 3.9 ms−1 and 25.2 km on the night of

04 May 2013. It is important to note that the derivation of vertical wavelength

can be done only if the GW period ‘τ ’ is coherent at both the altitudes and

wave shows vertical propagation (downward phase propagation). No coherency

observed in τ is an indication that the GWs at these two altitudes could be of

different origin.

2.10.3 Derivation of Meridional Wavelength (λy)

As mentioned above, NIRIS has a large FOV of 80o and is presently being

operated in north-south orientation. To increase the signal collection 1×32 on-

chip binning has been carried out. The on-chip binning reduces the time taken

to read-out the image thereby increasing the data cadence. A sample image so

obtained is shown in Figure 2.5 in which the vertical axis represents the spatial

coverage of the sky. Therefore, by using the airglow intensity variability from

different directions along the meridian being imaged by NIRIS, it is possible

to derive the neutral gravity wave scale sizes in the meridional direction (λy).

By operating NIRIS in the east-west orientation it is possible to obtain the

gravity wave scale sizes in the zonal direction (λx).

At the O2 and OH emission altitudes (94 km and 87 km) the spatial extent

being covered by NIRIS is 155 km and 145 km. Since a total of 15 pixels on the

CCD (for 1×32 binning) cover 80o of the sky in the y-direction, the meridional

scale sizes which are discernible at O2 and OH emission altitudes are 20.6 to

155 km and 19.4 to 145 km. Meridional variations of O2 and OH emission

intensities for every individual observation (5 min cadence) throughout the
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Figure 2.17: (a and c) Variations in the O2 and OH intensities along N-S meridian
for the night of 4 May 2013 are shown. In both the figures the scales shown on the
vertical axis is for the bottom-most intensity variations and the subsequent plots are
shifted by 0.15 arbitrary units. The GW meridional scale lengths along the north-
south meridian are obtained by carrying out wave number spectral analyses for each
observation at a cadence of 5 minutes. (b and d) Statistically significant meridional
wavelengths are shown for O2 and OH intensity variation throughout the night. A
common 40 to 50 km meridional wavelength is observed at both altitudes for most
of the duration on this night.

night are shown in Figures 2.17a and 2.17c for the night of 4 May 2013. Here,

the vertical scale is for the bottom-most intensity variation and the subsequent

plots are shifted by 0.15 arbitrary units (AU) for a better visualization. The

start and end times of the observations (19.5 hours (19:30 LT) and 28.5 hours
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(04:30 LT of 5 May) are marked on the right side of 2.17a. The horizontal axes

in Figures 2.17a and 2.17c show the meridional coverage (from south to north)

at the respective emission altitudes and the dashed vertical lines indicate the

position of zenith. The large scale structures in the spatial intensity variations

are evident throughout the night in both O2 and OH intensities.

Wave number spectral analyses on these spatial intensity variations thus

provide information on the GW scale sizes along the north-south meridian (λy).

Using Lomb-Scargle analyses statistically significant horizontal wavelengths

are obtained which are above 90% FAL for every observation throughout the

night. Nocturnal variations in λy for the night of 4 May 2013 obtained from O2

and OH intensities are shown in Figures 2.17b and 2.17d. It can be noted that

the meridional wavelengths, λy, of larger scale sizes (90 and 110 km) are present

only at the OH emission altitudes in comparison with the 60-80 km meridional

scale sizes observed at O2 emission altitudes. The scale sizes of 30-50 km are

more in number at O2 emission altitudes as compared to the OH emission

altitudes. The observation of larger scale sizes at the OH emission altitudes

as compared to the O2 emission altitudes seem most probably a signature of

gravity wave breaking just above the OH emission altitude.

2.10.4 Wavelet Spectrum

In order to investigate the duration of the occurrence of the periodicities

present in the data, wavelet analyses have been performed (Morlet mother

wavelet function was used [Torrence and Compo (1998)]). Figures 2.18(a-b)

show the result of this analyses on the zero mean unit variances of the residual

of the I(O2) and I(OH) (Figure 2.15b). The horizontal and vertical axes show

local time and periods in hours. The normalized logarithmic power values are

plotted and the scale is shown on the right. The cone of influence is also shown

as a solid line. As can be seen form Figure 2.18, the duration of occurrence

of the periodicities as seen in Lomb-Scargle periodograms are presented along
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with their temporal occurrences.

Figure 2.18: (a and b) The wavelet transform of the residuals of I(O2) and I(OH)
are shown. The cone of influence and significance levels are also shown. The oc-
currence of the same periodicities as seen from Lomb-Scargle method can be clearly
seen along with their temporal duration of the occurrences of a given periodicity.

2.11 Schematic of the Wave Propagation

Figure 2.19a shows the schematic of a propagating gravity wave of horizontal

wavelength, λh, and vertical wavelength, λz. Here, the wave fronts of the

wave, both crests and troughs, are shown as filled and open loops (ellipses).

The phase is shown to be progressing downwards (upward propagating wave).

The magenta and blue coloured horizontal lines in Figure 2.19a represent the



2.11. Schematic of the Wave Propagation 97

altitudes of peak O2 and OH emissions.

O2 (94 km)

OH (87 km)

Phase

λh

λz

energy

(a)

(b) (c) (d)

Figure 2.19: (a) A schematic of the propagation of gravity wave in which the
phase is shown to be progressing downwards (upward propagating wave). λh and λz
represent the horizontal and vertical wavelength of the gravity wave. (b-d) Possibil-
ities for the nature of vertical wavelengths, which can show three different scenarios.
Under these scenarios, the nocturnal variations in O2 and OH intensities can show
in phase, out of phase, and constant-phase variations.

The nocturnal variations in O2 and OH emission intensities as seen in Fig-

ure 2.7 for both the nights are also due to convolution of the effect of wave

propagation of similar kind as seen in Figure 2.19a from lower to higher alti-

tudes. As can be seen in Figure 2.7 these variations in intensities and tempera-

tures can have varying relationship (in-phase, out-of-phase or constant phase)

depending on the GW vertical wavelengths and angles of propagation. Figures

2.19b, 2.19c, and 2.19d shown three representative possibilities. In the first

scenario (Figure 2.19b) if the vertical wavelength of the upward propagating

wave is such that the crests of the wave overlap with the peak altitudes of

emission of O2 and OH, then, both the intensities show in-phase variations.
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In this case the vertical wavelength is equal to the distance between the alti-

tudes of emission. The higher harmonics of this scale size will also give rise to

in-phase variations, however, the lower scale sizes will be limited by kinematic

viscosity. The second scenario (Figure 2.19c) could be when the crest/trough

of the vertical wave falls at OH/O2 emission altitudes or vice versa, then, both

the intensities show out of phase variations. Thus, in this case the vertical

wavelength will be equal to twice the difference in the emission altitudes of

OH and O2. In the third scenario (Figure 2.19d) the crest/trough of the waves

occur either lower or higher than the peak height of the OH and O2 emissions.

In such case, there could be in-phase/out-of-phase/constant-phase relationship

between these two emissions. Also, depending on the vertical wavelength, angle

of propagation, and the speed of propagation the in-phase relationship could

change to out-of-phase with time. It should be noted that these three cases

are not the only possibilities. There could be different harmonics of the wave

that can show similar/dissimilar variations in the emission intensities at both

the altitudes. This schematic is drawn to provide a visualization of the wave

dynamical influence at altitudes of emissions so that the results pertaining to

the MLT wave dynamics could be understood better.

2.12 Summary

This Chapter describes the details of the development of ground-based instru-

ments and the satellite-based data sets that have been used in this thesis work.

The main data sets used in this work are the nightglow emission intensities at

multiple wavelengths (OI 557.7nm, O2(0-1) atmospheric band, Na 589.3 nm,

and OH(6-2) band emission) and mesospheric temperatures derived from O2(0-

1) and OH(6-2) band emissions. These parameters have been derived by using

passive remote sensing techniques from in-house built spectrograph and pho-

tometer. NIRIS is based on spectrographic technique which provides noctur-

nal spectral images from which OH(6-2) Meinel and O2(0-1) atmospheric band
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nightglow emission intensities and corresponding temperatures are obtained.

The details of NIRIS, its calibration, derivation of nightglow emission intensi-

ties, and derivation of mesospheric temperatures are described. NIRIS derived

mesospheric temperatures compare well with those derived from SABER ob-

servations. CMAP is used to obtain nightglow emission intensities at multiple

wavelengths that emanate in the MLT region. The optical design, fabrica-

tion of different components, and derivation of nightglow emission intensities

from CMAP are also discussed. The supplementary data sets that have been

used in this work that include those obtained from SABER, OSIRIS, SOFIE,

Kalpana-1, and MERRA are also discussed. Solar variability as seen in the

F10.7 cm radio flux and sunspot numbers are also used in this work.

Time series analyses methods to derive the wave parameters from the time

series are described. The mathematical background of Lomb-Scargle method

which takes care of unequally spaced time series is discussed. The wavelet

transform which is used for obtaining simultaneous time and frequency in-

formation from the time series is also discussed. The use of these analyses

methods is demonstrated by applying it on the NIRIS data to derive different

gravity wave characteristics on a particular night. A schematic is also drawn to

suggest the possible vertical wavelength characteristics that can show the dif-

ferent kinds of observed variations in the MLT nightglow emission intensities.

The codes used for implementing various analysis techniques are developed in

Interactive Data Language (IDL). The IDL codes are also developed for the

analysis of other supplementary data sets. Some other data analysis methods

are also used in this work and are explained in the following Chapters which

describe the science results on various aspects of variations in the intensities

and temperatures in the MLT region.





Chapter 3

Large- and Small-Timescale

Variations in the MLT region

3.1 Background

The motivation of present study is to understand the large- and short-timescale

variations of the atmosphere in the MLT region and their variations with the

solar activity. These results have been obtained using NIRIS derived meso-

spheric airglow emission intensities and corresponding rotational temperature

data for over three years (2013-2015) of observations from a low-latitude lo-

cation, Gurushikhar, Mount Abu. The statistical analysis of short-time scale

fluctuations are carried out by obtaining the wave periods that are present on

each individual night.

Airglow emissions are known to play an important role in the studies of the

dynamical processes that occur in the Earth’s atmosphere. This is because the

changes in the photochemical processes that bring about the variations in the

corresponding intensities is directly related to those in atmospheric tempera-

ture and density of the reactants. The large- and small-scale variations in the

mesospheric intensities and temperatures can either be due to changes in the

solar flux or due to atmospheric dynamical processes driven by gravity waves

101
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(GWs), tides, and planetary waves, and therefore, the observed variability in

mesospheric emissions is a resultant of the convolved behaviour between these

two forcings. We have used O2(0-1) atmospheric and OH(6-2) band emission

intensities that emanate from approximately 94 and 87 km, respectively, and

corresponding temperatures, to understand the solar and dynamical effects on

these parameters. In sections 3.3 and 3.4, large- and short-timescale waves

which are of atmospheric origin and/or due to the solar effects are presented.

The results are summarized in section 3.5.

3.2 Data set

The main data set which has been used in this study is the NIRIS measured O2

and OH emission intensities and corresponding rotational temperatures from

Gurushikhar, Mount Abu (24.6oN, 72.8oE) for over three years (2013-2015).

Figure 3.1 shows total observational duration for a given night starting from

1 January 2013 to 21 November 2015 corresponding to day of the year (DOY)

1 to 1055.

The spectral images are checked visually for their quality. In addition, in

this study we have considered only those nights for which the nightly obser-

vational duration is greater than 3 hours. After implementing these selection

criteria conditions there exist a total of 437 nights of data available for detailed

investigations. The average duration of the observation per night is 8.4±2.3

h which is based on more than 35000 clear spectra obtained from NIRIS. The

variations in the data duration and data gaps seen in Figure 3.1 are due to the

changes in phases of moon, seasons, and cloud cover. We get maximum dura-

tions of observation around the new moon phase for cloud free nights. These

conditions prevail mostly during the winter season. There were two large data

gaps during DOY 455 to 652 and 893 to 1003 caused due to technical difficulties

with the data acquisition system of NIRIS.
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Figure 3.1: Details of the duration of observations obtained from the Near InfraRed
Imaging Spectrograph (NIRIS) at Gurushikhar, Mount Abu (24.6oN, 72.8oE), in
India. The durations of observations per night are shown as a function of day of the
year (DOY); DOY 1 corresponds to 1 January 2013.

3.3 Large-time Scale Variations

In this section, the results that have been obtained pertaining to the large-

time scale variations in the mesospheric nightglow emission intensities and

temperatures will be discussed. The results obtained from the long-term NIRIS

observations reveled that the solar effects and atmospheric wave dynamical

processes were both present simultaneously in O2 and OH emission intensities

and temperatures.

3.3.1 Introduction

The production mechanisms that give rise to the O2 and OH band emissions

in the mesosphere are described in Chapter 1. From those mechanisms it

can be seen that the O2 and OH nightglow emission intensities are related to

the concentrations of atomic oxygen and ozone and hence, to the ultra-violet

(UV) solar energy input that is responsible for their photochemical produc-
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tion. Therefore, these emissions are expected to show variations with the UV

solar energy input and hence, with solar activity. However, quantitative under-

standing of solar effects on mesospheric parameters is far from complete. The

temporal variations of various time-scales can be investigated by carrying out

high cadence and systematic long-term ground-based measurements of airglow

emission intensities and temperatures.

In the mesopause region the response to solar activity is small in compar-

ison to the upper thermosphere where strong absorption of solar UV causes

significant solar forcing [e.g., Laskar et al. (2015)]. Solar effects on the varia-

tion of mesospheric emissions and temperatures have been studied by different

investigators using ground-based data. For example, Wiens and Weill (1973)

showed that OH(9-3) band nightglow intensity follows the variation in solar

activity; Batista et al. (1994) showed that OH(9-4) band nightglow intensity

had a positive correlation with the solar 10.7 cm radio flux index (F10.7).

However, Scheer et al. (2005) showed that there was no correlation of OH(6-2)

band nightglow intensities and temperatures with solar radio flux but they

found a moderate positive correlation with O2(0-1) nightglow intensity and

temperatures. Pertsev and Perminov (2008), showed that the response of O2

and OH nightglow intensity to solar 10.7 cm radio flux could reach to 40%/100

solar flux units (sfu), and 30%/100 sfu, respectively. The response of the mean

annual OH temperature to solar activity is shown to be different in different

works, for example, around 1 K/100 sfu [Scheer et al. (2005), 4.5 K/100 sfu

[Pertsev and Perminov (2008)], and 11 K/100 sfu [Clemesha et al. (2005)].

As discussed above, experimental results on solar cycle related effects on

the magnitudes of intensity and temperature over low-latitude MLT region are

ambiguous and continue to be a topic of investigation. In this study, we have

made an attempt to carryout detailed investigations on this relationship by

spectral analysis method. A clear imprint of solar effect in the mesospheric

nightglow intensity and temperature variations is seen wherein significant pe-

riodicities in various parameters (nightglow intensities, temperatures, F10.7,
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and SSN) are shown to be coherent.

3.3.2 Results and Discussion

Variation in the O2 and OH emission intensities are presented in Figures 3.2a

and 3.2b starting from 1 January 2013 (DOY1). The O2(0-1) atmospheric

band and OH(6-2) Meinel band intensities are obtained by taking the mean

of 866 nm and 868 nm emissions and mean of P1(2) and P1(4) rotational line

intensities at 840.0 nm and 846.5 nm emissions. These two sets of intensities

of the rotational lines of O2 and OH band emissions are also used to derive

the corresponding rotational temperatures at those altitudes [Singh and Pal-

lamraju (2017a)]. The nightly mean values for O2 and OH emission intensities

(IO2 and IOH) are shown in magenta and blue colours and the spread in the

nightly values are shown in pink and sky blue colours, respectively. As will

be shown in the next section the large spreads in the nocturnal O2 and OH

emission intensity variations in a given night signify the presence of GWs type

oscillations. These emissions also show large time period variations which seem

to be due to the seasonal and solar cycle related effects.

In order to assess the effect of solar influence on the O2 and OH intensi-

ties, the daily mean SSN and solar 10.7 cm radio flux are considered and are

shown in Figure 3.2c. The temperatures derived using O2(0-1) and OH(6-2)

band emission intensities (TO2 and TOH) are shown in Figures 3.2d and 3.2e

(wherein we have used the same colour codes as used for the intensities in

Figures 3.2a and 3.2b). Similar to the variations in emission intensities, tem-

peratures at both altitudes show both small- and large-time scale fluctuations.

A closer look at Figures 3.2a–3.2e shows that the response of solar effects

is much more pronounced in intensities as compared to the temperatures. For

example, the noticeable reductions in intensities seen during DOY 1-50 (Jan-

uary and February 2013) and in February and March 2015 (DOY 760-800)

match quite well with those of the SSN and F10.7 cm radio flux. However, the
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Figure 3.2: (a and b) Nightly mean O2 and OH intensity variations which originate
from 94 and 87 km altitudes as measured by NIRIS at Mount Abu are shown. (c)
Variations in daily mean sunspot numbers and F10.7 cm radio flux for all days
(DOY 1 to 1055). (d and e) Nightly mean variations in the corresponding O2 and
OH temperatures along with their nightly ranges.

variations in temperatures at both altitudes do not show any visible similarity

during these periods in comparison to the nightglow emission intensities. We
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have shown recently that the response to the tropical cyclone generated GWs

in the mesospheric nightglow intensities were better than those in temperatures

[Singh and Pallamraju (2016)].

All the six parameters shown in Figure 3.2 have been subjected to spectral

analyses to obtain the periodicities that are present in the data. As discussed

earlier in Chapter 2, the optical data obtained from the ground are not equally

spaced in time, therefore, Lomb-Scargle periodogram analysis [Lomb (1976);

Scargle (1982)] have been carried out which takes care of unequal spacing in the

data. As seen in Figure 3.2 there are two large data gaps in the ground-based

observations. Therefore, we have considered two periods (DOY 1 to 454 and

DOY 653 to 893), wherein we have continuous ground-based observations. In

addition, we have also considered the total data from DOY 1 to 1055. It should

be mentioned here that even though the ground-based observations suffer from

gaps in the data, we have considered continuous data of solar parameters (SSN

and F10.7), for obtaining information on the solar oscillations that exist in that

duration.

The periodicities of the variations that are obtained from Lomb-Scargle

periodogram analysis in the O2 and OH intensities, their corresponding tem-

peratures, SSN and F10.7 are all shown in Figure 3.3. The horizontal lines

in all the panels in Figure 3.3 show the false-alarm level (FAL) related to the

confidence level of 90% for the spectral analysis as obtained above. As can be

seen from Figure 3.3a periodicities obtained from first 455 days of data (from

DOY 1 to 454) in IO2 are 90±1.5, 120±2.5, 180±4.9 days, in IOH are 120±2.5

and 180±4.7 days, and in TOH is 120±2.4 days. The uncertainty shown in

the peak value of a given period is calculated using the method as described

in Chapter 2.

For the same duration the periodicities in the solar parameters are found to

be 27±0.06, 58±0.3, 105±0.9, 150±1.9 (in SSN) and 27±0.06, 58±0.3, 105±0.9

(in F10.7 cm flux) days (Figure 3.3a). The reason behind the presence of these

periodicities in SSN and F10.7 cm solar flux is due to the internal magnetic
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Figure 3.3: (a) Lomb-Scargle periodograms of the O2 and OH intensities and
corresponding temperatures for the first 455 days of observations (DOY 1 to 454).
Power spectral density (PSD) along with the 90% false alarm level (FAL) is shown
for different periods of atmospheric nightglow and solar parameters. (b) Significant
periodicities obtained using Lomb-Scargle periodogram analysis of 241 nights of
data (DOY 653 to 893). (c) Similar to Figures 3.3a and 3.3b but for 1056 nights of
optical observations (DOY 1 to 1055). It should be mentioned here that for solar
parameters continuous data without any gaps is considered. It is striking to note
that, in addition to atmospheric periodicities that are present in the mesospheric
intensity and temperature variations, several coherent periods are present in the
O2 and OH intensities and temperatures showing commonality with those obtained
from SSN and F10.7 cm radio flux.
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dynamo action in the solar interior. It has been shown that some of these

periods are present in the solar magnetic flux variations during solar cycle 24

and may differ for year to year [Chowdhury et al. (2015)]. Hence, it can be

seen from Figure 3.3a that the 90 and 120 days/180 days oscillations that are

present in mesospheric intensity and temperature variations are of atmospheric

(seasonal/semiannual) origin. Figure 3.3b shows the periodicities obtained

from 241 days of data (DOY 653 to 893) in IO2, IOH, and TO2 as 85±3.7,

85±3.7, and 38±0.7 days, respectively. Figure 3.3b also shows the presence of

27-day solar periods in SSN and F10.7. The 85-day period seen in IO2 and

IOH is due to seasonal variations.

Several significant periodicities in mesospheric intensities and temperatures

that are present in 1056 days (DOY 1 to 1055) of data are shown in Figure

3.3c. IO2 and IOH show presence of common periodicities of around 84±0.6,

95±0.9, 122±1.3, 150±2.1, 195±3.6, 270±6.4, and 420±14.8 days. In addi-

tion, TO2 and TOH also show presence of periodicities of 420±14.8 days and

122±1.4 and 420±14.8 days. Figure 3.3c also show the periodicities present in

the solar variations which are, 27±0.02, 58±0.08, 105±0.3, 150±0.5, 190±0.9,

245±1.4, 380±3.3, and 410±3.9 days. Results from spectral analyses of solar

flux and SSN data showing the presence of periods around 150, 190, 245, and

410 days with significant power indicate that similar periods observed in op-

tical emissions could be due to solar influences. There could be contributions

from semi-annual oscillation (SAO) and annual oscillation (AO) as well that

would be convolved with those of solar variations in the mesospheric intensi-

ties and temperatures, however, the relative contribution of these two may not

be decipherable. It can also be seen from Figure 3.3c that the power spec-

tral density (PSD) of optical emissions are maximum for the 420±14.8 days

followed by that for SAO (which showed two peaks at 195±3.6 and 150±2.1

days), 95±0.8, and 84±0.6 days oscillations. López-González et al. (2004) pre-

sented results from 3 years of data of O2 and OH emissions and temperatures

wherein they showed a clear AO in temperatures and both AO and SAO of
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similar magnitudes in the emission rates. Recently, Reid et al. (2014) showed

using OH(8-3) nightglow emissions data that the amplitude of the AO dom-

inates that of the SAO. Therefore, the results obtained in this study are in

agreement with some of those reported in the literature from other latitudes.

As shown in Figure 3.2 and discussed earlier we have observed broad sim-

ilarities in the variations of O2 and OH emission intensities which vary with

SSN and F10.7 flux. There are, however, occasions when both intensities do

not show solar cycle related variations and these are most probably due to alti-

tudinally varying wave activities in the mesosphere. In order to ascertain this,

correlation analyses have been carried out between the mesospheric intensities

and solar parameters over an interval of a few days.

Figure 3.4a shows 4-day running average of O2 and OH intensities and

SSN in magenta, blue, and green colours, which show a broad similarity with

one another. The 4-day running average was taken to smooth out the night-

to-night atmospheric fluctuations in the dataset so that the solar influences,

if any, get highlighted. Figures 3.4b, 3.4c, and 3.4d, respectively show the

correlation coefficients of the variability between O2 intensities and SSN, OH

intensities and SSN, and O2 and OH intensities. These correlation coefficients

are obtained by considering around 10 nights of continuous data of all the

parameters that are shown in the Figure 3.4a. Thus, a total of 43 values of

the correlation coefficients for 437 observational nights of existing data were

obtained. The O2 and OH emissions show positive correlation between them

for most of the time during the reported observational period (Figure 3.4d).

It is also noteworthy to see that the O2 and OH emissions show similar

variations as in SSN and F10.7 cm flux in longer time periods (Figure 3.3c),

however, as seen in Figures 3.4b and 3.4c their correlations with SSN are

not always good for shorter time scales. From Figure 3.4d it may be noted

that the duration when one of the mesospheric intensities (either O2 or OH)

shows poor or anti-correlation with SSN, the correlation between them is poor

or opposite to one another. Whereas, it may be noted that the duration
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Figure 3.4: (a) Four-day running averages of O2 and OH intensities and SSN. Cor-
relation coefficients are shown for the variations obtained between: (b) O2 intensities
and SSN, (c) OH intensities and SSN, and (d) O2 and OH intensities. These corre-
lation coefficients are obtained by considering around 10 days of continuous data of
all the parameters.

when O2 and OH intensities show good correlations between them they also

show better correlation with the SSN. These observations indicate that the

altitudinal variations in mesospheric dynamics play a greater role than solar

effects in those intervals. These altitudinal variations could be brought about

due to dissimilar wave behaviour between 94 and 87 km altitudes, or presence



112 Chapter 3

of wind shears in between these altitudes of nightglow emissions. No discernible

seasonal effect was noted in the correlation coefficients.

3.3.3 Conclusion of Large-Time Scale Variations

We have presented the long-time scale variations in the nightglow emission

intensities and corresponding rotational temperatures which have been mea-

sured from Gurushikhar, Mount Abu, in India using O2(0-1) and OH(6-2) band

nightglow emissions which emanate from 94 and 87 km altitudes, respectively.

Spectral analyses on 437 nights of observations of O2 and OH intensities and

the corresponding temperatures have been carried out for data during January

2013 to November 2015. Statistically significant periodicities of around 150,

195, 270, and 420 days were obtained. The solar variations in this duration

also displayed some of the periodicities (150, 190, 245, 380, and 410 days)

that are present in atmospheric oscillations as well, thereby, revealing a clear

evidence of solar activity influencing the mesospheric airglow emissions and

temperatures. In addition to these common periods, the O2 and OH inten-

sities also showed periods around 84, 95, and 122 days which are due to the

seasonal variations. Not all the periodicities which are present in O2 and OH

intensities are present in temperatures and vice versa.

Although the dominant periods observed in the SSN are present in those

of both O2 and OH emission intensities, in some durations the temporal vari-

ations in the intensities do not show similarity with that of the solar flux.

Therefore, influence of solar variability on the behaviour of mesospheric inten-

sity has been investigated in shorter durations. In order to do that correlation

coefficients have been obtained by considering 10 days of continuous data of

O2 and OH emission intensities and SSN. This analyses showed that O2 and

OH intensity variations are correlated with each other for most of the nights.

When they show better correlation between themselves their correlation with

SSN variability is also good, which indicates that the variability in these in-
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tensities is being affected by the solar effects. However, when O2 and OH

intensities show poor- or anti-correlation between them, then in those periods

one of these intensities does show poor or anti-correlation with SSN. This indi-

cates that during these periods altitudinal dependent processes, which are due

to atmospheric dynamics, play a greater role as compared to the solar forcings.

3.4 Short-Time Scale Variations

In this section, the results pertaining to the statistical study of the gravity

wave (GW) characteristics in the MLT region will be discussed. This study

was possible because of the availability of high data cadence long-term NIRIS

observations. The GW time period for individual nights are obtained from the

nocturnal variations in all the four parameters (IO2, IOH, TO2, and TOH).

Statistical results obtained using these periodicities are described in the fol-

lowing sections.

3.4.1 Introduction

As discussed in Chapter 1, troposphere is the region where most of the waves

are generated. These waves, under suitable conditions, can propagate in the

upper atmosphere and affect the dynamics there. Therefore, in addition to the

large scale effect on the mesospheric airglow intensities and temperatures which

are discussed in section 3.3 above it is also important to understand the effect

of oscillations of short scale waves (GW regime) on these parameters. The at-

mospheric dynamics varies with latitude, longitude, seasons, topography, etc.,

therefore, their effect on the mesospheric airglow intensities and temperatures

are expected to be different at different locations. GWs play an important

role in the MLT energetics and dynamics since they act as significant source of

momentum and energy flux in this region. Therefore, gravity wave studies at

various locations over different time durations have formed one of the impor-
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tant topics of investigation [e.g., Fritts and Alexander (2003)]. Further, the

GWs in the mesosphere are significantly affected by tropospheric cyclones, as

shown in a recent study by Singh and Pallamraju (2016) wherein an unambigu-

ous evidence was obtained for the propagation of waves from the troposphere

to the mesosphere during cyclone Nilofar that occurred in October 2014 in the

Arabian Sea westward of our optical observational location of Gurushikhar

(24.6oN, 72.8oE), in India.

Many ground-based techniques have been used to study GW activities in

the MLT region, such as, photometers, spectrometers, imagers, radars, and li-

dars. A few of the results obtained by various techniques are described here to

provide a broad context to understand the results reported in this section. Tay-

lor et al. (1997) reported an anisotropic distribution in the directions of wave

propagation during equinoxes over low-latitude from Alcantara, Brazil (2.3oS,

44.5oW). Nakamura et al. (1999) reported that the GW propagations over mid-

latitude (Shigaraki (35oN, 136oE), Japan) showed seasonal variation with an

eastward/westward preference in summer/winter. Similar behaviour was seen

over another mid-latitude location (Mt. Bohyun, 36.2oN, 128.9oE, Korea; Kim

et al. (2010)) wherein it was found that GW tended to propagate westward

during fall and winter, and eastward during spring and summer. In contrast,

Ejiri et al. (2003) showed that GW propagated northward and northeastward

in summers and westward at Rikubetsu (43.5oN, 143.8oE) and southwestward

at Shigaraki (34.9oN, 136.1oE) in winters during a different epoch. Using OH

airglow imager data from Tirunelveli (8.7oN, 77.8oE) Lakshmi Narayanan and

Gurubaran (2013) reported that nearly half of the high frequency GWs were

evanescent with more occurrences in solstices as compared to equinoxes and

showed a predominant meridional propagation throughout the year. Sivakan-

dan et al. (2016) reported that GW propagates mostly northward of Gadanki

(13.5oN, 79.2oE). As can be noted most of the earlier works concentrated on

the directions of propagations of gravity waves as seen in the imagers. The

present work, in contrast, is focused on understanding the wave periodicities
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and their variations over short-timescales.

3.4.2 Results and Discussion

The results discussed in section 3.3 clearly show that the mesospheric intensity

variations are influenced either by solar effects or due to those of the local

atmospheric dynamics depending on the time scales. In order to understand

the fluctuations which are inherent in a given night in O2 and OH emission

intensities we have calculated the significant periods for each of the 437 nights

of observations. In general, the minimum frequency (maximum period) is

given by total observational duration. However, we have put a more rigorous

constraint in deriving the maximum periods in which we have considered that

the data should contain at least two cycles. Therefore, the periods considered

are smaller than half of the observational duration. Also, Brunt-Väisälä period

at these altitudes is around 5 min, which is equal to the data cadence of

our measurement. Thus, the smallest periods of waves that are statistically

discernible are ≥ 10 min.

The method we followed to derive the periodicities in the nocturnal varia-

tions of the data is depicted in Figure 3.5. The nocturnal variations in O2 and

OH intensities are shown by connected lines in Figures 3.5a and 3.5d and the

dotted lines show 4.1 h running average of the data for a representative night

of 10 June 2015 for which the total duration of data available is around 8.2

h. Therefore, the residuals obtained by subtracting the 4.1 h running average

from the original data contain information on the periodicities that are smaller

than 4.1 h duration. These are shown in the form of zero mean unit variances

in Figures 3.5b and 3.5e for O2 and OH intensities, respectively. This process

normalizes the relative power in each period in a given dataset and enables

inter-comparison of the periodogram of different parameters and of different

days [Pallamraju et al. (2010); Singh and Pallamraju (2016)].

We have used REDFIT spectral analyses [Schulz and Mudelsee (2002)] as
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Figure 3.5: The procedure used to derive gravity wave periodicities from the
nocturnal variations of the nightglow intensity data is shown for a sample night of 10
June 2015. (a and d) The nocturnal variation of the O2 and OH emission intensities
are shown by the solid lines. Also shown are the corresponding 4.1 h running averages
of these intensity variations by the dotted lines. (b and e) Residuals obtained by
subtracting the 4.1 h running averaged signal from the original nightglow intensities
for both O2 and OH emissions represented by zero mean and unit variances. (c
and f) Lomb-Scargle periodograms of the residuals as shown in Figures 3.5b and
3.5e, and the residuals that are obtained using similar procedure but in O2 and OH
temperature variations (not shown) along with 90% FAL (broken lines) are shown.

described in Chapter 2 which can be performed on unevenly spaced time series

and computes a spectral estimate using Welch windowing coupled with the

Lomb-Scargle periodogram [Lomb (1976); Scargle (1982)]. The power spec-
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trum of O2 and OH intensities and corresponding temperatures are shown in

magenta, blue, and black coloured lines in Figures 3.5c and 3.5f. The corre-

sponding broken lines represent the FAL corresponding to the confidence level

of 90%. It can be seen from Figures 3.5c that the significant period obtained

from IO2 is of 1.4 h and those obtained from TO2 are of 1.4 h and 3.2 h du-

ration. Similarly, Figure 3.5f shows the presence of periods of 1.3 h and 2.5

h in IOH and 0.9 h and 3.4 h in TOH on the night of 10 June 2015. Similar

analyses as demonstrated here for one night have been performed to obtain

the dominant periodicities in the O2 and OH intensities and corresponding

temperatures for all the 437 nights of observations. Out of 437 nights of obser-

vations, GWs were found to be present on 379 (87%), 359 (82%), 412 (94%),

and 401 (92%) nights in IO2, IOH, TO2, and TOH, respectively. Waves of

periods (of GW regime) are known to play an important role in influencing

the mesospheric dynamics [Fritts and Alexander (2003)].

Periods obtained from nocturnal O2 and OH intensity variations for all

the 437 nights are shown in Figures 3.6a and 3.6d for the years 2013, 2014,

and 2015 in red, green, and blue colours, respectively. As seen in Figure

3.5 the periodicities present in O2 and OH emission intensity variations and

corresponding temperatures can be similar or different for the same night due

to the presence of the altitudinal dependent processes at those altitudes. All

the values shown in Figures 3.6a and 3.6d are independent and the periods

shown are greater than or equal to 10 minutes and less than or equal to half

of the observational duration. In order to note the broad variations in these

GW periods a 30-day running average of these periodicities is performed and

is shown in Figures 3.6b and 3.6e for all the three years using same colour

codes as used in Figures 3.6a and 3.6d. It may be noted that the GW periods

do not show any variation with year (solar cycle).

Estimation for the number of GW occurrences for all the 437 nights of

observations have been carried out by summing up all the periods in differ-

ent bins which are greater than 10 minutes (frequencies smaller than 6 h−1).
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Figure 3.6: (a and d) Gravity wave periodicities obtained from the O2 and OH
emission intensities for all the 437 nights of observations are shown which are folded
into a one year interval. The periods for the year 2013, 2014, and 2015 are shown by
red, green, and blue coloured dots, respectively. (b and e) 30-day running average
of the periods shown in Figures 3.6a and 3.6d are shown for the year 2013, 2014,
and 2015. (c and f) Histograms of different periodicities for all nights of observa-
tions obtained from the O2 and OH emission intensity variations as obtained by the
method shown in Figure 3.5.

Figures 3.6c and 3.6f show histograms with number of occurrence of the GW

periods as a function of frequency that have been obtained from the O2 and

OH intensity variations, respectively. The temporal scale corresponding to the

frequency values are also shown at the top of both Figures 3.6c and 3.6f. In

order to carry out statistical study for percentage occurrence of fluctuations at

any given frequency/time period the histograms have been generated consid-
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ering a fixed bin size of 0.5 h−1 (i.e., f±0.25 h−1) which will give rise to varying

intervals in time domain. The histograms shown in black coloured solid line

are the percentage number of nights in which waves in a particular frequency

bin has occurred. The y-axis on the right shows the values corresponding to

the percentage of occurrence. From the histograms shown in Figures 3.6c and

3.6f it can be seen that GW periods observed in both intensities with 11 to

24 min, and 2 h durations, occur more than 5% of the observational nights

(shown as dotted horizontal line). More than 23% of nights show the pres-

ence of the 2 h followed by 12% of nights with 15 min of periodicities in both

mesospheric intensities. It is encouraging to see from the statistics in Figures

3.6c and 3.6f that the GW periods obtained from the O2 and OH intensity

variations show similar behaviour. The total number of periods (obtained by

summing up the number of dots in Figure 3.6a and 3.6d) present in O2 and

OH emission intensities for all the 437 nights are 941 and 839 (also shown in

Figures 3.6c and 3.6f).

Similar to the intensities, the GW periodicities obtained from the nocturnal

O2 and OH temperature variations are shown in Figures 3.7a and 3.7d. The

same colour code as has been used for the periods obtained from the intensity

data (in Figure 3.6) is used here as well. As seen from Figures 3.7b and 3.7e,

similar to that of intensities, the temperatures too do not show significant

variations in GW periods within the three years. The total number of GW

periodicities (greater than Brunt-Väisälä period) which are present in O2 and

OH temperatures for all the 437 nights of observations are 1266 and 1214,

respectively, which are greater in numbers as compared to those observed in

the intensity variations.

The histograms of the periodicities obtained in the O2 and OH tempera-

tures are shown in Figures 3.7c and 3.7f, respectively. The GW periodicities

obtained from the temperatures data also show the dominance of 2 h period

similar to those observed in the intensities. From Figure 3.7 it can be seen

that GW periods observed in both O2 and OH temperatures ranging from 15
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Figure 3.7: Same as in Figure 3.6 but for the temperatures obtained from the
O2(0-1) atmospheric and OH(6-2) band emissions intensities.

min to 2 h occur more than 5% of the observational nights. More than 18%

of nights show the presence of the 2 h period and around 12% of nights show

the periodicities with 20 to 60 min in both O2 and OH temperatures.

Hence, it is very clear that the total number of larger period gravity waves

obtained from O2 and OH temperatures are greater than those observed in

corresponding intensities. One of the findings of this statistical study is that

the GW periods obtained using temperatures do not show significant number

of shorter periodicities (of period less than 15 min) as observed in the inten-

sities. Also, it is intriguing as to why the smaller timescales are seen less in

number as compared to the longer ones in the temperatures. It should be ap-
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preciated that intensity variations are due to changes in densities of reactants,

temperature in the medium, or due to pressure waves. In this regard it has

been shown that the shorter period waves are easily discernible in intensities

as compared to the corresponding temperatures [Singh and Pallamraju (2016)]

as also discussed in Chapter 4. The observations described above could be due

to the fact that any fluctuations in the densities of reactants will directly af-

fect the emission intensities and so readily respond to the smaller periods than

those in the mesospheric temperatures. Makhlouf et al. (1990) showed that

temperature variations induced in the nightglow emission intensity variability

are directly proportional to the amplitude of the propagating wave. In the

present work described above any wave with temperature fluctuation less than

the uncertainty of ±3K will not be discernible.

However, some of the earlier experiments with simultaneous OH intensity

and temperature measurements [e.g., Tepley et al. (1981)] also showed that

on a given night not all the periods seen in temperatures be present in the

intensities and vice-versa. Further, in another result when the periods in in-

tensity and temperature were similar [Taylor et al. (1991)], it was shown that

the intensity fluctuations lead those in the temperatures. In this background

the circumstantial evidence points to large inertia of the system and/or small

amplitude of the temperature that affects the response of smaller periodic fluc-

tuations in temperature variations to be the cause. These factor(s) prevents

them from being readily reflected in temperatures than those derived from the

intensities. Further, the fact that longer periodicities in temperatures are seen

in greater extent than the shorter ones confirms this proposition. It is akin to

superposition of waves seen in intensities that form a longer time period wave

in temperatures. Simulation studies will help in greater understanding and

verifying this conjecture. For longer durations, the inertia of the system is not

expected to have any effect, and so, similar to the variability in emission inten-

sities, the temperature variations too show solar cycle related periods (Figure

3.3).
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In an earlier study by Wu and Killeen (1996) using OH nightglow im-

ager data from Peach Mountain Observatory, Michigan (42.3oN, 83.7oE) it

was shown that the mesospheric gravity wave activity has a strong seasonal

dependence with most of the GWs being observed during summer and almost

nothing in winter. Figure 3.8a shows the number of hours of the clear sky

(solid line), number of hours when gravity waves are present (dashed line),

and number of night used (dotted line) on a monthly basis. The gravity wave

occurrence frequency, which is the ratio of the number of hours with the pres-

ence of GW (defined by relative variation in OH brightness more than 7.5%)

and the number of hours of the clear sky. As can be seen the majority of

the observed GW activity occurred during the month of May, June, and July.

However, it was later argued by Li et al. (2011) that this observation could be

an artefact of counting the number of waves with certain amplitude (>7.5%).

The amplitude of waves could be larger in summers as opposed to winters and

this could lead to an erroneous conclusion on the GW activity itself.

It may be seen from Figures 3.6 and 3.7 that the longer periods exist during

winter months and shorter ones in the summer/monsoon months. However, a

closer inspection of Figures 3.6 and 3.7 along with Figure 3.1 indicates that this

could be an artefact of the shorter observation duration in summer months. In

summer nights there is a greater prevalence of clouds. Thus, in order to avoid

any ambiguity in terms of data durations considered for analyses influencing

the outcome and to make a fair judgement on seasonal changes in GW periods,

we have to consider data of same duration all through the nights.

For this study we have chosen only those nights on which the observation

duration is greater than 6 h and that number is 350 nights (among 437 nights

as seen in the Figure 3.1). Since we have chosen the nights having more than 6

h of observations, therefore, in obtaining the statistics we have considered only

those periods which are less than 3 hours (half of the observational duration),

the procedure for this analysis is similar to that depicted in Figure 3.5. The

periods so obtained in O2 and OH intensities and corresponding temperatures
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fish-eye lens 170 ø field of view) to form an image of the sky 
on a 75 mm diameter filter. The imager is telecentric, with a 
ray cone angle of 7 ø at full aperture. The ASC design is 
described in more detail by Mende et al. [1977]. The filter 
consists of a notch filter (centered at 865 nm with bandwidth 
of 20 nm, minimum transmission 2.5%) coated on top of 
colored glass RG715 (90% transmission above 700 nm). The 
notch filter blocks the O2 (0-1) emissions and the colored 
glass removes the visible emissions. The CCD quantum 
efficiency is -40% near 700 nm and drops to 0% at 1000 nm, 
cutting off any emissions above that limit. The total OH 
nightglow emission brightness in the 700-1000 nm range is - 
7.9 kR and the background is ~6.0 kR, based on the OH Meinel 
Band intensities [Llewellyn et al., 1978] and airglow spectrum 
background [Broadfoot and Kendall, 1968]. The background 
emission increases from -.14 R/]k at 700 nm to -8.0 R/]k at 
1000 nm. The expected signal and background levels were 
estimated by convolving the OH emission intensity and 
background level with the CCD quantum efficiency curve and 
the filter transmission function over the spectral range from 
700 nm to 1000 nm. An integrated expected OH signal of-1.0 
kR and a background of-.52 kR were subsequently obtained. 

The ASC started routine (automated) nocturnal observations 
on March 15, 1993. The sampling rate was typically one 

Peach Mt. All Sky Camera OH Nightglow Observation 
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Figure 2. Statistical results of the GW occurrence frequency observed 
by the all-sky camera. Figure 2a shows the hours of mostly clear sky 
(solid line) and GW presence (dashed line). The dotted line denotes the 
number of nights when clear sky observations were made during each 
month. The GW occurrence frequency (defined by relative variations in 
OH brightness of > -7.5%) is plotted in Figure 2b. 

Peach Mountain (a) 
5/26/93 W ': "••' '••-••"• '""v' ' :" •' •'••' '•*" •"•'•-•-- N 03: 2 4 UT "' •:' :'•?•)!-•:-• •" 

• .... -•:• -•-•:•--•:.:• :•..' .•,• •-•:•., 

•t•'•:./':•?•¾-•,,• '. ?. ',.,•c[%::• :?'•..•:: :' ':/'? •.• 

Peach Mountain 
4/11/93 -- : '• 
02:10 UT (b) 

ß '•- •--• 

. 

Figure 1. OH nightglow images t•en by the ASC with (a) and without 
(b) GW activity. The images have been tim-fielded by measured 
backgrounds to remove the van Rh0n effect. In Figu• l a the GW was 
moving noaheast and many sta• were visible. The image was 
recorded on May 26, 1993 m 0324UT. The image in Figure lb was 
t•en on April 11, 1993 at 0210 UT and the image field was relmively 
uniform (b6ght signatures are due to st• and an aircraft passage). 

image every three minutes. We have visually reviewed the 
images taken during the time period from March 15, 1993 to 
May 31, 1994 (except for the month of January, 1994 when 
the instrument was not operational). At least one image every 
30 minutes has been examined visually for the presence of 
GWs. More than 3500 images have been examined in this way. 
We estimate that the visual examination can detect relative 

variations in the total signal (including IR background and OH 
emissions) larger than -5.0%, which is equivalent to -7.5% 
relative variation in the OH emissions. The study time period 
was divided into 1-hour sections. Any 1-hour section during 
which the moon was above the horizon or the cloud coverage 
was >-50% was discarded. Each 1-hour section was flagged 
for GW presence only if two consecutive images 30 minutes 
apart showed GW activity. Examples of flat-fielded ASC 
images with and without GW activity are shown in Figures 1 a 
and lb, respectively. For Figure l a, the observed GW front 
was aligned nearly in the east-west direction. By looking at 
consecutive frames, the GW propagation direction was 
determined to towards the north-east direction. 

Figure 2a presents the number of hours of favorable 
observing conditions (no moon light and cloud cover less than 
50%, solid line), and the number of hourly sections with GWs 
present (dashed line) on a monthly basis for the study period. 
The number of hours of favorable observing conditions and the 
number of clear-sky nights per month are also shown. The data 
coverage was relatively poor in March and April 1993 
compared to other months. However, the March and April 
(1994) observations yielded a large number of nights of good 
observations. The GW occurrence frequency (the ratio of the 
number of hours with moonless mostly clear sky and the 
number of hours with GW presence) is plotted in Figure 2b. 
The majority of the observed GW activity occurred during the 
months of May, June, and July. The occurrence frequency 
reached -70% in July 1993. GWs with amplitudes greater than 
our threshold occasionally appeared in August, September 
1993 and February, March April, 1994 and none were found in 
the other months. 

Figure 3.8: Statistical results of the GW occurrence frequency observed by all sky
camera [Adapted from Wu and Killeen (1996)].

derived from them are shown in Figure 3.9 (colour codes are similar to those

used in Figures 3.6 and 3.7). It can be seen that the GW periods do not

show any seasonal variation. This is also confirmed in the 30 days running

averages of the periods for all the three years of observation which do not show

much variations in their values with respect to seasons. A few earlier studies

which dealt with seasonal behaviour mainly concentrated on the number of

wave occurrences and their propagation but not on the magnitudes of wave

periodicities. The present study, thus, establishes that the wave periods (in

GW regime) in the nighttime mesosphere do not show any seasonal variations.

3.4.3 Conclusion of Short-Time Scale Variations

For the study of short-timescale variations in the MLT region, GW periodicities

have been obtained for all the individual nights using nocturnal variations in
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Figure 3.9: Same as in Figures 3.6 and 3.7 (a, b, d, e) but for the periods that
have been derived from only those nights of observation for which the total duration
of observation was greater than 6 h. The periods are obtained by using the same
method as depicted in Figure 3.5. The residuals of O2 and OH intensities and
temperatures correspond to the periods that are less than 3 h durations. As can
be clearly seen the GW periods neither show any seasonal variations nor any solar
activity dependence.

the O2 and OH intensities and corresponding temperatures. Statistical study

of these periodicities obtained for all the 437 nights of observations reported
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here show significantly different behaviour in intensities and temperatures. In

intensities it has been observed that GWs show the presence of the 2 h and

15 to 20 min of periodicities in over 23% and 10% of nights, respectively.

However, temperatures show 2 h and 20 to 60 min periodicities for over 18%

and 12% of nights, and do not show significant number of periodicities smaller

than 15 min. The smaller number of shorter periods seen in temperatures as

compared to the intensities is attributed to the time taken for temperatures

to respond to the dynamical processes, and/or the wave amplitudes, mainly in

the smaller timescales range. The mesospheric GW periodicities neither show

any seasonal dependence nor solar activity dependence in their occurrence

rate or in the time periods. Thus, the results of the kind presented in this

study provide us with a comprehensive picture of mesospheric wave dynamics

in terms of characterizing their response to various sources that give rise to

the variability in the mesospheric intensities and temperatures. In addition,

these finding would help in modelling studies to characterize the mesospheric

dynamics in large- and short-timescales better.

3.5 Summary

In this Chapter, large- and short- period waves which have been derived using

O2 and OH emission intensities and corresponding rotational temperatures are

discussed. It has been found that the longer periodicities observed in the meso-

sphere are resultant of the convolved behaviour between the solar forcing from

above and atmospheric dynamics from below. With regard to the variability

of the order of a few days, O2 and OH intensities were found to be correlated,

in general, except when altitudinal dependent atmospheric processes were op-

erative. From the statistical study of the mesospheric GWs over long term it

was found that the major wave periodicity of around 2 h duration is present in

all the four parameters (I(O2), I(OH), T(O2), and T(OH)). Our analyses also

reveal that the range of periods in O2 and OH intensities and temperatures are
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11 to 24 min and 20 to 60 min, respectively. Periods less than 15 min were not

present in the temperatures, but were prevalent in both emission intensities.

No seasonal dependence was found in either the wave periodicities or in the

number of their occurrence.

This Chapter primarily concentrated on the large short-time period waves

and oscillations in the MLT region. This study was made possible through

high data cadence long-term systematic observations using NIRIS from Gu-

rushikhar, Mount Abu. An attempt was also made to explain the cause and

effect of these waves and oscillations in the mesosphere. This study shows that

the MLT region is affected by solar forcing as well as atmospheric dynamics.

In the next Chapter, we will continue with the discussion on the forcing in

the MLT region, from below due to tropical convective activity as opposed to

that from above (solar forcing) as discussed in this Chapter. The main focus

in the next Chapter will be to understand vertical wave dynamical couplings

during tropospheric convective activity. That result will also demonstrate on

how different atmospheric layers respond to different types of external forcing.
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Vertical Coupling of the

Atmospheres

4.1 Background

In this Chapter, the focus will be on understanding the vertical coupling of the

atmospheres through gravity waves generated during a tropical cyclone. As

has been discussed in Chapter 1 Earth’s upper atmosphere is vertically cou-

pled to the lower atmosphere through waves, which are generated mainly in

the lower atmosphere. In Chapter 3, we have seen the presence of various long-

and short-time period waves in the MLT region which are due to influences of

solar origin and/or atmospheric processes. The propagation and dissipation

of these atmospheric waves depend on the background conditions. Planetary

waves and thermal tides combined with gravity waves generate most of the ver-

tical coupling of the atmosphere and control significant portion of energy and

momentum budget of the MLT region. This Chapter will be restricted mostly

to understand vertical coupling of the atmospheres engendered due to gravity

waves especially during cyclonic events. However, in order to appreciate the

work presented in this Chapter a brief discussion on the vertical coupling of

atmospheres due to planetary waves and tides is given below.

127
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As introduced in Chapter 1 different waves generated in the lower-atmosphere

are responsible for the dynamical coupling of the different regions of the at-

mospheres, as they propagate from the lower- to upper-atmospheric regions.

Understanding the MLT dynamics is mostly concerned with the understand-

ing the nature of wave motions responsible for the vertical coupling of atmo-

spheres. Planetary-scale waves such as tides, Rossby waves, and Kelvin waves

play an important role in controlling MLT dynamics at low-latitudes [e.g.,

Vincent (1993)]. As compared to the other part of the atmosphere, tropical

atmosphere and its dynamics have distinctly different features, such as, small

Coriolis parameter, strong latent heat release, deep convection, and large-scale

oscillations (QBO, SAO). Therefore, tropics are the most important region of

the atmosphere. The planetary waves with periodicities near 2, 5, 10, and

16 days are generated and present as westward propagating normal (Rossby)

modes in the lower atmosphere and are observed in the MLT region [e.g.,

Charney and Drazin (1961); Madden (1979); Salby (1981)]. Another type of

planetary waves, which are confined within the latitude of ±15o, are called

Kelvin waves. Propagation of these planetary waves in to the MLT region

depends upon suitable background wind condition and play a major role in

filtering these waves. The atmosphere behaves like a resonant waveguide and

allows mainly the westward propagating Rossby modes to be sufficiently am-

plified outside tropical latitudes [e.g., Andrews et al. (1987)]. Hence, planetary

waves are an important mode of coupling between different layers of the at-

mosphere. They can reach large amplitudes in the MLT region and are known

to interact and modulate the amplitudes of atmospheric tides [e.g., Teitelbaum

and Vial (1991)] and gravity waves [e.g., Forbes et al. (1991); Manson et al.

(2003)]. The characteristics of these planetary waves in the MLT region have

been reported by various researchers [e.g., Forbes (1995); Dhaka et al. (1995);

Gurubaran et al. (2001); Sasi et al. (2005); Pancheva et al. (2008)]. The plan-

etary wave influence on the upper atmosphere is shown to be solar activity

dependent [Laskar et al. (2013); Laskar et al. (2015)] in which it was found
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that vertical coupling is more efficient during low solar activity as compared

with the high solar activity.

Atmospheric coupling during cyclonic events are very important, and yet

it is poorly understood. Most of the understanding of the gravity waves effects

in the upper atmosphere during cyclonic events have come from modelling and

simulation studies. This is mostly because measurements are very difficult

during such large convective activity since cloudy conditions prevent optical

observations from ground-based instruments. In this Chapter, we will see

the experimental derivation of gravity wave parameters during cyclone Nilofar

which had developed in the Arabian Sea during 25–31 October 2014. An

unambiguous signature of vertical coupling of atmospheres has been obtained

during the cyclone Nilofar. These GW parameters were derived using high data

cadence ground-based observations from NIRIS and CMAP from Gurushikhar,

Mount Abu. In addition to that, one year of NIRIS data has been used to study

the possible cause(s) for the occurrences of mesospheric temperature inversions

(MTIs).

Thus, this Chapter will consist of results and discussion on atmospheric

coupling during events with external sources of energy, such as tropical cyclone,

in the troposphere and the experimental derivation of gravity wave parameters

(τ , ch, cz, λh and λz). This Chapter also includes results on the statistical

study of MTIs that exists in the Earth’s mesospheric altitudes.

4.2 Introduction

Three kinds of waves, namely, gravity waves (GW), thermal tides, and plane-

tary waves that are generated in the troposphere have a significant impact in

the Earth’s MLT region. The type of waves which is pertinent to the study

presented in this Chapter is gravity waves which are ubiquitous in the Earth’s

atmosphere and play a major role in the energetics and dynamics in the MLT

region because of their ability to exchange energy over different atmospheric
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layers [e.g., Fritts and Alexander (2003)]. As mentioned in Chapter 1, the

major sources for GW generation in the troposphere include topography, con-

vection, wind shear, and geostrophic adjustments which vary with geography,

season, and local meteorology. GWs propagate away from the source region,

both in the horizontal and vertical directions. Some of these waves dissipate

in the MLT altitudes and thereby affect the atmospheric circulation at those

altitudes. The GW breaking also contributes to the modulation of densities

of the atmospheric species in the MLT region and their manifestation can

be traced using airglow emission intensity variations. GWs can travel over

large distances under favorable wind conditions with horizontal and vertical

wavelengths in the range of 10-1000 and 1-100 km, respectively, and periods

ranging from a few minutes to tens of hours in the MLT region [e.g., Fritts and

Alexander (2003); Fritts et al. (2006), and references therein].

Tropical cyclones (TC) are among the most remarkable phenomena in the

troposphere which are formed and developed over warm tropical oceans. They

are known by different names in different locations e.g., hurricanes in the west-

ern hemisphere including North Atlantic and Eastern Pacific, typhoons in the

Western Pacific, and tropical cyclones in Indian Ocean or the Southwestern

Pacific. They are the important component of the Earth system since they

transport huge amount of energy and moisture from the tropics towards the

pole. The study of tropical cyclones with regards to their formation, inten-

sification, decay characteristics under changing climate conditions is a very

involved field of research of tropospheric and monsoon dynamics. However,

the work presented in this Chapter deals with the vertical coupling of the

atmospheres through GW generated during cyclone Nilofar and experimental

derivation of various parameters using combination of ground- and satellite-

based observations.

The main focus of the work presented in this Chapter is to investigate the

effect of Tropical cyclone generated Gravity Waves (TGW) in the mesospheric

altitudes which has been accomplished using, as tracers, the nightglow emission



4.2. Introduction 131

intensities at multiple wavelengths that originate in the MLT region. As shown

by observational and modelling studies [e.g., Taylor and Hapgood (1988); Fritts

and Nastrom (1992); Fovell et al. (1992); Alexander et al. (1995)] it is known

that convection is a major source of GWs in the tropics. Unlike other sources,

GWs generated through convection can have full range of phase speeds, peri-

ods, and vertical and horizontal scales [Fritts and Alexander (2003)]. By using

a three-dimensional non-linear model, Grimsdell et al. (2010) have shown that

thunderstorms can trigger a broad spectrum of GWs through latent heat re-

lease and interaction with the mean flow. However, in practice, not all waves

succeed in moving to higher altitudes as they are filtered by winds which vary

as a function of height. Occasionally, these waves and associated perturbations

of mesospheric trace species such as OH and O2 emission intensities appear in

the form of horizontally propagating concentric circular rings as reported us-

ing ground-based airglow imagers [e.g., Taylor and Hapgood (1988), Yue et al.

(2009)].

Using all-sky OH imager at Yucca Field Station (40.7oN, 104.9oW) near

Fort Collins, Colorado, Yue et al. (2009) observed concentric gravity waves

(CGW). Figure 4.1 shows the sequence of the OH images recorded on the

night of 11 May 2004 in which latitude and longitudes are shown on the vertical

and horizontal axes, respectively. The gravity waves observed at OH emission

altitude has two centers, which are denoted as red and blue solid dots in

Figure 4.1. This implies that one convective plume is the source of the inner

rings, while a second convective plume is the source of the outer ring. They

showed that the centers of the concentric rings correspond nearly exactly to the

location of two deep convective plumes which were active in the troposphere

around 1 hour earlier.

A typhoon generated concentric GW has been reported by using a chain

of three OH airglow imagers [Suzuki et al. (2013)]. They have estimated the

horizontal wavelength, phase speed, and wave period to be 34.5 km, 50.2 ms−1,

and 11.5 minutes, respectively.
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these nights, implying large intervening winds [Vadas et al.,
2009b].

3. Convective Sources

[9] Gravity waves can be generated when a convective
updraft ‘‘overshoots’’ the tropopause by 1–3 km into the
stably stratified stratosphere [Pierce and Coroniti, 1966;
Larsen and Swartz, 1982; Lane et al., 2003]. On the night of
11 May 2004, the tropopause height was 12 km, as measured
by the radiosonde launched from Denver/Stapleton, Colo-
rado (39.75�N, 104.87�W). Figures 3a and 3b show the 0305
UT reflectivity images from the Goodland, Kansas (39.2�N,
101.4�W), National Weather Service WSR-88D NEXRAD
Doppler radar. The convective overshoots are indicated by
high reflectivities at altitudes 1–3 km above the tropopause.
The centers of plume 1 at (40.0�N, 103.0�W) and plume 2 at
(39.6�N, 103.8�W) are marked by red and white circles in
Figure 3. Figure 3c shows the echo top chart with the same
red and white circles at the same time. Here, the echo top is

the largest altitude at which the reflectivity exceeds the
minimum significant reflectivity of 18.5 dBZ, thereby show-
ing the regions of convective overshoot. Figure 3c shows
that the regions of convective overshoot occur at the same
latitudes and longitudes (lat/long) as in the reflectivity
images shown in Figures 3a and 3b. Using this information,
as well as the results from the propagation time study we
perform in section 4, we conclude that plume 1 and plume 2
are the sources of the CGW1 and CGW2 patterns, respec-
tively. Model studies confirm that if the winds are zero, the
apparent center of the concentric rings near the mesopause
exactly coincide with the location of the convective plume
[Vadas and Fritts, 2009]. If the intervening winds are much
larger than �20–30 m/s, however, the apparent center of the
concentric rings are shifted significantly with respect to the
location of the convective plume [Vadas et al., 2009b]. We
also note that similar ‘‘overshooting’’ updrafts are observed
in visible-band GOES 12 satellite images, 3 or 4 h earlier
(prior to sunset) for the same storm system but at different
locations [Vadas et al., 2009b].

Figure 1. Time sequence of difference OH images in geographic coordinates from 0340 to 0500 UT on
11 May 2004. Figure 1 (top left) shows the state borders in yellow dashed lines between Wyoming,
Nebraska, Colorado, and Kansas. The red star denotes the location of the OH imager at Yucca Ridge
Field Station. The universal time of each image is shown the top right corner. Longitudes and latitudes are
shown on the right and lower axes, respectively. The red and blue dashed circles denote CGW1 and
CGW2, respectively, with estimated centers shown as red and blue solid dots.

D06104 YUE ET AL.: CONCENTRIC GRAVITY WAVES

3 of 12

D06104

Figure 4.1: Time sequence of different OH images in geographic coordinates from
0340 to 0500 UT on 11 May 2004. The red and blue dashed circles denote CGW1
and CGW2 with estimated centers shown as red and blue solid dots [Adapted from
Yue et al. (2009)].

In this Chapter, we present a TGW event that occurred on the night of

26 October 2014 induced by a tropical cyclone Nilofar which occurred dur-

ing 25–31 October 2014 in the Arabian Sea. In contrast to the conventional

methodology adopted using imagers, in our work, we have calculated the GW

characteristics by using high data cadence ground-based photometric observa-

tions of nightglow emission intensities at multiple wavelengths obtained from

Gurushikhar, Mount Abu (24.6oN, 72.8oE), in India, along with satellite-based

OLR measurements during cyclone Nilofar. We have observed common wave
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periodicities in all the three (O2, Na, and OH) mesospheric nightglow emission

intensities on the night of 26 October 2014. These wave characteristics ob-

served on 26 October were different than those observed in other nights in the

month of October 2014. This observation motivated us for further investiga-

tion with wider dataset to obtain the GW behavior at tropospheric altitudes.

OLR flux data have been used as a tracer of tropospheric activity which re-

vealed a clear signature on the night of 26 October 2014 that was consistent

with those observed in the mesosphere. In addition to these GW parameters,

we have also empirically calculated their vertical wavelengths, by observing

the downward phase propagation in the airglow emission intensities and by

using linear dispersion relation, which are found to be consistent with one an-

other. This observation, thus, provides information on the GW propagation

characteristics that existed during cyclone Nilofar on 26–27 October 2014.

4.3 Data set

To study the vertical coupling of atmosphere during cyclonic event Nilofar,

measurements, which represent different altitudes of atmosphere, are consid-

ered. These include data from ground-based observations of nightglow emis-

sion intensities at OI 557.7 nm, O2(0-1) atmospheric band, sodium 589.3 nm,

and OH(6-2) Meinel band emissions obtained from Gurushikhar, Mount Abu

using NIRIS and CMAP. As discussed in Chapter 1, different nightglow emis-

sions emanate from different altitudes and hence, their intensity variations

represent the atmospheric behaviour at the altitudes of their origin. The emis-

sions namely, OI 557.7 nm, O2(0-1), sodium 589.3 nm, and OH(6-2) Meinel

band emission are known to originate at altitudes of 100, 94, 92, and 87 km,

respectively (Chapter 1). The OLR data measured on-board the Indian Geo-

stationary satellite, Kalpana-1, have been used to investigate the convective

activity and it represents the behaviour at top-of-the atmosphere in the tro-

posphere. For the sake of completeness, the details of the data used in this
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study are briefed in the following subsections.

4.3.1 Spectroscopic Observations

An in-house built Near InfraRed Imaging Spectrograph (NIRIS) has been used

to carry out measurements of O2(0-1) and OH(6-2) band nightglow emission

intensities which emanate at altitudes of 94 and 87 km, respectively. The

details of NIRIS has been reported in Chapter 2, and the methodology adopted

to derive mesospheric temperatures using rotational line intensity ratios of

these band emissions from this instrument has been detailed in Singh and

Pallamraju (2017a). The accuracy of temperatures derived by NIRIS is ±3K

with a cadence of 5 minutes. NIRIS has a large field-of-view (80o), however,

for the present study only zenith measurements have been considered.

4.3.2 Photometric Observations

Measurement of Na doublet (589.0 nm and 589.6 nm) and OI 557.7 nm night-

glow emission intensities have been carried out using an in-house built CCD

based Multi-wavelength Airglow Photometer (CMAP) [Phadke et al. (2014)]

which is collocated with NIRIS. These emissions are known to originate at alti-

tudes of 92 and 100 km, respectively. The details of the CMAP is described in

Chapter 2, which is capable of carrying out near-simultaneous measurements

at five different airglow emissions. In the work reported in this Chapter, Na

airglow emission intensities at 589.0 and 589.6 nm have been averaged. Con-

sidering the data acquisition at these and other wavelengths in the filter wheel,

the data cadence for Na and OI emissions turns out to be 1-minute.
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4.3.3 Outgoing Longwave Radiation (OLR) Measure-

ments

OLR is the radiative flux emitted from the Earth-atmosphere system to the

outer space in the wavelength range of 3-100 µm and can be used as a proxy for

assessing the strength of convective clouds, as they attenuate the OLR flux. In

this study OLR level-2 data has been obtained from the Very High Resolution

Radiometer (VHRR) on-board the Indian meteorological satellite Kalpana-1

which is in a geostationary orbit. The OLR values thus derived, have a spatial

resolution of 0.25o × 0.25o and a 15-minute cadence.

4.4 Observations

This section describes the two observations which led to investigation of the

MLT coupling and experimental derivation of GW parameters. First, it was ob-

served that NIRIS and CMAP measured nightglow emission intensities showed

distinct behaviour on the night of 26 October 2014 as compared with other

nights. This observation was followed by the investigation of the sources which

can show such an effect at MLT altitudes. It was found that the effect seen

in the MLT region from our ground-based observation was due to the tropical

cyclone Nilofar. In the following subsections these observations are discussed

in detail.

4.4.1 Tropospheric activity

Latent heat release in deep convections is the major source for the excitation of

gravity waves in the tropics [Fritts and Alexander (2003)] along with orography

and wind shears [Pramitha et al. (2015)]. OLR is considered to be a good

tracer for convective activity as it is absorbed by clouds and water vapour

in the atmosphere. Therefore, the variation in the OLR flux magnitudes can

yield information on the behaviour of convective activity in the troposphere.
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OLR values were averaged for 24 hours from 0450 LT on 26 October to 0450

LT on 27 October 2014 in the 50o–80oE longitude and 0o–30oN latitude ranges

and the resultant values are shown as an image in Figure 4.2.
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Figure 4.2: Outgoing longwave radiation (OLR) on 26 October 2014 as derived
from VHRR on-board Indian meteorological satellite (Kalpana-1) shown over the In-
dian sub-continent in the longitude/latitude ranges of 50oE–80oE/0o–30oN. A strong
convective activity can be seen in the Arabian Sea which is due to the effect of cyclone
Nilofar that occurred during 25–31 October 2014. The two centers of the cyclone
Nilofar have been marked as CR1 (16oN, 67.5oE) and CR2 (13.2oN, 62.5oE). The
observational site at Gurushikhar in Mount Abu (24.6oN, 72.8oE, and altitude 1600
meters) is shown as a white star and the periphery point ‘P’ (shown by blue dot) is
1o south of the observational site has been considered in analysis to represent the
cyclonic effect at the observational site.
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A large convective activity in the Arabian Sea can be clearly seen with

deep convections at two locations centered around 16oN, 67.5oE referred to as

convective region 1 (CR1) and 13.2oN, 62.5oE convective region 2 (CR2) with

a minimum OLR value of around 100 Wm−2centered on CR1. As indicated

above least values in OLR correspond to maximum magnitude of the convective

activity. The optical observational site, shown with a white star symbol in

Figure 4.2, is 1103 and 1665 km away in the northeast direction from CR1

and CR2, respectively. The effect of cyclonic activity can be clearly seen to

be extended over a large spatial region in the western side of the Indian sub-

continent. However, the optical observational site remained cloud free during

16 October 2014 to 27 October 2014 enabling uninterrupted optical ground-

based measurements from Gurushikhar, Mount Abu.

The periphery of the observational site, identified as a point ‘P’ in Figure

4.2, is located approximately 1o south of our observatory. We have considered

the OLR data at this point ‘P’ for our analysis as this location is in plains as

opposed to the observational site, which is on the top of a mountain at a height

of 1600 meters, thereby avoiding additional wave effects due to the mountains.

The OLR values corresponding to this location have been considered to repre-

sent the lower atmospheric behaviour at the observational location, and have

been used as the reference for comparison with the MLT emissions for the

duration of the campaign (16–27 October 2014).

4.4.2 Activity in MLT region

Figures 4.3(a-d) summarize the mesospheric nightglow emission intensity vari-

ations for OI, O2, Na, and OH airglow measured during the nights of 16–27

October 2014.

The continuous lines in Figure 4.3 show the variation of the emission inten-

sities on the night of 26 October 2014 and the black dots show the variability

in intensities on the nights of 16–27 October 2014. It can be noted that the
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Figure 4.3: (a-d) Nocturnal variations in the OI (557.7 nm), O2(0-1) atmospheric
band, Na (589.3 nm), and OH(6-2) Meinel band nightglow emission intensities as
measured by CMAP and NIRIS at Gurushikhar, Mount Abu. These emissions are
considered to be originating from 100, 94, 92, and 87 km altitudes, respectively.
Figure 4.3e shows nocturnal variations in OLR data which are averaged over longi-
tude/latitude ranges of 71.8oE–73.8oE/23.6oN–24.6oN. Figures 4.3f and 4.3g show
the NIRIS derived mesospheric temperatures. The black dots in each of the subplots
show the data for the duration of 16–27 October 2014 and the continuous lines are
the variations in the respective parameters on the night of 26–27 October 2014. Dis-
tinct behaviour is seen in all the four nightglow emission intensities for 26 October
2014 when compared with the other nights of the month (16–27 October 2014).
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variations in the mesospheric emission intensities on the night of 26 October

were different as compared to those for all the other nights in several ways:

• O2 intensities showed nearly the least values

• Na intensities decreased to nearly the lowest values after a couple of hours

of sunset

• OH intensities showed a peak during evening hours and reduced thereafter

Such distinct differences in the emission intensity variability in O2, Na,

and OH emissions on the night of 26 October 2014 in comparison to those in

other nights during this month suggested a possible influence of some external

source of energy at the mesospheric altitudes. As a major convective activity

in terms of Nilofar occurred in the Arabian Sea west of Indian coast in that

duration, an assessment was made to investigate its influence, if any, on the

mesospheric nightglow emissions. In order to discern the effect due to the

cyclone Nilofar on the observational site, it was decided to consider the OLR

values as a proxy for the presence of the convective activity. However, as the

presence of clouds in the field of view of NIRIS and CMAP will adversely

affect the airglow measurements, a nearby location, P, in the neighborhood of

observational site was considered to assess the strength of convective activity

due to Nilofar. Wherein the OLR values at P (OLR(P)) were averaged over

±1o in longitude and -1o in latitude and are shown in Figure 4.3e. Similar to

the convention followed for nightglow emission intensities, the OLR(P) data

on the night of 26 October have been connected by a solid line, while those on

other nights are shown as dots.

The effect of cyclone Nilofar can be seen in Figure 4.3e wherein a reduction

had occurred in the values of OLR(P). It should be mentioned here that even

though OLR(P) values show abnormal variation, the observational site which

is around 100 km away towards northeast and on a mountain top was free of

clouds (Figure 4.2) enabling the optical measurements until 27 October 2014.
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However, from 28 October 2014 onwards the sky over the observational site

became cloudy and moonlit thereafter and hence no data could be obtained

after the night of 27 October 2014 for 15 nights. Variations in NIRIS derived

mesospheric temperatures from O2 and OH band emissions are shown in Figure

4.3f and 4.3g. Unlike nightglow emission intensities, significant deviations in

temperatures were not noticeable on the night of 26 October 2014 as compared

to other nights (16–27 October 2014). It can be appreciated from Figures 4.3

(a-d) and the discussion above that the variations in nightglow intensities on

the night of 26 October were quite distinct compared to the other nights in the

month of October 2014. These features motivated us to carry out investigations

in further detail to study the possible linkage between the observed variations

in the nightglow intensities (Figures 4.3(a-d)) and the cyclone Nilofar (Figure

4.2) on 26 October 2014.

4.5 Data Analyses and Results

The wave characteristics are obtained using the time series analysis methods

discussed in Chapter 2. The following section deals with the derivation of

various gravity wave parameters from the data shown in Figure 4.3.

4.5.1 Wave Period (τ)

In order to understand the MLT dynamics spectral analysis have been per-

formed on the high temporal resolution datasets obtained from the ground-

based observations of NIRIS and CMAP. The data cadence of the optical data

(O2 and OH from NIRIS), (OI and Na from CMAP), and of OLR are 5, 1,

and 15 minutes, respectively. The duration of the nightglow emission intensity

data is approximately 10.5 hours (1830 LT in the evening to 0500 LT on the

following morning) therefore, as discussed in Chapter 2 GWs having periods

of less than 5.25 hours are reliable. Therefore, a 5-hour running average of
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the data (dotted lines in Figure 4.4a-d) has been subtracted from the original

data (solid lines in Figure 4.4a-d) on 26 October 2014 to obtain the residu-

als. These residuals will thus contain information on the periodicities that are

smaller than 5-hours.

Figure 4.4: (a-d) Nocturnal variation in OI, O2, Na, and OH nightglow emission
intensities on the night of 26 October 2014. (e) Variation of OLR values at the
location ‘P’ for 24-hour duration during 26–27 October 2014 averaged over ±1o in
longitude and -1o in latitude. The dotted lines in panels (a-e) show the 5-hour
running average of the corresponding data. (f-j): Residuals obtained by subtracting
the data with that of a 5-hour running average. Zero mean unit variances of the
residuals corresponding to the data in panels a-e are shown. The red dashed line
shows the downward phase propagation.
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It is expected that the GW generated during cyclone Nilofar with centers

in the Arabian Sea would take some time to propagate up to the mesospheric

altitudes. Therefore, to obtain GW periods that existed in the troposphere

even earlier in the day as seen in OLR(P), data for the whole day (24 hours)

on 26–27 October 2014 have been considered and are shown in Figure 4.4e

along with the 5-hour running average (dotted line). From the residuals of

the data, zero mean unit variances have been calculated (shown in Figures

4.4f-j) by subtracting the mean value from the residuals and then dividing

them by their standard deviation. As described in Chapter 2, this process

normalizes the relative power in each period in a given dataset and thereby

enables comparison of periodograms of different nights.

The residuals so obtained have been subjected to spectral analysis to ob-

tain the GW periodicities that are smaller than 5-hour duration that may be

present in the data. Further, as discussed in Chapter 2, the night time ground-

based optical measurements are affected by moon light, clouds, and local light

sources (occasionally). Care has been taken to remove such data from these

measurements and as a consequence the data are not always equally spaced

in time. Therefore, Lomb-Scargle periodogram analysis (described in Chapter

2), which takes care of unequal spacing of the data, has been carried out to

investigate the periodicities of fluctuations present in the nightglow emission

intensities and OLR datasets.

The OLR data are averaged in ±1o × 1o (latitude × longitude) at the

two centers CR1 and CR2 and are represented by OLR(CR1) and OLR(CR2),

respectively. Figures 4.5a and 4.5b depict periodograms obtained using zero

mean unit variance of the residuals of the four airglow emission intensities, and

OLR values at P, CR1, and CR2 for the night of 26–27 October 2014.

To derive the periodicities in the OLR at P, CR1, and CR2, 24-hour data

have been used as shown in Figures 4.4e and 4.4j. The dashed curves shown

in Figures 4.5a and 4.5b are the Red noise calculated using REDFIT (de-

scribed in Chapter 2) [Schulz and Mudelsee (2002)] with 95% false alarm limit
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Figure 4.5: (a) Lomb-Scargle periodograms of the zero mean unit variance for the
parameters shown in Figures 4.4(f-j) for the night of 26 October 2014 are shown. It
is striking to note that a coherent period of around 4-hours is present in the three
nightglow emission intensities (O2, Na, and OH) and in OLR(P) but not in the
OI 557.7 nm emissions. (b) Results from similar analyses as shown for OLR(P) in
Figures 4.4e and 4.4j as obtained for OLR at CR1 and CR2 (averaged over ±1o lon-
gitude and latitude). The Lomb-Scargle periodograms of the OLR(P), OLR(CR1),
and OLR(CR2) are shown by the black, red, and blue coloured lines, respectively.
The dashed curves are the ambient (Red) noise in the data with 95% false alarm
limit.

(FAL). It can be noted that statistically significant periodicities are present

in the range of 3.99-4.45 hours in the O2, Na, OH nightglow intensities, and

OLR(P). For OI emission intensities they are different at 2.78, 1.14, and 0.88
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hours. The uncertainty in the determination of frequency δf in a periodogram

is calculated using the relation given by equation 2.24 [Bretthorst (2013)].

Thus, the periodicities obtained in the O2, Na, OH nightglow intensities are

4.20±0.14, 3.99±0.03, and 4.00±0.10 hours, respectively. It should be noted

that coherent periodicities (in the range of 3.99 to 4.20 hours) were present

in the mesospheric nightglow emission intensity fluctuations at three different

altitudes (94, 92, and 87 km) on the night of 26 October 2014, which suggests

that the dynamics at these three different altitudes were being affected by a

common source.

It is plausible to assume that these common periodic oscillations seen in

the mesosphere to have originated from the massive convective activity which

occurred during cyclone Nilofar. However, to ascertain the effect of each of

the convective centers in producing such common periods, Lomb-Scargle peri-

odogram analysis on the zero mean unit variance of the residuals obtained from

OLR(CR1) and OLR(CR2) have been performed and the results are shown in

Figure 4.5b. Their dominant periods are found to be 3.91±0.13 and 5.46±0.16

hours, respectively. It is readily seen that the periodicity of OLR(CR1) is

very similar to that of the mesospheric optical observations (around 3.99-4.20

hours), suggesting CR1 which is 1103 km away from the optical observational

site to be source region for the observed effects in the mesosphere. The 5.46

hour period in the OLR(CR2) was not observed over Gurushikhar, presum-

ably, as its center is further away at 1665 km and the wave that originated

at CR2 could have propagated in different directions and/or weakened while

propagating towards our optical observation station. The OI 557.7 nm green

line emission does not show the presence of the 4-hour period as compared to

the O2, Na, and OH emissions on this night and the possible reason will be

discussed in the next section.

In order to ascertain if the observed features were due to any effect(s) other

than that of cyclone Nilofar, similar analyses, as carried out for 26 October

2014, were also performed on all these parameters for all the data available
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during 16–27 October 2014. As the convective region kept moving during

this period from (12.5oN, 61.5oE) on 25 October 2014 to (20.7oN, 65oE) on 30

October 2014, we have considered the OLR values at a fixed location ‘P’ as the

reference for comparison with our optical measurements during this extended

period. The resulting periods along with the uncertainties obtained at all the

four nightglow emission intensities and OLR(P) are shown in Figure 4.6.

Figure 4.6: Periods obtained using Lomb-Scargle analyses for OI, O2, Na, and OH
nightglow emission intensities for each night during 16–27 October 2014 are shown.
Also shown are the periods in OLR(P) data obtained using similar procedure as
adopted for nightglow emission intensities. It is striking to note that except for
26 October 2014 the GW periods obtained in three different nightglow emission
intensities and in OLR(P) values are dissimilar for all other days.

It may be noted that on all other nights there were varying periods of

GWs seen in different nightglow emission intensities and OLR(P). However,

it is striking to note that on the night of 26 October, the three nightglow

emission intensities (O2, Na, and OH) and OLR(P) show a common coherent

period of around 4-hours (encircled by red dashed line). It is also striking

to note that such kind of common periodicities as observed on 26 October
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2014 were not present in any other nights during 16–27 October 2014. Thus,

this observation provides an unambiguous evidence that the 4-hour common

periodic oscillation seen in the mesospheric nightglow emission intensities over

Gurushikhar and in OLR(P) on 26 October 2014 was indeed due to the strong

convective activity due to cyclone Nilofar in the Arabian Sea. For the sake of

completeness, we have also looked into other sources around the observational

station that could have potentially been a cause for these waves, however, we

could not find any.

4.5.2 Vertical Phase Speed (cz) and Vertical Wavelength

(λz)

As the residual in the mesospheric emissions show a common periodicity and a

downwards phase propagation in the nightglow emission intensities (as shown

by red dashed line in Figure 4.4) it is apparent that the GW propagated up-

wards as presented in the GW dispersion relation [Hines (1960)]. An attempt

has been made to obtain the signatures of propagation of waves through these

heights. From cross correlation analysis between residuals of O2 and OH emis-

sions as seen in Figures 4.4g and 4.4i the phase offset time, ∆t, is found to be

1.73 hours. The red dashed lines in Figure 4.4 clearly show the downward phase

propagation in the intensity fluctuations of the nightglow emissions which con-

firms that the GW travelled upwards and adds credence to our conjecture on

the effect of the tropospheric convective activity on the mesospheric wave dy-

namics. With the knowledge that the waves show common periodicities in

I(O2) and I(OH) and the time offsets in the residual intensity variations (∆t)

the vertical phase speed, cz, and vertical wavelength, λz, can be calculated

using the following relations:

cz=
∆z

∆t
and λz=

τ.∆z

∆t
(4.1)

where, ∆z is the difference between O2 and OH emission layer heights (7
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km). Thus, from Figure 4.4 the experimentally derived values of cz and λz

turn out to be 1.13 ms−1 and 16.47 km.

4.6 Discussion

We have seen in Figure 4.5b that the period of 4-hours in OLR(CR1) matches

with the mesospheric optical emissions for the night of 26 October 2014 indi-

cating it to be the source region for the wave activity. Therefore, for estimation

of the horizontal wave characteristics (wavelength, λh, and phase speed, ch) for

that night the position of CR1 was considered. As discussed in Chapter 2, it is

to be remembered that although the Lomb-Scargle analysis yields information

on the dominant periods, there is degeneracy in time frequency localization of

the wave periodicities and therefore, it does not indicate the time duration at

which a given period exists in a dataset. In order to investigate the duration

of occurrence of the 4-hour period, wavelet analyses have been performed (as

described in Chapter 2 in which Morlet mother wavelet function was used) on

all the parameters.

Figures 4.7 (a-d) show the result of this analyses on the zero mean unit

variances of the residual of the O2, Na, and OH nightglow emission intensities

and OLR(CR1) for 26 October 2014. The horizontal and vertical axes show

LT and periods in hours. The normalized logarithmic power values are plotted

and the scale is shown on the right.

As can be seen form Figure 4.7, the duration of occurrence of the gravity

wave periods of around 4-hours in O2 (94 km), Na (92 km), and OH (87 km)

nightglow intensity were centered around 2436 (0036 LT of 27 October 2014),

2348, and 2300 LT of 26 October 2014, respectively. Although the periods

observed at three different altitudes in the nightglow intensities are similar,

it is noteworthy that their occurrence peaks are delayed as we move towards

higher altitudes suggesting propagation of the waves from below. This is con-

sistent with the downward propagation in phase that was shown in Figure 4.4.
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Figure 4.7: Normalized wavelet spectra of the corresponding zero mean unit vari-
ances of the O2, Na, and OH nightglow emission intensities as shown in Figure
4.4(g-i) and OLR(CR1) showing temporal evolution of the periods seen in Figure
4.5. The peak power which are within the cone of influence in around 4-hour com-
mon GW period can be seen in O2, Na, OH nightglow and OLR(CR1) datasets at
around 2436 (0036 LT of 27 October), 2348, 2300 LT, and 1630 LT, respectively on
the night of 26 October 2014. The white dashed line shows the shift in 4-hour period
with respect to the altitude due to the vertical propagation of the wave generated
in the troposphere.
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Considering the 4-hour period and the cone of influence of the wavelet analyses

for all these emission wavelengths a white dashed line is drawn (between O2

and OH emission altitudes) in Figure 4.7 to indicate the time delay in the 4-

hour period and hence the upward propagation of gravity waves due to cyclone

effect below at tropospheric altitudes.

In estimating vertical wave characteristics we have considered OH and O2

emission altitudes, and the vertical phase speed and wavelength turn out to be

1.22 ms−1 and 17.76 km which are comparable to the downward phase prop-

agation speed (Figure 4.4) and vertical wavelength obtained from the zenith

intensity variations as discussed earlier. Further, the duration of occurrence of

the 4-hour wave in troposphere as seen in the OLR(CR1) data was found to

be centered around 1630 LT. Thus, the travel time of the TGW, which origi-

nated at CR1 of the cyclone Nilofar, to reach the highest of the mesospheric

emissions at 94 km turns out to be 8.1 hours.

While the vertical phase speed and wavelength calculated here are consis-

tent with the values obtained from the downward phase propagation (Figure

4.4) we have also carried out calculations to arrive at an independent esti-

mate of vertical wavelength using the GW dispersion relation [Hines (1960)]

with experimentally obtained values, as inputs, for this event. The observed

evolution time of around 4-hours common wave period obtained using wavelet

analyses have been used to calculate the horizontal phase speed of the wave.

Figure 4.8 shows a schematic of the geometry for a wave travelling from the

source region, CR1, towards Gurushikhar (1103 km away in ∼59o from east).

Let point A be the location of CR1 (16oN, 67.5oE) from where the gravity waves

are set off. As described above, they are seen by our instruments located at

Gurushikhar, Mount Abu (24.6oN, 72.8oE), identified as ‘C’ in this schematic.

From a perpendicular line dropped from ‘C’ cuts the latitude of ‘A’ at point

‘B’ (16oN, 72.8oE). Assuming a planar geometry the distances AB and BC

turns out to be 566 and 946 km for a given distance of 1103 km between AC,

and the angle of propagation of waves is 59o towards north as measured from
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east.
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Figure 4.8: Schematic showing the wave propagation direction and distance from
the source region to the observational location.

The horizontal phase speed, ch, and horizontal wavelength, λh, can be

calculated using the following relations:

ch=
d

t
and λh=chτ (4.2)

where, d is the distance from CR1 to Gurushikhar and t is the time differ-

ence in the peak occurrences of the coherent period between OLR(CR1) and

O2 intensities which is 8.1 hours. Hence, the horizontal phase speed (ch) is

found to be 37.8 ms−1. Considering this speed, ch, and the measured wave

period (τ) of 4.06 hours, the horizontal wavelength (λz) turns out to be 553

km. As these are of gravity wave regime, it is expected that they would follow

the linear dispersion relation of the GW given by Hines (1960), which is:

kz
2 =

N2

(u− c)2
− kh

2 − 1

4H2 (4.3)

where, kz (=2π/λz) is the vertical wave number, with λzbeing the vertical
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wavelength, N is the Brunt-Väisälä frequency, u is the background wind ve-

locity, c is the GW phase velocity, kh (=2π/λh) is the horizontal wave number,

λh is the horizontal wavelength, and H is the scale height.

This dispersion relationship is used to derive the vertical wave characteris-

tics of the TGW using the horizontal characteristics, measured temperatures,

and model winds as inputs for the night of 26 October 2014. On this night

NIRIS measured nightly mean temperature of 197 K corresponding to 94 km,

yield the value of the scale height (H=kT/mg) to be 5.94 km, the Brunt-

Väisälä frequency (which is given as N2=2g/5H ) to be 6.42 x 10−4 rad2sec−2

(corresponding to a Brunt-Väisälä period of 4.14 minutes). The meridional

and zonal components of the neutral winds as obtained from Horizontal Wind

Model HWM14 [Drob et al. (2015)] at an altitude of 94 km at CR1 for the

night of 26 October 2014 are shown in figure 4.9a.

The component of the resultant winds in the direction of Gurushikhar was

calculated by using meridional and zonal winds obtained from HWM14. The

vertical wave number, kz, and thus, the vertical wavelength, λz, were calculated

using equation 4.3 and the resulting values are shown in Figure 4.9b. As can

be seen from Figure 4.9b the values of λz decreased from a peak of ∼19 km to

3 km by 0200 LT of 27 October 2014, which can be understood to be due to

the changes in the direction and magnitude of the model winds. The vertical

wavelength as calculated from equation 4.1, which is 16.47 km, is shown as a

red dot in Figure 4.9b.

The time corresponding to the wave is taken as an average between its

initiation (1630 LT) and time of observation at O2 emission altitude (0036 LT

of 27 October). Considering the uncertainties in determining the wave period

(obtained using equation 2.24) and the minimum possible shift while deriving

the time difference in cross correlation between residuals of O2 and OH as seen

in Figures 4.4g and 4.4i the minimum and maximum vertical wavelength values

estimated are 15.09 and 18.51 km which is shown as a vertical error bar in

Figure 4.9b. It is both striking and encouraging to note that the independently
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Figure 4.9: (a) Nocturnal variation in meridional and zonal wind at 94 km altitude
as obtained from HWM14. (b) Nocturnal variation in vertical wavelength calculated
using GW linear dispersion relation with the HWM14 winds (shown in panel (a))
and measured mesospheric temperature values from NIRIS as inputs. The red dot
show the vertical wavelength derived from ground-based optical observations.

estimated values of λz and that obtained by observations show a very close

match. Using the measured λh and λz, the vertical propagation angle, θv, is

found to be around 88o (as θv=tan−1(kz/kh)).

It is intriguing to note that the OI green line emission which emanates

a few kilometers above the O2 emission altitude did not show the common

periodicity of around 4-hours as seen in O2, Na, and OH nightglow emissions.

It is known that as the GW propagates up into the atmosphere its energy is

dissipated primarily due to viscous drag and wind shears. In this regard, an

estimate was made to understand the minimum requirements for the vertical
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propagation of GWs. The minimum vertical wavelength, (λz)min, required to

propagate upwards overcoming the viscous drag is calculated using following

relation [Pitteway and Hines (1963); Beer (1974)]:

(λz)min = 25.386×
√
η

N
(4.4)

where, η is the coefficient of kinematic viscosity measured in m2s−1 and

N is the Brunt-Väisälä frequency. η has been estimated using the following

relation [Dalgarno and Smith (1962)]:

η =
3.34 × 10−7 × T0.71

ρ
(4.5)

where, ρ is the mass density measured in kgm−3. The mass densities (ρ) at

94 and 100 km altitudes are calculated as 1.831×10−6 and 6.917×10−7 kgm−3

using NRLMSIS-00 for the location of CR1 for the night of 26 October 2014 and

therefore, η at these altitudes are estimated to be 7.76 and 20.55 m2s−1. N at

these altitudes is calculated to be 4.025×10−3 and 4.22×10−3 sec−1. Therefore,

from equation 4.5 the minimum vertical wavelength (λz)min which can exist

in the Earth’s atmosphere at 94 and 100 km altitudes are 1.14 and 1.77 km,

respectively. It is to be remembered that (λz)min calculated using equation

4.5 considers only the static atmospheric conditions. Figure 4.9b shows the

nocturnal variation in λz, all through the night on 26 October 2014, which

were well above the minimum value of λz discussed above and therefore, it is

unlikely that viscous drag would have caused its dissipation.

Thus, the absence of the signature of the 4-hour wave in OI emission is

most likely due to wind shear mechanism in the heights below that of OI

emissions. In this regard, TIDI (TIMED Doppler Interferometer) winds that

were available on that night were looked into. The data available closest to the

observational station were at 30.6oN, 55.1oE and 15.5oN, 57.2oE at 16.46 LT

and 16.53 LT, respectively, which are shown in Figure 4.10. These passes do

show presence of shears in the altitude range of 97 km to 102 km in the zonal
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and meridional winds. Although, these measurements were not collocated with

the optical observational site, it can be assumed that similar situation might

have prevailed around the site and hence, most likely these shears prevented

the waves from propagating upwards.

Figure 4.10: TIDI (TIMED Doppler Interferometer) winds at the Lati-
tude/Longitude/LT shown in the panels. The presence of shear in the zonal/ merid-
ional winds can be seen.

By using ray trace simulations of Alexander (1996) it was shown that the

travel time of TGW for cyclone Mahasen from the tropospheric source to the

OH airglow layer was in the range of 2-7 hours [Yue et al. (2014)]. It was also
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shown that during favorable wind conditions these waves can propagate to large

distances (1500 km away from the source) with horizontal phase speeds of 75

ms−1 in a travel time of around 5-hours. These wave characteristics derived

from ray-trace simulation studies are broadly consistent with the parameters

derived from the present measurements.

None of the earlier studies, however, presented the possible magnitudes

of vertical wavelength of the GWs present during cyclonic activity. Major-

ity of earlier studies estimated the GW characteristics through simulations,

or ray-trace calculations, or by comparing with satellite- and ground-based

measurements. It is known that parameters derived by such comparisons of

measurements from satellite- and ground-based instrumentation are limited by

assumptions in terms of geometric projections.

In the present work, however, we have experimentally obtained param-

eters of TGW in the mesosphere that existed during cyclone Nilofar using

high cadence optical measurements from a single location, which is expected

to minimize the uncertainties in the parameters derived. It is understood

that derivation of these parameters experimentally using ground-based optical

measurements are restricted to clear sky conditions, especially during large

convective events. In that regard it was fortuitous that the ground-based op-

tical observations from Gurushikhar were possible on the night of 26 October

2014 which provided the much needed information prevalent during such a

convective activity.

4.7 Conclusion of Vertical Coupling of Atmo-

spheres During Cyclone Nilofar

Spectroscopic measurement of nightglow emission intensities carried out from

Gurushikhar, Mount Abu, in India using O2(0-1) and OH(6-2) bands which

emanate from 94 and 87 km altitudes were obtained from NIRIS showed un-
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usual nocturnal variation on the night of 26 October 2014 compared to other

nights during 16–27 October 2014. Concurrent measurements of sodium night-

glow emission intensities (which emanate from 92 km) carried out using CMAP

also showed a distinct nocturnal variation on that night which was different

from those on other nights. To ascertain the reason for the observed unusual

variations in these nightglow intensities we have performed Lomb-Scargle peri-

odogram and wavelet analyses to investigate the periodicities present and their

duration of occurrence in these datasets. On the night of 26 October 2014 a

common wave period of around 4-hours was observed in mesospheric altitudes

as derived from the O2, OH, and Na nightglow emission intensity variations.

The Kalpana-1 infrared images and the derived OLR fluxes (Figure 4.2)

showed a strong convective activity in the Arabian Sea with two cyclonic cen-

ters at CR1 and CR2 and were 1103 km and 1665 km away from the optical

observational location on 26 October 2014. Spectral analysis carried out on

the OLR(P) values (averaged for ±1o in longitude and -1o in latitude) that

were obtained at close proximity to the observing station showed a statisti-

cally significant 4.45±0.14 hour period. The periodicities in the OLR(CR1)

and OLR(CR2) have been found to be 3.91±0.13 and 5.46±0.12 hours, respec-

tively.

Spectral analysis performed on the O2, Na, and OH nightglow intensities

and OLR(P) for each of the nights during 16–27 October 2014 showed varying

periods of GWs. It is striking to note a common coherent period of approxi-

mately 4-hours in the three different mesospheric nightglow emission intensities

and OLR(CR1) on the night of 26 October 2014 (Figure 4.5). These obser-

vations add credence to the inference that the TGW seen at the mesospheric

heights must have originated from the strong convective source during cyclone

Nilofar and propagated from the troposphere to the mesospheric heights. The

residual of mesospheric intensities also showed a downward phase propagation

which indicates that the GW was travelling upwards. Cross correlation analy-

sis between the residuals of O2 and OH revealed an offset in the phase by 1.73
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hours. From these experimentally derived values the vertical phase speed (cz)

and wavelength (λz) is calculated to be 1.13 ms−1 and 16.47 km.

The duration of occurrence of the GW periods at these altitudes have been

obtained using wavelet analysis and these times were found to be centered

around 2436, 2348, 2300, and 1630 LT in O2, Na, OH airglow intensities and

OLR(CR1), respectively. Using the parameters obtained in this study, hor-

izontal phase speed (ch) and wavelength (λh) of the TGW observed at the

mesospheric height over Gurushikhar, Mount Abu were found to be 37.8 ms−1

and 553 km, respectively.

We have also calculated the vertical wavelength (λz) using linear GW dis-

persion relationship which showed horizontal wind velocity dependent noctur-

nal variations with a peak to be around 19 km for an hour after sunset. It

should also be noted here that the OI 557.7 nm green line nightglow emission

intensity variability does not show the presence of around 4-hour periods on

the night of 26 October 2014. This suggests that the wave observed at the O2

emission altitude would have dissipated below OI 557.7 nm emission layer be-

cause its propagation was adversely affected by wind shears that were present

at those altitudes. Thus in this work, we report on all the GW parameters

(τ , ch, λh, cz, λz, and θv) which were obtained experimentally from ground-

based optical data that exist during a tropical cyclone. The study presented

here provides an unambiguous signature of the propagation of tropical cyclone

generated gravity wave up to the mesospheric heights during cyclone Nilofar.

4.8 Anomalous Increase in O2 Temperatures

4.8.1 Introduction

From NIRIS observations of around one year it is seen that, in general, T(O2) is

lower than T(OH) which is the synoptic picture of the mesospheric temperature

structure. This also indicates that the height of mesopause is above that of
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the O2 emission layer (∼94 km). However, it was also observed that there are

several occasions when T(O2) is greater than T(OH) which can happen if:

1. The altitude of mesopause is below that of O2 emission layer (∼94 km)

[e.g., Venkat Ratnam et al. (2010)].

2. Mesospheric temperature inversions (MTIs) [e.g., Hauchecorne et al.

(1987)] also known as mesospheric inversion layers (MILs) [e.g., Meri-

wether and Gardner (2000)].

3. Large scale circulation in the MLT region [e.g., Meriwether and Gerrard

(2004)].

One or more of these processes can act in tandem as well to enhance tem-

perature at O2 emission altitude regions in comparison with that of OH.

As discussed in Chapter 1, the mesospheric temperature inversions are the

regions of enhanced temperatures above their normal values. They can have

a thickness of several kilometres and appear in MLT region of the low- and

mid-latitudes at any time of the year [e.g., Meriwether and Gerrard (2004)].

MTIs/MILs are mainly attributed to energy deposition of upward propagat-

ing tides and gravity waves [e.g., Hauchecorne et al. (1987); Meriwether and

Gardner (2000)] and chemical heat released in-situ by several exothermic reac-

tions [e.g., Meriwether and Mlynczak (1995); Meriwether and Gardner (2000);

Meriwether and Gerrard (2004); Ramesh et al. (2013)]. The mean location of

the mesopause over Gadanki (13.5◦N, 79.2◦E), in the Indian region is around

98 km (varying between 87 and 105 km) [Venkat Ratnam et al. (2010)]. That

study also found that there is a secondary minimum in the temperature profile

at 75-80 km. In between these two regions there is an increase in tempera-

ture (inversion) up to 85–90 km which are more prominent during equinoxes

(March/April and September/October). These MTIs/MILs show small sea-

sonal variation but they do show pronounced short-term variations. These

satellite-based measurements present an average picture of the MLT region



4.8. Anomalous Increase in O2 Temperatures 159

but do not describe their dynamics in shorter time scales. In order to un-

derstand short-time fluctuation in the MLT temperatures high data cadence

observations are required.

4.8.2 Observations

In order to investigate the MTIs observed using NIRIS derived temperatures

from Gurushikhar, Mount Abu, the differences in T(O2) and T(OH) on the

night of 16 April and 6 May 2013 are shown in Figure 4.11a and 4.11b.

Figure 4.11: The difference in T(O2) and T(OH) on the night of (a) 16 April 2013,
and (b) 6 May 2013. Temperature inversion on both nights can be noted mainly in
the pre-midnight hours.

It can be seen that the difference in temperatures is positive for around

2.5 hours after the sunset (1930 to 2200 LT) on the night of 16 April 2013

and for around 3.5 hours (1930 to 2300 LT) on the night of 4 May 2013. The

peak temperature difference observed on these two nights is around 30K. We

have seen vertical propagation of waves on these two nights which is confirmed

by the downward phase propagation in the residuals of O2 and OH emission

intensities (Figure 2.16). Hence, the cause for the observed temperatures inver-

sions on these nights can be attributed to upward propagating gravity waves

as discussed above.
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4.8.3 Results

In order to assess the general behaviour of such temperature inversions in

the mesosphere, we have considered all the data obtained in the year 2013 to

characterize the different possibilities that exists. Some new developments in

terms of mesospheric temperature dynamics have come to light owing to the

high cadence simultaneous measurement of T(O2) and T(OH). Different cases

are made based on the mesospheric temperatures and nightglow intensities

data obtained from NIRIS which are listed below. Based on the statistics of

these cases an attempt is made to attribute the cause of observed enhancement

in the O2 temperature as compared to OH temperatures.

Case 1: Difference between the temperatures at O2 and OH emission al-

titudes [T(O2)-T(OH)] is positive and vertical propagation is seen in the O2

and OH emissions (as shown for the nights of 16/04/2013 and 04/05/2013).

The source of such temperature enhancements (MTIs) could be attributed to

vertical propagation of waves.

Case 2: Difference between the temperatures at O2 and OH emission alti-

tudes [T(O2)-T(OH)] is negative and vertical propagation not seen in the O2

and OH emissions (as seen for night of 15/04/2013; Figure 4.12 left column).

This would be an ‘unperturbed’ quiet time synoptic mesospheric behaviour.

Case 3: Difference between the temperatures at O2 and OH emission alti-

tudes [T(O2)-T(OH)] is negative and vertical propagation seen in the O2 and

OH emissions (as seen for night of 01/05/2013; Figure 4.12 middle column).

Such type of cases would negate the argument (Case 1) of source for observed

MTIs to be the vertically propagating gravity waves from below.

Case 4: Difference between the temperatures at O2 and OH emission alti-

tudes [T(O2)-T(OH)] is positive and vertical propagation not seen in the O2

and OH emissions (as seen for night of 03/05/2013; Figure 4.12 right column).

Such behaviour has been considered as a signature of in situ chemical heating

as the source for MTIs.
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The mesospheric temperatures on the night of 04/05/2013 discussed in

earlier paragraph and shown in Figures 4.11 represent the behaviour as in

Case 1. The existence of vertical propagation on this night was shown in

Chapter 2 (Figure 2.16).

In Figure 4.12 the other three cases as defined above have been shown in

which the nights of 15/04/2013, 01/05/2013, and 03/05/2013 represent the

Cases 2, 3, and 4, respectively, and are shown in three different columns. The

subplots in rows of Figure 4.12 represent the differences in T(O2) and T(OH),

O2 and OH emission intensities, residuals of O2 and OH emissions (as obtained

by similar method shown in Figure 4.4 and 4.5), and the periodicities in O2

and OH emissions. As can be seen from Figure 4.12a T(O2) is less than T(OH)

for most of the duration which means that no temperature inversion is seen

on the night of 15 April 2013. Also, this night does not show common periods

in I(O2) and I(OH) and hence, no vertical propagation seems to exist. Such

scenario describes the quiet time synoptic mesospheric behaviour. However, on

the night of 01/05/2013 no temperature inversion is seen but this night does

show signatures of vertical propagation of GW as they show common wave

periodicities of around 1.5 hours in O2 and OH emissions and their residuals

show downward phase propagation. Such observations indicate that vertical

propagation in waves need not be responsible for MTIs.

The night of 03/05/2013 does show the temperature inversion wherein the

difference between the temperatures [T(O2)-T(OH)] is positive for around 3.5

hours (from 1930 to 2300 LT) with peak value of around 32 K. This night,

however, does not show the common periods in O2 and OH emissions and

hence, no vertical propagation of wave seems to exist. Such cases have been

interpreted as the signature of chemical heating to be the cause of observed

MTI. These different cases shown above indicate that the temperature inver-

sions in the O2 emission altitude could be either due to the effect of upward

propagating waves or due to chemical heating when the vertical propagation

is not seen. It is also possible that even when vertical propagation is seen the
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Figure 4.12: The five rows in the different subplots represent the difference in
T(O2) and T(OH), I(O2) and I(OH), residuals of O2 and OH emission intensities,
and the periodicities present in the O2 and OH emission intensities, respectively.
These nights are chosen to show three Cases (2, 3, and 4). (Left column) represents
Case 2 in which observation on the night of 15/04/2013 are shown. On this night,
both temperature inversion and vertical propagation are not seen. (Middle column)
represents Case 3 in which temperature inversion is not seen but the vertical propa-
gation is observed. (Right column) represents Case 4 in which temperature inversion
is seen but the vertical propagation is not seen. It should be noted that to determine
the periodicities that are present at O2 and OH emission altitudes we have used the
same method as described in Chapter 2 (Figure 2.15 and Figure 2.16).

source of chemical heat might also be operative to form the MTIs.

NIRIS was running on a continuous mode from Gurushikhar throughout the

year 2013 wherein a total of 234 nights of observations were possible excluding

monsoon and moonlit periods. We have carried out statistical distribution of

all four cases defined above. Similar plots as shown in Figure 4.12 were made

for all nights of observations in the year of 2013. In this study it was found

that:

1. Out of 234 nights of observations those nights which belong to Cases 1,
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2, 3, and 4 are 17, 154, 23, and 40, respectively.

2. The nights on which the temperature inversion and the vertical propaga-

tion both are not seen are maximum in number (Case 2, 65.8%), followed

by the nights in which temperature inversion is seen but not the vertical

propagation (Case 4, 17.1%).

3. Those nights in which temperature inversion is not seen but vertical

propagation is seen (Case 3) are around 9.8% followed by those nights in

which both temperature inversion and vertical propagation are observed

(Case 1, 7.3%).

Based on the present statistics it appears that chemical heating in the meso-

sphere could be a more probable cause for the observed MTIs in comparison to

vertical propagation. Moreover, the cases for and against vertical propagation

as the cause for MTI are nearly equal (Case 1 and Case 3). Therefore, at

this stage it is difficult to ascertain if the excess energy carried upwards to the

mesosphere is not deposited there but transported to altitudes higher above.

This could explain the absence of MTIs on the night of the existence of ver-

tical propagation. Answers to all these aspects require supporting simulation

studies. These will be attempted in the future.

4.9 Summary

In this chapter, we have discussed that how various altitudes of the Earth’s

atmosphere are vertically coupled due to upward propagating waves of various

time scales that are generated in the lower atmosphere. The vertical coupling

of the atmospheres is shown to exist during cyclone Nilofar which occurred in

Arabian Sea during 25–31 October 2014. The various gravity wave parameters

are experimentally derived using simultaneous multi-wavelength ground-based

and satellite-based observations. Experimentally derived vertical wavelength
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of the GWs present during cyclone Nilofar was found to be in good agreement

with independently estimated values based on the Hines dispersion relation.

Possible causes for the observed mesospheric temperature inversion from

NIRIS data are discussed and different cases are made to carry out statistical

study of the causes of the observed MTIs. Using a total of 234 nights of

observations carried out in the year 2013 statistical distribution of all four

cases which are defined based on the difference in O2 and OH temperatures

and the vertical propagation of the waves are investigated. The statistical

result indicates that chemical heat release in the mesosphere on some nights

to be a more probable cause for the MTIs.

In next Chapter, the results related to the latitudinal coupling of the meso-

spheric region during SSW events will be discussed. The results presented in

the next Chapter are mainly based on the NIRIS observations, SABER derived

mesospheric temperatures for over 10 years of observations, and few supple-

mentary data sets.
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Mesospheric Temperature

Variations During SSW Events

5.1 Background

The results discussed in earlier Chapters were mainly obtained from the ground-

based observations which were related to the understanding of large- and short-

timescale variations in the mesosphere, solar effects in the mesosphere, statis-

tical characterization of gravity wave parameters, and vertical coupling of the

atmospheres under varying atmospheric conditions.

In this Chapter, the focus is to understand the global nature of mesospheric

temperature variability during SSW events. The phenomenon of sudden strato-

spheric warming (SSW) has been introduced in Chapter 1 wherein, we have

briefly discussed its causative mechanism, and some of the effects in the MLT

region. As briefed in Chapter 1, even though SSW is a northern hemisphere

high-latitude phenomena, various altitudinal and latitudinal regions of the

Earth’s atmosphere can be affected during SSW events. In addition to NIRIS

observations, the results presented in this Chapter are based on the data ob-

tained from multiple satellite-based observations, and MERRA data sets. The

results obtained on the nature of latitudinal variation of mesospheric tempera-

165
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tures during SSW events which are based on 11 SSW evets that occurred during

2004 to 2013 will be discussed. It has been found that during SSW events the

well-known mesospheric cooling over the northern hemispheric high-latitudes

turns to heating over mid-latitudes and then reverts to cooling closer to equa-

torial regions. This trend continues into the southern hemisphere as well.

These variations in the mesospheric temperatures at different latitudes have

been characterized based on northern hemispheric stratospheric temperature

enhancements at high-latitudes during SSW periods. Such a characterization

in mesospheric temperatures with respect to latitudes reveals an hitherto un-

known intriguing nature of the latitudinal coupling in the mesosphere that gets

set up during the SSW events.

5.2 Introduction

As discussed in Chapter 1, SSW is a large-scale phenomenon that occurs mostly

in the northern hemispheric polar stratosphere during winter time, and is char-

acterized by a drastic rise in temperature within a few days. An SSW event

is called ‘minor’ if the mean temperature at or below the 10 hPa pressure

level (∼32 km) poleward of 60o rises by at least 25 K within a period of a

week. An event is considered as ‘major’ if, in addition to increased tempera-

ture, zonal mean eastward winds reverse at these altitude and latitude region

[McInturff (1978); Labitzke (1981)]. SSW is attributed to the interaction of

zonal winds with vertically propagating planetary waves (PWs) forced from

the troposphere and their effect in terms of quasi-16-day waves have also been

seen to be present over low- and equatorial-latitude E- and F-regions of the

ionosphere [e.g., Laskar et al. (2014)].

It has also been shown that the westward acceleration of zonal winds over

northern hemispheric high-latitudes occurs during SSW periods in the presence

of PWs [Matsuno (1971)]. Further, it has been shown that during SSW events

mesospheric cooling occurs at high-latitudes [Labitzke (1972), Labitzke (1981)],
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which has also been confirmed by the OH airglow temperature measurements

over both northern and southern hemispheres (NH & SH) [e.g., Walterscheid

et al. (2000); Azeem et al. (2005)]. In the NH observation from Eureka, Canada

(80oN, 86oW) mesospheric cooling of ∼25 K was observed during 13 to 14

February 1993 [Walterscheid et al. (2000)] while, measurements over South

Pole station in Antarctica showed a decrease in mesospheric temperatures of

∼ 15 K prior to the stratospheric warmings of May 1995 and July 2002 [Azeem

et al. (2005)].

Moreover, by comparison of SABER temperatures at different pressure lev-

els it was noted that while the stratospheric temperature at 10 hPa pressure

level increased over several days, the mesospheric temperature (in the 0.3 to

0.01 hPa pressure range) decreased simultaneously during 2002 SSW period

over SH at 80oS latitude [Siskind et al. (2005)]. Further, a new meridional

circulation has been found to get set in the MLT region during SSW events

owing to the concomitant increase in the lower thermospheric temperatures in

the altitudes above cooler mesopause in high-latitudes [Laskar and Pallamraju

(2014)]. Thus, it is imperative that a comprehensive investigation on latitudi-

nal distribution of mesospheric temperatures be carried out, especially during

SSW events.

Greater information on mesospheric temperatures and winds are available

at high-latitudes compared with those at equatorial-, low- and mid-latitudes for

the periods during SSW events. Lower mesospheric temperatures at equatorial-

latitudes were first obtained using rocket-sondes from Thumba (8.5oN, 76oE),

in India, wherein it was reported that occasional warmings occur in the up-

per stratosphere and lower mesosphere during SSW periods [Mukherjee and

Ramanamurty (1972)]. Recently, for 2009 SSW event using Rayleigh lidar ob-

servations a warm mesospheric condition has been reported [Sridharan et al.

(2010)] over Gadanki (13.5oN, 79.2oE), a low-latitude location in India. These

observations were also found to be consistent with the SABER derived temper-

atures obtained over the same location. In all these studies the temperature
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behaviour at altitudes below 80 km was investigated. Due to the paucity

of continuous ground-based measurements of mesospheric temperatures over

equatorial- to mid-latitudes, the behaviour of the mesosphere during SSW pe-

riods at these latitudes is not well-understood.

In this study, we have used high cadence NIRIS derived mesospheric tem-

peratures from a low-latitude location (Gurushikhar), satellite derived global

distribution of mesospheric temperatures from SABER, OSIRIS, and SOFIE,

and stratospheric temperatures and zonal winds as derived from Modern Era

Retrospective-analysis for Research and Applications (MERRA) datasets to

characterize the behaviour of mesospheric temperatures along the North-South

meridian in both the hemispheres. Stratospheric temperatures and winds at

high-latitudes (>60oN) are considered as tracers of the stratospheric behaviour

in the NH and hence the occurrence of SSW events. In that regard the ob-

served stratospheric temperature enhancements and zonal wind reversals at

NH high-latitudes during SSW periods would indicate the prevalent planetary

wave activity.

5.3 Measurement Techniques

The results discussed in this Chapter are based on the NIRIS data, observations

from multi-satellite platforms, and reanalysis data. The details of these data

sets have been discussed in Chapter 2 and hence, are only listed below:

1. NIRIS derived mesospheric temperatures have been obtained from O2(0-

1) atmospheric and OH(6-2) vibrational band spectra which correspond

to altitude regions of 94 and 87 km, respectively. These observations

have been carried out from PRL’s optical aeronomy observatory at Gu-

rushikhar, Mount Abu (24.6oN, 72.8oE) during January 2013. For the

study reported in this Chapter zenith temperature measurements are

used.
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2. MERRA data have been used to obtain the stratospheric temperatures

poleward of 60oN and longitudinally averaged zonal wind at 60oN at 10

hPa pressure level (∼32 km).

3. SABER derived mesospheric temperatures for different latitudes obtained

for 11 SSW events have been used. The SABER data products are briefed

in Chapter 2. The estimated uncertainty in the SABER temperatures in

the altitude range of 80-100 km is ±4 K [Mertens et al. (2001)].

4. OSIRIS derived mesospheric temperatures during 2009 and 2010 major

SSW events have been used.

5. SOFIE derived (level 2A) mesospheric temperatures in the polar lati-

tudes (65o-85oS/65o-85oN) have been used.

5.4 Observations

In this section, it is described that how the observed features in the NIRIS de-

rived temperatures in January 2013 provided motivation for a wider investiga-

tion to understand the behaviour of global large-scale mesospheric temperature

distribution that exists during SSW events. In this study, SSW temperatures

and winds at 10 hPa pressure level from MERRA and SABER derived meso-

spheric temperatures during eleven SSW events that occurred during the past

ten years (2004-2013) in the months of January and February have been used.

Of these eleven SSW events, six were major and five were minor in nature.

5.4.1 NIRIS Temperatures for January 2013

The mesospheric nocturnal temperatures derived from O2 and OH using NIRIS

in the month of January 2013 during day of the year (DOY) 7-21 are shown

in Figures 5.1a and 5.1b, respectively. From Figure 5.1a it may be noted that
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the mesospheric temperatures at 94 km show higher values for DOY 7, 8, 16,

18, and 19 before midnight and gradually reduce later.

Figure 5.1: (a) NIRIS derived O2 rotational temperatures (at 94 km) over Gu-
rushikhar, Mount Abu for a few selected nights during SSW period are shown along
with the estimated uncertainty (∼±3K) at each of the datum points. (b) Similar
plot as in Figure 5.1a but for OH temperature (at 87 km). (c) Nocturnal mean
mesospheric temperatures derived from O2(0-1) atmospheric band for the month of
January 2013 (black line) and monthly mean (blue line) are shown. The red vertical
bar shows the range of the derived temperatures for a given night. (d) Similar plot
as in Figure 5.1c but for OH derived temperatures. It may be noted that meso-
spheric temperatures are elevated throughout the night (as shown in the range of
temperatures) during the SSW period.

From Figure 5.1b it can be seen that on 8 January 2013 the mesospheric

temperature enhancement is in the post-midnight period. On 16 January 2013

OH temperature enhancements are seen during pre-midnight hours and seem

to be reduced during post-midnight. All these observations show modulations

due to the presence of gravity, tidal, and planetary waves in the mesospheric

temperatures at these altitudes. On 17 and 18 January the OH mesospheric

temperatures are elevated for the duration of the data available in comparison

with the nocturnal mean temperature value for this month (discussed below).
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The dissimilar behaviour in the temperatures at these two altitudes is a re-

sult of vertically propagating gravity waves as discussed in Chapter 4. The

effects of PW type scale sizes on these altitudes are discussed here using these

temperature values, while the characterization of temperatures at these two

altitudes in the time scales of gravity and tidal wave regimes was discussed in

Chapter 3.

Figures 5.1c and 5.1d show nocturnal mean O2 and OH rotational temper-

atures during January 1-21 and January 1-29, respectively, together with the

range of the temperature on a given night. From these figures it can be seen

that mesospheric temperatures are elevated for several nights when compared

with the monthly mean values. Especially, the nightly average together with

the nightly range in the O2 and OH temperatures are enhanced during January

16 to 19 and January 16 to 26, respectively, when compared with the monthly

mean. This indicates to a significant additional source of energy to the low-

and mid-latitudes spanning several days.

Interestingly, the enhancement in the mesospheric temperatures as seen

from NIRIS data described here were found to be occurring during a ma-

jor SSW event (January 7–27, 2013; Figure 5.2h) which occurs at polar lat-

itudes. In this context, it is relevant to note that OH band emissions from

higher vibrational levels peak at higher altitudes [Savigny et al. (2012)]. Using

SCIAMACHY (SCanning Imaging Absorption spectroMeter for Atmospheric

CartograpHY on Envisat) data it was shown that the OH (6-2) emission rate

profile is typically vertically shifted upwards by 1-2 km relative to the OH (3-1)

band, and the OH (8-3) band is generally found to peak about 1 km higher

than the OH (6-2) band [Savigny et al. (2012)]. The O2(0-1) emission layer

is considered to be located at 94 km altitude [Murtagh et al. (1990)] and the

altitude of peak OH emission can be considered as 86.8±2.6 km [Baker and

Stair Jr (1988)]. Further, using OSIRIS data it has been shown that ground-

based OH temperatures can be affected by changes in the OH emission layer

height [Sheese et al. (2014)] which could lead to an uncertainty in tempera-
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tures of the order of ±2–4 K (and up to ∼7 K in extreme cases as seen during

2009 major SSW event over high latitudes). However, as it can be seen from

Figures 5.1c and 5.1d the enhancement in the NIRIS derived temperatures are

much larger and therefore are believed to be due to SSW related effects and

not by layer movement. This interpretation is confirmed by satellite-based

measurements (as shown below in section 5.5).

5.4.2 MERRA Temperatures and Winds for 2004-2013

In Figure 5.2, the stratospheric temperature (TS) in the polar cap region (pole-

ward of 60oN) and longitudinally averaged zonal wind (US) at 60oN from

MERRA are shown for the years 2004–2013 (from DOY 1 to 65). Six major

warming events occurred during the years in 2004, 2006, 2008, 2009, 2010, and

2013 wherein the zonal mean zonal winds at 60oN at 10 hPa pressure level

reversed from eastward to westward. Five minor events were observed in the

years 2008 (three events), and one each in 2011 and 2012, wherein the tem-

perature in the polar cap region at 10 hPa pressure level increased by more

than 25 K without any reversal of zonal mean zonal winds. In Figure 5.2 the

duration of all these events are marked by vertical dashed lines. A list of the

duration together with the peak temperature and the minimum zonal wind

during these periods is given in Table 5.1.

5.5 Results and Discussion

A description on the data analyses used, results obtained, and discussion on

the global effects that seem to be occurring in the stratospheric-mesospheric

system, especially during SSW times, will be presented in the following sec-

tions.
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Figure 5.2: Temperatures in the polar cap poleward of 60oN (TS) and longitudi-
nally averaged zonal wind at 60oN (US) at 10 hPa pressure level (∼32 km) obtained
from MERRA dataset for eleven SSW events which occurred during 2004–2013 that
are selected for present study. The first 65 days of data for each of the eight years
are shown. The duration of the SSW events are marked by vertical dashed lines.
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Table 5.1: List of SSW events considered for this study

Year DOY Range TSmax(K) USmin (ms−1)
2004 2-14 232.37 -14.67
2006 17-35 236.96 -26.15
2008(I) 21-28 234.69 19.42
2008(II) 32-41 230.42 29.03
2008(III) 43-50 228.12 10.77
2008(IV) 51-60 241.06 -14.58
2009 17-56 251.83 -31.08
2010 23-56 235.77 -6.92
2011 29-37 226.41 23.61
2012 14-26 234.77 6.57
2013 7-27 233.53 -12.29

5.5.1 SABER, OSIRIS, and SOFIE Temperatures for

2009 and 2013 SSW Events

The latitudinal coverage of the TIMED satellite is 135o, (83o and 52o in op-

posite hemispheres). Every 60 days the latitudinal coverage reverses due to

periodic yaw manoeuvre of the satellite [Russell III et al. (1999)]. The lat-

itudinal coverage of the SABER derived temperature data is approximately

from 55oS to 85oN for the eleven SSW events considered in this study. Thus,

the data are organized into a total of 15 ranges of 10o latitude from 80o–90oN

to 60o–50oS in the NH and SH. The SABER mean mesospheric temperatures

(longitudinally averaged in the range of 2o–142o and in the altitude range of

85–89 km) are obtained at each of the 10o latitudinal intervals for all the SSW

events considered in this study.

Similarly, OSIRIS derived mean mesospheric temperatures (with similar

longitudinal averaging as for the SABER data, but in the altitude range of

86–89 km) are obtained at each of the 10o latitudinal intervals for all major

SSW events. For all the given latitudinal ranges the daily mean mesospheric

temperature from OSIRIS is derived wherever the number of data points is

more than 10 for a given DOY.

The zonal mean mesospheric temperatures from SOFIE dataset are derived



5.5. Results and Discussion 175

with the latitude ranges poleward of 65o in both hemispheres for all the major

SSW events considered here.

In Figures 5.3a and 5.3b the blue coloured lines show SABER derived

daily mean mesospheric temperature values at all the 15 latitude ranges as a

function of DOY for the year 2013 and 2009, respectively, while the purple

coloured lines show the SOFIE derived mean mesospheric temperatures over

polar latitudes in both hemispheres. The dashed vertical lines in Figures 5.3a

and 5.3b show the duration of the SSW events (DOY 7–27 in 2013 and DOY

17–56 in 2009). The dashed horizontal lines in Figures 5.3a and 5.3b show

the mean mesospheric temperature (for a given latitude range) during the

DOY ranges as indicated above for the 2013 and 2009 SSW events. From

Figure 5.3a mesospheric cooling at high-latitudes (>60o) over the NH is clearly

seen during the SSW period especially during DOY 9–20 in both SABER and

SOFIE data. As one moves from high- to low-latitudes the mesospheric cooling

turn into mesospheric heating around mid-latitudes (during DOY 7–25 in 10o–

50oN latitude range) before turning again to cooling over equatorial latitudes

(during DOY 7–15).

The red coloured line in Figure 5.3a shows the NIRIS derived nocturnal

mean OH temperatures obtained at Gurushikhar, Mount Abu, which is over-

laid on the longitudinal mean mesospheric temperatures obtained from SABER

datasets for the latitude range of 20o–30oN. From Figure 5.3a the NIRIS de-

rived mesospheric temperatures are seen to be higher. This is not unexpected

as the temperatures obtained by NIRIS are over a small FOV (zenith) and

at a high data cadence as opposed to the SABER temperatures that are ob-

tained by averaging a large longitude range (2o–142o). An enhancement in

temperature is also noticed in the SH during DOY 10–23 (depending on the

latitude).

In Figure 5.3b similar behaviour in the SABER and SOFIE derived meso-

spheric temperatures is seen for the major SSW events of 2009. The meso-

spheric cooling at higher latitudes (>50oN) is clearly observed in both SABER
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Figure 5.3: (a) Longitudinally (2o-142o) averaged mesospheric temperatures (aver-
aged in the height range 85-89 km) derived from the SABER dataset at 10o latitude
interval (indicated in the top left of each sub panel) for both the hemispheres over
30 days (during DOY 1-30, 2013) are shown in blue coloured lines. NIRIS derived
OH temperatures from Gurushikhar are overlaid in red colour. Vertical scale is for
the bottom-most temperature variability, and the subsequent plots are shifted by
15 K. The horizontal dashed lines show the mean temperature values (for the DOY
ranges indicated in the Table 5.1) which are shown on the right side. SOFIE derived
zonal mean mesospheric temperatures at polar latitudes in NH and SH are shown by
purple coloured lines. (b) Similar plot as shown in Figure 5.3a but for 2009 major
SSW event in which in addition to SABER and SOFIE, OSIRIS derived mesospheric
temperatures are also shown by magenta coloured lines at different latitudes.

and SOFIE derived mesospheric temperatures. The OSIRIS derived meso-

spheric temperatures are shown by magenta coloured lines in Figure 5.3b for

the 2009 major SSW event since OSIRIS data are not available for 2013. For

2009 SSW event the OSIRIS temperatures are available in the SH from 10o S

to 90oS for the altitude, latitude, and longitude ranges as discussed above. As

can be seen from Figure 5.3b, the OSIRIS temperature trends for the given

latitudinal range matches well with the SABER and SOFIE data with some

differences in the absolute vales.
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5.5.2 SABER Temperatures for 2006 and 2010 Major

SSW Events

Similar to Figure 5.3 the latitudinal variations of mesospheric temperatures for

2006 and 2010 major SSW events are shown in Figures 5.4 and 5.5, respectively.

As can be seen from both the Figures the mesospheric cooling at high-latitudes

are quite evident for both major SSW events. The mesospheric warmings at

mid-latitudes are also seen during both major SSW events.
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Figure 5.4: Similar to Figure 5.3 but for 2006 major SSW event.
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Figure 5.5: Similar to Figure 5.3 but for 2010 major SSW event.

5.5.3 SABER Temperatures for 2011 and 2012 Minor

SSW Events

Similar to Figure 5.3 the latitudinal variations of mesospheric temperatures

for two minor SSW events of 2011 and 2012 are shown in Figures 5.6 and 5.7,

respectively. As can be seen form Figures 5.6 and 5.7 the mesospheric coolings

at high-latitudes are not as evident as seen during the major SSW events.
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Figure 5.6: Similar to Figure 5.3 but for 2011 minor SSW event.

5.5.4 SABER Temperatures for 2008 SSW Events

Similar to Figure 5.3 the latitudinal variations of mesospheric temperatures

for 2008 SSW event are shown in Figure 5.8. As can be seen from Figure 5.2,

2008 SSW event consists of three minor and one major SSW events. Since

2008 SSW event is a prolonged one mesospheric cooling at high-latitudes even

during minor events of 2008(I) and 2008(II) can be seen clearly.

It may be noted that the transitions from cooling to warming from high-

to low-latitudes in the NH and SH occur with some finite time delay indicat-
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Figure 5.7: Similar to Figure 5.3 but for 2012 minor SSW event.

ing a physical transport of energy from high-latitudes in the NH to different

latitudes extending to even those in the SH. Since the OSIRIS mesospheric

temperatures are only available every other day and the data cadence for the

SABER derived mesospheric temperatures are better. Therefore, further anal-

ysis has been carried out using SABER derived mesospheric temperatures.

The observed latitudinal behaviour of the variability in the mesospheric tem-

peratures has been characterized with respect to stratospheric temperatures

poleward of 60oN at 10 hPa pressure level during SSW events and is explained
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Figure 5.8: Similar to Figure 5.3 but for 2008 SSW event.

below.

5.5.5 Difference in Stratospheric vs Mesospheric Tem-

peratures for 2009 and 2013 SSW Events

The mean mesospheric temperature for a given latitude range was obtained

by averaging the temperature values over that latitude range for a week before

and after the SSW period. The differences in mesospheric temperatures at
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a given latitude range from the mean mesospheric temperatures (∆TM) are

calculated for all the 15 latitude ranges for a given SSW duration. Similarly,

the deviations in stratospheric temperatures (∆TS) from the mean value (cal-

culated by averaging TS over 60o–90oN for one week before and after the SSW

event) are obtained using the MERRA dataset. As discussed earlier, there is

a time delay in mesospheric response to the SSW events at high-latitudes that

is different at different latitudes. Therefore, we have defined the post-SSW

period as the one when the longitudinally averaged zonal wind at 60oN at 10

hPa pressure level for the major SSW events becomes close to zero. The SSW

periods are summarized in Table 5.1 and are also shown by vertical dashed

lines in Figure 5.2 for all the eleven SSW events considered in this study.

As seen in Figures 5.3a and 5.3b the mesospheric temperatures at NH

high-latitudes show cooling up to 60o–70oN during the SSW event with dif-

ferent behaviour at other latitudes. Correlation analyses have been performed

between ∆TS at high-latitude and ∆TM obtained at different latitudes to in-

vestigate their interrelationships, if any. Figures 5.9a and 5.9b show the result

of such analyses for some chosen latitude ranges for the 2013 and 2009 major

SSW events, respectively.

In Figure 5.9, the horizontal and vertical axes represent stratospheric tem-

perature deviation, ∆TS, at high-latitude and mesospheric temperature dif-

ference, ∆TM , at different latitudes as discussed above, and each “+” symbol

represents a day during the SSW period. The slopes and the correlation coef-

ficient for each of the latitude ranges are also shown in the respective panels.

The high-latitudes (panels (i) and (ii) of Figures 5.9a and 5.9b) show a negative

slope which indicates that increase in stratospheric temperatures, ∆TS, is cor-

related with a decrease in mesospheric temperature, ∆TM ,which is consistent

with general understanding. It is clearly seen (panels (iii)) that for 20o–30oN

latitude range ∆TM increases with increase in ∆TS, indicating a mesospheric

heating with respect to stratospheric warming. For the 0o–10oN latitude range

∆TM decreases with increasing values of ∆TS (panels (iv)). These observa-
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Figure 5.9: (a) Differences in SSW temperatures (∆TS) over 60o–90oN at 10
hPa pressure level vs difference in mesospheric temperatures (∆TM ) for six selected
latitude ranges for 2013 SSW event as derived from SABER datasets. (b) Similar
plot as shown in Figure 5.9a but for 2009 SSW event.

tions show similar trends for all the major SSW events with different values of

the slope for individual major SSW events. While the mesospheric cooling over

high-latitudes during SSW has been reported in the literature, the excursions

in the mesospheric temperatures over other latitudes as detailed here have not

been reported before.

5.5.6 ∆TS vs ∆TM for Major and Minor SSW Events

from SABER Data

The analyses relating the observed ∆TM at different latitudes with ∆TS at

high-latitude as shown in Figure 5.9 for a few latitude ranges have been ex-

tended to all the 15 latitude ranges in Figure 5.10a. This Figure 5.10a includes



184 Chapter 5

the three major SSW events of 2009, 2010, and 2013 as these were stronger

and extended over a longer duration among the six major events considered

in this study. Similarly, in Figure 5.10b the combined behaviour of ∆TM with

respect to ∆TS for all five minor events at different latitude range is shown.
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Figure 5.10: (a) Difference in SSW temperatures (∆TS) over 60o–90oN at 10 hPa
pressure level vs difference in mesospheric temperatures (∆TM ) at 10o latitude in-
tervals as derived from SABER dataset from both the hemispheres for three major
SSW events of 2009, 2010, and 2013 for the durations as shown in Table 5.1. The
latitudinal coverage to derive ∆TM is shown in each plot in blue colour. The corre-
lation coefficients (R) and the slopes (S) of the line are also shown in each sub-plot.
A negative/positive slope with respect to an increase in ∆TS indicates mesospheric
cooling/warming at that latitude range. (b) Similar plot as shown in Figure 5.10a
but for all five minor SSW events as shown in Figure 5.2. A better correlation is
noted for major SSW events as compared to the minor ones.

Each “+” symbol in Figures 5.10a and 5.10b corresponds to a day dur-

ing SSW period. From these scatterplots, correlation analyses have been per-

formed and the slopes of the best fit lines obtained. The correlation coefficients

(R) between ∆TS and ∆TM together with the slope of the best fit lines (S)

are shown in each of the subplots in Figures 5.10a and 5.10b. It is apparent

from the mesospheric temperature behaviour as shown in Figures 5.3 to 5.8

that the transitions in temperature from high- to low-latitudes occur during
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different days (DOY’s as discussed above) and is a non-linear phenomenon.

Therefore, the linear fits shown in Figure 5.10 are a first order approximation

of the variability between ∆TS and ∆TM, and hence, show smaller ‘R’ values

than expected for a linearly varying phenomena.

Nevertheless, the slopes obtained by these linear fits do provide a broad

‘visual’ picture of the mesospheric temperature variability at different latitudes

with respect to the stratospheric temperature changes at high-latitudes during

SSW events. The slope (S) is positive if R is positive and vice-versa. Thus, the

slopes of the best fit lines indicate the effect of the stratospheric temperatures

enhancement (∆TS) on the mesospheric temperature differences (∆TM) at

different latitudes. As mentioned above, a negative/positive slope indicates

that there is a cooling/warming in the mesosphere in that latitude region. It

is seen from Figure 5.10a that the slope is negative to begin with in the NH

high-latitude (mesospheric cooling) and gradually turns positive (mesospheric

heating) in mid- to tropical-latitudes. At latitudes closer to the equator we

see a small negative slope, which, after crossing the equatorial-latitudes, turns

positive before again turning negative over SH high-latitudes. The change of

slopes from -1.05 at 85oN farther away from equator as compared to -0.37

at 55oS, indicates that the latitudinal temperature behaviour is asymmetric,

with respect to the equator. For major events (Figure 5.10a) it is seen that in

the NH, mesospheric cooling is seen up to 65oN, and the peak in mesospheric

heating occurs at 25oN. In the SH, the mesospheric warmings peak at ∼35oS

and change to mesospheric cooling at ∼45oS. It may be noted that for major

warming events (Figures 5.10a) there are stronger and systematic variations in

the slopes as compared to the minor events (Figures 5.10b). For minor events

the excursions of the slopes are in-and-around zero and the mesospheric cooling

at the higher latitudes is not apparent. For both major and minor events, the

SH mesospheric temperatures show smaller changes as compared to those in

the NH.
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5.5.7 ∆TS vs ∆TM for Major SSW events from SOFIE

and OSIRIS Data

Using SOFIE data ∆TM was calculated in a similar way as was done for

SABER data discussed in the previous section. Figure 5.11a shows ∆TS vs

∆TM scatterplot using SOFIE data, which includes all three major SSW events

of 2009, 2010, and 2013. As can be seen in this Figure the mesosphere in the

60o–80o latitude range for both NH and SH shows mesospheric cooling during

major SSW events, which is in accordance with the trends observed using

SABER data (Figure 5.10a for the NH). The data from SOFIE extends the

coverage by 20o latitude in the SH when compared with SABER.

As discussed earlier OSIRIS derived mesospheric temperatures are available

from 20o–85oS. ∆TM values have been calculated for every 10o latitudinal

intervals from 80o–90oS to 20o–30oS for 2009 and 2010 major SSW events

and are shown in Figure 5.11b with respect to ∆TS. The trends at different

latitudinal coverage are similar to those estimated by SABER (Figure 5.10a).

However, there are minor differences in the values of slopes which could be

due to the fact that the OSIRIS data are available for alternate days and data

for 2013 SSW event are not included in Figure 5.11b. Nevertheless, OSIRIS

provides data polewards of 55oS latitude which are not available from SABER

and the values of slope show a somewhat constant behaviour polewards of

55oS. This is in contrast to the steep slopes in the NH and is understood to be

a consequence of SSW being a NH phenomenon.

It is important to note that independently obtained mesospheric temper-

atures from satellites do show an increase in mesospheric temperatures over

tropical- to mid- latitudes during several major SSW events. These add cre-

dence to the ground-based NIRIS measurements that first indicated the exis-

tence of such a feature during the major SSW event of 2013.



5.5. Results and Discussion 187

−40

−20

0

20

40

−40

−20

0

20

40

S=0.05
R=0.27 ;−20_−30H

;iH

−40

−20

0

20

S=0.01
R=0.04 ;−30_−40H

;iiH

−40

−20

0

20

S=−0.39
R=−0.49 ;−40_−50H

;iiiH

−40

−20

0

20

S=−0.47
R=−0.54 ;−50_−60H

;ivH

−40

−20

0

20

S=−0.50
R=−0.60 ;−60_−70H

;vH

−20

0

20

S=−0.50
R=−0.65 ;−70_−80H

;viH

0 10 20 30 40
−40

−20

0

20

40

S=−0.41
R=−0.60 ;−80_−90H

;viiH

∆T
S

@c10chPac ;Stratosphericc<600−900>cN,cKH

<
−
−
−
−
−
−
−
−
−
∆

T
M

;M
e

s
o

s
p

h
e

ri
c
,c
K

H−
−
−
−
−
−
−
−
−

>

;bH

S=−0.77
R=−0.63

;60_80H;cNH;iH

−40

−20

20

0

S=−0.44
R=−0.65

;−60_−80H;cSH;iiH

−40

−20

20

0

10 20 30 40

∆T
S

@c10chPac ;Stratosphericc<600−900>cN,cKH

<
−
−
−
∆

T
M

;M
e

s
o

s
p

h
e

ri
c
,c
K

H−
−
−

>

;aH

Figure 5.11: (a) Same as in Figure 5.9 but for SOFIE data at two latitudinal
ranges in NH and SH for three major SSW events of 2009, 2010, and 2013 for the
durations as shown in Table 5.1 combined together. The trends seen in this figure
is in accordance with the one observed with the SABER data (Figure 5.10a). (b)
Same as in Figure 5.9 but for OSIRIS data for two major SSW events of 2009 and
2010 for the durations as shown in Table 5.1. In spite of lower data cadence as
seen in this figure compared to that as shown in Figure 5.10 from SABER data it is
interesting to note that the trends are similar at different latitudinal ranges. As one
move towards equator from SH polar latitudes the number of data points reduces.
Also, OSIRIS data shows that the slopes remain constant poleward of 55oS during
major SSW events.

5.5.8 Slope (∆TM/∆TS) vs Geographic Latitude for Ma-

jor and Minor SSW Events

To investigate the characteristic behaviour of individual events, plots such as

those shown in Figure 5.10, have been made for each of the eleven events
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considered in this study (plots not shown here) and the variations in their

slopes with respect to latitude are plotted in Figures 5.12a and 5.12b for major

and minor events, respectively.

The geographic latitudes marked in Figure 5.12 are the midpoints of the

15 latitude ranges. The values of the slopes as obtained from Figures 5.10a

and 5.10b are also shown as green coloured lines in Figures 5.12a and 5.12b

respectively, to indicate the typical behaviour for major and minor SSW events.

From Figure 5.12a it is clear that the NH polar mesosphere shows a cooling

trend during major SSW events and this can even extend to 50oN (as seen for

the 2009 SSW event). However, as one moves equatorwards the mid-latitude

mesospheric temperature shows warming effects. Closer to the equator, the

mesospheric temperatures again indicate cooling. This trend is similar for all

the major SSW events studied. Away from the equator towards mid-latitudes

in the SH, the mesospheric temperatures again start increasing. A transition

from mesospheric warming to mesospheric cooling is observed beyond the mid-

latitudes in the SH as well, similar to the NH.

SABER measured mesospheric temperature data in the SH are available

only up to 55oS but, from OSIRIS data (Figure 5.6b) it can be seen that the

mesospheric cooling further poleward of 55oS is constant. The mesospheric

warmings in the NH seem to be greater and distributed over a larger spatial

extent when compared with the SH. This is seen in the characteristic “double-

humped” structure in the slopes (∆TM/∆TS) with respect to the latitude

during major SSW events. During minor SSW events (Figure 5.12b) no signif-

icant trend is noticed in the slopes derived for different geographic latitudes.

During one of the minor SSW events of 2008 (marked as 2008 III in Figure

5.12b) the high-latitudes show warming, which turns to a cooling in the mid-

latitude in NH, whereas, high-latitude over SH shows warmings. During the

2012 minor event the mid-latitude NH shows significant mesospheric warming.

These two seem anomalous and at present, the reason for which is unknown.
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Figure 5.12: (a) Slopes (∆TM/∆TS) derived from analyses for each individual
major SSW event using SABER data with respect to the geographic latitude (Fig-
ure 5.10 shows the slopes obtained for three major events combined together). Six
major SSW events occurred during northern hemisphere winter months during 2004,
2006, 2008, 2009, 2010, and 2013. For the 2004 SSW period, the SABER derived
mesospheric temperature data are available only up to 60oN latitude. (b) Similar
plots as in Figure 5.12a but for the minor SSW events, which occurred during north-
ern hemisphere winter months for the three minor events of 2008, 2011, and 2012.
The green curves in Figures 5.12a and 5.12b show the slope values as obtained from
Figures 5.10a and 5.10b. One may note the “double-humped” structure in temper-
ature ratios with respect to the geographic equator during major SSW events. For
minor events, on an average, the slopes are in-and-around-zero.
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5.5.9 Relationship between SRL with TSmax and D with

TSmax

As can be seen from Figure 5.12, the variation in slopes at different latitudes for

different SSW events are organized in a similar fashion. However, to investigate

if there is any order in this behaviour with respect to the strength of SSW

events, the latitudes of slope reversals from negative to positive values in both

hemispheres as a function of peak stratospheric (at 10 hPa pressure level)

temperature (TSmax) poleward of 60oN are shown in Figure 5.13a. The slope

reversal latitudes (SRL) from positive to negative or vice-versa are very distinct

during major SSW events (as shown in Figure 5.12a). However, slope reversals

are not so evident during minor SSW events (Figure 5.12b). For the minor

SSW events the latitudes of slope reversals are found by considering either the

latitudes at which the slope is zero, or latitudes of trend reversals, if the slope

does not cross the zero level. The result of correlation between the peak SSW

temperatures (TSmax) and the latitudes of slope reversals in both hemispheres

in the poleward directions are plotted in Figure 5.13a.

Red/blue colour shows the best fit plots for NH/SH together with the R

values. From Figure 5.13a we find a linear relationship (R=-0.66) between

TSmax and the SRL in the poleward side of NH. It indicates that when TSmax

is large, the mesospheric cooling over high-latitudes in the NH extends further

towards mid-latitudes. From the same figure we find a linear relationship

(R=-0.45) between TSmax and the SRL in the poleward side of SH. The R

values are better in the NH as compared to the SH, possibly due to the fact

that the SSW events are NH phenomena. The relationship between SRL in

term of SSW strengths, TSmax, in the poleward direction in both NH and SH

considering all the eleven SSW events (including major and minor) are given

below:

SRLNH = −1.3× T Smax + 380.67 (5.1)



5.5. Results and Discussion 191

SRLSH = −0.44× T Smax + 151.25 (5.2)

where TSmax and SRL are measured in K and degrees, respectively. Equator-

ward transition latitudes have not been considered as they are not structured

as that of poleward transitions.
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Figure 5.13: (a) Peak stratospheric temperature achieved over 60o–90oN latitude
at 10 hPa pressure level for all the eleven selected SSW events are plotted with slope
reversal latitudes in the poleward direction in both hemispheres. (b) Latitudinal
difference in peak slopes of the “double-humped” structure as obtained from Figure
5.12 with respect to the peak stratospheric temperatures for all eleven SSW events
are shown, which indicate an inverse relationship between them.

From Figure 5.12 it is seen that the latitudes of peak positive slopes in

both the hemispheres are different for all the SSW events considered as the

strengths of each event differs from the other. TSmax during an SSW event and

the difference, D, between the latitudes of peak positive slopes in the NH and

SH (of the “double-humped structure”) are plotted in Figure 5.13b for all the

eleven SSW events. It is interesting to note that when TSmax is greater, the

latitudinal difference between NH and SH maxima in mesospheric warming at

mid-latitudes decreases and vice versa. TSmax and D are related linearly as:
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D = −2.62× T Smax + 709.5 (5.3)

where TSmax and D are measured in K and degrees, respectively.

Thus, through the characterization in this work, it can be appreciated that

just by the knowledge of TSmax (which is available in the public domain) a first

order approximation on the behaviour of latitudinal mesospheric temperature

structure can be made. From equations 5.1 and 5.2 the poleward transition

latitudes of mesospheric temperature (from cooling to heating) can be ob-

tained in both the hemispheres. From equation 5.3 the latitudinal difference,

D, between the peak positive slopes can be obtained for any SSW event. It

is known that the mesospheric temperature behaviour and its variation with

respect to latitudes (and altitude) is a non-linear process. In all the charac-

terizations attempted in this study, the behaviour of mesospheric temperature

has been made considering only a linear approximation. Nevertheless, this em-

pirical characterization is an attempt to obtain a broad picture of mesospheric

temperature variation with respect to latitudes during SSW events.

5.5.10 SABER vs CIRA Temperatures Comparison Dur-

ing SSW Events

Figure 5.14a shows SABER derived mean mesospheric temperature during the

periods shown in Table 5.1 for all the eleven SSW events as a function of geo-

graphic latitudes and are compared with the COSPAR International Reference

Atmosphere (CIRA-86) model [Fleming et al. (1990)]. CIRA model outputs

provide an estimation of temperature, zonal wind, and geopotential/geometric

height as a function of altitude from 0–120 km altitudes in the latitudinal range

of 80oS to 80oN.

The CIRA zonal mean temperatures have been averaged for the altitude

range from 84.8 to 89.2 km and over 10o latitudes for the months of January

and February and are shown as the red dashed line in Figure 5.14a together
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Figure 5.14: (a) Daily mean mesospheric temperatures derived from SABER data
during SSW periods for all the eleven SSW events considered in this study with
respect to geographic equator are shown. CIRA-86 derived temperature values av-
eraged for the month of January and February are also shown in dashed red line.
The CIRA-86 temperatures seem to overestimate/underestimate the values in the
NH/SH. (b) The differences in the SABER measured and CIRA-86 estimated meso-
spheric temperature for the month in which the SSW event occurred (except for the
2006 event which is used for validation as shown in panel c) are shown. A linear
relationship is also seen between T and geographic latitude. (c) SABER measured
mesospheric temperatures (black) for the event of January 2006 (see Table 5.1) to-
gether with the standard error, CIRA-86 derived mesospheric temperatures (dashed
red) for the month of January are shown. It may be noted that the CIRA estimated
temperature values are higher/lower in the NH/SH high-latitude than the SABER
measured value. The blue line shows the temperature values after accounting for
the corrections as arrived at in equation 5.4 (shown in Figure 5.14b) in the CIRA
derived values, which shows a better agreement with the SABER measured values.



194 Chapter 5

with all the eleven SSW events that occurred during these two months. The

temperature difference (∆T) between the observed (SABER) and the modelled

(CIRA-86) values for the months in which SSW events occurred have been

obtained and are shown in Figure 5.14b as a function of geographic latitude.

As seen from Figures 5.14a and 5.14b the CIRA-86 seems to overestimate

the mesospheric temperatures in the NH and underestimate them in the SH,

especially over high-latitudes. As it can be seen from Figure 5.14b, extreme

∆T values can be up to +20 K in the SH and -20 K in the NH showing a

large range, which is due to the fact that different SSW events have different

background conditions. A linear relationship has been obtained between the

correction to be applied, ∆T (in K) and geographic latitudes (in degrees) as

shown below:

∆T = −0.13× Lat− 0.37 (5.4)

It should be mentioned here that in obtaining the equation 5.4 we have not

considered the 2006 event as that event is used to validate this relationship. In

Figure 5.14c the SABER derived mesospheric temperature values for the year

2006 are shown as a black curve together with the standard error. As it can be

seen, the standard error is larger at NH polar latitudes showing large range of

variations in mesospheric temperatures during SSW period. The red dashed

curve shows the zonal mean mesospheric temperatures as obtained from CIRA

model for the month of January (averaged for the altitude range from 84.8 to

89.2 km and over 10o latitudes). To these CIRA values, the latitude dependent

correction shown by equation 5.4 has been applied and the resulting values are

shown by the blue coloured line. It can be seen that the correction shown by

equation 5.4 brings the CIRA modelled mesospheric temperature values closer

to the SABER measured values.
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5.6 Summary and Conclusion

Ground-based spectroscopic measurement of mesospheric rotational temper-

atures from O2 and OH bands originating at 94 km and 87 km altitudes as

obtained from NIRIS from Gurushikhar (24.6oN, 72.8oE), a low-latitude loca-

tion in India, showed enhanced temperatures (compared to their monthly mean

values) during the SSW event of January 2013. This led to a wider investiga-

tion to understand mesospheric temperature changes over low-latitudes and to

characterize the behaviour of mesospheric temperature variation as a function

of geographic latitude during an SSW period with respect to the stratospheric

(at 10 hPa pressure level) temperatures over high-latitude (60o–90oN). In this

regard, SABER derived mesospheric temperatures for eleven SSW events which

occurred during 2004–2013 have been considered. OSIRIS and SOFIE mea-

sured mesospheric temperatures are also considered, when available, and both

showed broad similarity in their behaviour with SABER data. A detailed

analyses of all of these independent measurements has revealed that there is a

mesospheric heating over tropical- to mid- latitudes, more so in the NH, dur-

ing major SSW events. All the major SSW events studied showed well-known

mesospheric cooling over NH high-latitudes. Closer to the equatorial-latitudes

the mesospheric heating turns into cooling and again turns to heating over

mid-latitudes in the SH before turning to cooling over the SH high-latitude

regions.

The “double-humped” structure in the mesospheric to stratospheric tem-

perature ratios (∆TM/∆TS) vs latitude is very clear during major SSW events

with two crests over tropical- to mid-latitudes and a trough over the geographic

equator. Mesospheric temperatures during minor events do not show forma-

tion of such “double-humped” structure. A relationship between slope reversal

latitudes (SRL) towards poleward side in terms of the peak SSW temperature,

TSmax, is obtained for both hemispheres [SRLNH = -1.3 × TSmax + 380.67

and SRLSH = -0.44 × TSmax + 151.25]. Further, it is found that the latitu-
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dinal difference (D) between the two crests in the observed “double-humped”

structure is related linearly with TSmax as: D = -2.62 × TSmax + 709.5.

It is also found that the CIRA-86 derived mesospheric temperatures over-

estimate the values in the NH and underestimate them in the SH as compared

to the SABER measured temperatures, which is more prominent at the higher

latitudes. A linear relationship has been obtained between the differences in

SABER and CIRA derived mesospheric temperatures (∆T) as a function of

latitude ∆T= -0.13 × Lat - 0.37; wherein ten SSW events have been consid-

ered. Thus, with just the knowledge of the peak SSW temperatures, TSmax,

the mesospheric temperature behaviour with respect to latitude can be deter-

mined and their magnitudes with respect to latitudes can be found by applying

the above mentioned correction to the CIRA model temperatures. Moreover,

from the results presented in this study, a hitherto unknown aspect of the rela-

tionship between stratospheric temperature at high-latitude and mesospheric

temperatures at different latitudes has been brought to light. These results

strongly support the interactions in stratospheric-mesospheric coupling and

high- to low-latitude coupling of mesosphere lower thermosphere region, espe-

cially during SSW events.
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Summary and Scope for Future

Work

6.1 Summary and Conclusions

The major objectives of this thesis were to investigate various interactions of

the Earth’s upper atmosphere using ground- and satellite-based observations

to understand the scientific objective that were set in Chapter 1. These goals

were accomplished by studying the waves and oscillations present in the MLT

region, solar and atmospheric influences in the MLT region, wave dynamical

coupling of atmospheres, mesospheric wave dynamics during cyclones, meso-

spheric temperature inversion and their possible causes, and latitudinal cou-

pling of the atmosphere during SSW events. Nightglow emission intensities at

multiple wavelengths, which emanate from different altitudes of the Earth’s up-

per atmosphere and OH and O2 derived mesospheric temperatures along with

some supplementary data have been used to address the scientific objectives

used in this thesis.

As discussed in Chapter 1, the Earths atmosphere is capable of sustaining

various timescales atmospheric waves. These atmospheric waves are generated

through disturbances in the lower atmosphere e.g., convection, orography, or
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thunderstorm and while propagating upwards to the upper atmosphere they

carry energy with them. They mostly break in the MLT region, deposit their

momentum, which causes changes in the winds and temperatures that can in-

duce large-scale circulations at those altitudes. Measurement of airglow emis-

sion intensities is an important tool to understand the dynamical process in the

Earths atmosphere since they respond to the density of the reactants involved

in the photochemical processes which in turn is affected by these atmospheric

waves. In addition to these waves, the Earths upper atmosphere is also influ-

enced by the incoming solar radiation. In this thesis, the effect of these two

forcing on the upper atmosphere, in general, and MLT region, in particular

has been studied under varying geophysical conditions. This Chapter summa-

rizes the main findings of the present thesis work that has been achieved using

ground- and satellite-based observations.

The present work has added new long-term and high cadence measurements

on the multi-wavelength nightglow emission intensities and temperatures using

in-house built spectrograph (NIRIS) and photometer (CMAP). NIRIS provides

spectral images of OH(6-2) Meinel and O2 atmospheric bands simultaneously,

from which nocturnal variation in nightglow emission intensities and temper-

atures corresponding to 87 and 94 km altitudes are derived. CMAP provides

nocturnal variation of nightglow emission intensities of Na (589.0 and 589.6

nm), OI 557.7 nm, and OI 630.0 nm emission emanating from peak altitudes

of about 92, 100, and 250 km. The details of NIRIS and CMAP and procedure

for retrieval of nightglow emission intensities and temperatures are described

in Chapter 2. In addition to these ground-based measurements, mesospheric

temperatures from SABER, SOFIE, and OSIRIS, OLR from Kalpana-1, and

stratospheric temperatures and winds from MERRA have been used in this

study.

The important findings that have emerged based on the scientific objectives

set in Chapter 1 (section 1.11) is summarized below:
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6.1.1 Atmospheric Waves and Coupling in the Earths

Upper Atmosphere

The results dealing with the vertical coupling of the atmospheres are discussed

in Chapter 3 and Chapter 4. Some of the main results that emerged from these

studies are:

1. In Chapter 3, we have seen that OH(6-2) and O2(0-1) band intensi-

ties and corresponding temperatures shows presence of short-timescale

(of gravity wave regime) variations. These GW periodicities have been

obtained from the nocturnal variations of these parameters for all the

individual nights for three years (2013-2015) of NIRIS observations from

Gurushikhar, Mount Abu. There are total of 437 nights of observation

from which GW periods ranging from 10 min to 3 hours are obtained.

These periods showed significantly different behaviour in intensities and

temperatures. In intensities it has been observed that GWs show the

presence of the 2 h and 15 to 20 min of periodicities in over 23% and

10% of nights, respectively. However, temperatures show 2 h and 20 to

60 min periodicities for over 18% and 12% of nights, and do not show

significant number of periodicities smaller than 15 min. These GW pe-

riodicities neither show any seasonal dependence nor any solar activity

dependence in their occurrence rate or in the time periods [Singh and

Pallamraju (2017b)].

2. In Chapter 4, we have addressed the question related to the vertical

coupling of the atmosphere during cyclone Nilofar which developed in

the Arabian sea during 25–31 October 2014. In this study, data obtained

from NIRIS, CMAP, and Kalpana-1 satellite have been used. Using

these multiple data sets obtained for 26 October 2014, not only was it

demonstrated that the Earths atmosphere is coupled through gravity

waves that were generated due to the cyclone Nilofar but also different



200 Chapter 6

gravity wave parameters that can be present during cyclonic storms (τ ,

ch, λh, cz, λz, and θv) were derived [Singh and Pallamraju (2016)].

6.1.2 Solar Influences in the MLT Nightglow Emissions

and Temperatures

From the production mechanisms that give rise to the O2 and OH band emis-

sions in the mesosphere (Chapter 1) it was reported that the O2 and OH

nightglow emission intensities are related to the concentrations of atomic oxy-

gen and ozone and hence, to the ultra-violet (UV) solar energy input that

is responsible for their photochemical production. Therefore, these emissions

are expected to show variations with the UV solar energy input and hence,

with solar activity. From the NIRIS derived nightglow emission intensities

and temperatures from over three years (2013-2015) of observations we have

seen presence of waves and oscillations of both the origins i.e., atmospheric and

solar. Spectral analyses of these O2 and OH intensities and the corresponding

temperatures showed statistically significant periodicities of around 150, 195,

270, and 420 days. The solar variations in this duration (F10.7 cm solar flux

and SSN) also displayed some of the periodicities (150, 190, 245, 380, and 410

days) that are present in atmospheric oscillations as well thereby revealing a

clear evidence of influence of solar activity on the mesospheric airglow emis-

sions and temperatures. In addition to these common periods, the O2 and OH

intensities also showed periods around 84, 95, and 122 days which are due to

the seasonal variations [Singh and Pallamraju (2017b)].

6.1.3 Mesospheric Temperature Inversions and their Pos-

sible Sources

NIRIS observations of around one year (2013) show that, in general, T(O2)

is lower than T(OH) which is the synoptic behaviour of Earth’s atmospheric

mesospheric temperature structure. However, it was also observed that there
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are several occasions when T(O2) is greater than T(OH) indicating the for-

mation of mesospheric temperature inversion layers. Based on the statistical

study, some preliminary results were discussed in Chapter 4, which indicate

that such formation of MTIs could be more probable due to chemical heating

in the mesosphere [Singh and Pallamraju (2017a)].

6.1.4 Global Mesospheric Temperatures During SSW

Events

In Chapter 5, we have shown how mesospheric temperatures varies latitudi-

nally during SSW events. NIRIS derived mesospheric temperatures from Gu-

rushikhar showed enhanced temperatures (compared to their monthly mean

values) during the SSW event of January 2013. This led to a wider investi-

gation to understand mesospheric temperature changes over various latitudes

and to characterize the behaviour of mesospheric temperature variation as a

function of geographic latitude during SSW periods with respect to the strato-

spheric (at 10 hPa pressure level) temperatures over high-latitude (60o–90oN).

In this work, SABER, SOFIE, and OSIRIS derived mesospheric temperatures

have been considered. Detailed analyses revealed that there exists mesospheric

heating over tropical- to mid- latitudes, more so in the NH, during major SSW

events. All the major SSW events studied showed well-known mesospheric

cooling over NH high-latitudes. Closer to the equatorial-latitudes the meso-

spheric heating turns into cooling and again turns to heating over mid-latitudes

in the SH before turning to cooling over the SH high-latitude regions. The

“double-humped” structure in the mesospheric to stratospheric temperature

ratios (∆TM/∆TS) vs latitude is very clear during major SSW events with two

crests over tropical- to mid-latitudes and a trough over the geographic equator.

Mesospheric temperatures during minor events do not show formation of such

“double-humped” structure. It is also found that the CIRA-86 derived meso-

spheric temperatures overestimate the values in the NH and underestimate
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them in the SH as compared to the SABER measured temperatures, which

is more prominent at the higher latitudes. These results strongly support the

existence of stratospheric-mesospheric coupling and high- to low-latitude cou-

pling of mesosphere lower thermosphere region, especially during SSW events

[Singh and Pallamraju (2015)].

6.1.5 Techniques to Measure MLT Nightglow Emission

Intensities and Temperatures

1. NIRIS: In order to derive nocturnal variations in nightglow emission

intensities and corresponding temperatures representing the emission al-

titudes of 87 and 94 km, spectrographic technique is used. Using this

technique a grating spectrograph called NIRIS, Near InfraRed Imaging

Spectrograph, is developed which uses 1200 lines mm−1 grating as the

dispersing element, a 1024×1024 pixels thermoelectrically cooled CCD

camera and has a large field-of-view (FOV) of 80o along the slit orienta-

tion [Singh and Pallamraju (2017a)]. The details of NIRIS are given in

Chapter 2. Most of the results obtained in this thesis work have been

obtained using data obtained from NIRIS that has been operating since

2013 in an automated mode from PRL’s optical aeronomy observatory

at Gurushikhar, Mount Abu.

2. CMAP: A CCD-based Multi-wavelength Airglow Photometer (CMAP)

is developed in-house to study the nightglow emission intensities which

emanate from mesosphere lower thermosphere (MLT) region of the Earth’s

upper atmosphere. In contrast to NIRIS, CMAP works on the photomet-

ric technique, which uses narrow bandwidth interference filters having full

width at half maxima of 0.3 nm and these are mounted in a temperature

stabilized filter wheel. The temperature controlled filter wheel can house

five filters at a time enabling near-simultaneous measurements at five

different airglow emissions. A Software is developed in-house to control
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various operations of CMAP such as, CCD and filter wheel operations in

a pre-defined mode, filter wheel temperature monitoring, which is pro-

grammed in such a way to provide CCD images in FITS format [Phadke

et al. (2014)]. The details of CMAP which deals with the optical design,

fabrication of different components, and derivation of nightglow emission

intensities from CMAP is discussed in Chapter 2.

6.2 Scope for Future Work

This work provided significant contribution in the understanding of the ver-

tical and latitudinal couplings in the MLT region under varying atmospheric

conditions. The results presented in this thesis have underlined some promis-

ing areas especially those related to the MLT region and raised the numerous

issues for further investigations. This opens up further scope for interesting

scientific and technical studies some of them are ongoing and some can be

followed in the future.

1. Understanding the mesospheric temperature inversions and their pos-

sible causes is very important in order to comprehensively model the

atmospheric dynamics. From the existing NIRIS data, work is ongoing

to understand these aspects.

2. We have described in Chapter 2 that how by making use of large FOV

information of NIRIS the meridional scale sizes are derived. Similar

method can be adopted to derive the zonal scale sizes by orienting NIRIS

in the east-west direction. From the existing data, studies are ongoing

to understand the observed variations in the scale sizes at two altitudes

and to understand their behaviour in different seasons and solar activity

levels.

3. The characteristics of vertical wave propagation during strong convective

storms has been presented in this thesis. However, the vertical propa-
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gation characteristics of waves during normal conditions is still not well

known experimentally. These kind of continuous observations with good

temporal and spatial resolution as presented in this thesis will help to

address these scientific issues.

4. A detailed investigation of tidal and planetary waves in the MLT region

is being studied, which will enhance our understanding of the coupling

processes in those time scales.

5. NIRIS provides simultaneous measurement of nightglow emission inten-

sities and temperatures using OH(6-2) Meinel and O2(0–1) atmospheric

band spectra. The brightest emission of OH nightglow occurring in be-

tween 1.4 µm to 1.8 µm which includes OH(2-0), OH(3-1), and OH(4-2)

vibrational rotational transitions. Historically the observation of these

brighter emissions are sparse and more difficult since they require the use

of InGaAs potodiode arrays. However, with the commercially available

InGaAs arrays now it is becoming possible to make instruments which

can provide observation of these vibrational bands with required resolu-

tion and efficiency. We are in the process to develop such an instrument

which will provide OH(3-1) rotational line spectra to derive nightglow

emission intensities and temperatures. The OH(3-1) band is around 70

times brighter than the OH(6-2) band and is less affected by the water

vapour absorption. Also at these longer wavelengths as the scattering

is less in comparison to near infrared with such an instrument it should

also be possible to obtain data during even full-moon nights (when the

moon is not directly in the instruments FOV).

6. Since OH rotational temperatures can be derived using different meth-

ods. Different simulation exercises are planned to assess the differences

between various methods of mesospheric temperature determination.

7. Although the mesospheric emission intensities show a clear solar activity
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dependence, the effect of solar activity on to the mesospheric tempera-

tures are ambiguous on short time scales. This needs further investiga-

tion with respect to the wave amplitudes versus viscous drag effects that

may prevent its presence in temperatures.

=========== end ===========
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